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FOREWORD

Elie Cartan was one of the founders of the modern theory of Lie groups, a
subject of central importance in mathematics, and also one with many appli­
cations to physics.

In these notes, Cartan describes the representations orthogonal groups,
either with real or complex parameters, including reflections, and also the
related groups with indefinite metric. The treatment emphasizes the geo­
metric point of view, and would be regarded as elementary by post-war
mathematicians. The result is a detailed, explicit treatise that can be under­
stood by the reader (whether he is a trained mathematician or not).

To keep the subject elementary, the author has stated without proof
the general theorems of Weyl, and Peter and Weyl, on complete reducibility
and existence of representations of a general class of groups. These results
are explicitly demonstrated for the orthogonal groups.

Concerning the applications to physics, the rotation and Lorentz groups
are naturally the most important. In fact, Cartan shows how to derive the
uDirac" equation for any group, and extends the equation to general rela­
tivity. He does not, however, show the relation of the equation to the corres­
ponding inhomogeneous groups; this was discovered only later. The lectures
touch on the relation of Clifford algebras to the orthogonal groups, which has
hecome important in recent work on the theory of seniority in atomic spectra,
and also contains enough material on the group 0(3, 3) to enable one to
start on the study of the U(4) theory of Salam, Delboirgo and Strathdee,
and other recent theories of strong interactions.



INTRODUCTION

Spinors were first used under that name, by physicists, in the field of Quantum
Mechanics. In their most general mathematical form, spinors were discovered
in 1913 by the author of this work, in his investigations on the linear repre­
sentations of simple groups·; they provide a linear representation of the group
of rotations in a space with any number n of dimensions, each spinor having 2v

components where n = 2v + 1 or 2v. Spinors in four-dimensional space occur
in Dirac's famous equations for the electron, the fou~· wave functions being
nothing other than the components of a spinor. Numerous papers have been
published on spinors in general; Hermann Weyl and Richard Brauer have
recently published an excellent papert which may be considered as funda­
menta~ although several of the results obtained are very briefly indicated in
the paper referred to above. In an unpublished course given at Princeton
University, O. Veblen has made a very interesting study of spinors from
another point of view. But in almost all these works, spinors are introduced
in a purely formal manner, without any intuitive geometrical significance;
and it is this absence of geometrical meaning which has made the attempts to
extend Dirac's equations to general relativity so complicated.

One of the principal aims of this work is to develop the theory of spinors
systematically by giving a purely geometrical definition of these mathematical
entities: because of this geometrical origin, the matrices used by physicists
in Quantum Mechanics appear of their own accord, and we can grasp the
profound origin of the property, possessed by Clifford algebras, of represent­
ing rotations in space having any number of dimensions. Finally this geo­
metrical origin makes it very easy to introduce spinors into Riemannian

• E. Cartan, "Les groupes projectifs qui ne laissent invariante aucune multiplicite plane"
Bull. Soc. Math. France, 41 1913, 53-96.

t R. Brauer and H. Weyl, "Spinors in n dimensions" Am. J. Math., 57, 1935, 425-449.



geometry, and particularly to apply the idea of parallel transport to these
geometrical entities. The difficulties which have been encountered in this
respect-difficulties which are insurmountable if classical techniques of Rie­
mannian geometry are used--ean be explained. These classical techniques are
applicable to vectors and to ordinary tensors, which, besides their metric
character, possess a purely affine character; but they cannot be applied to
spinors which have metric but not affine characteristics.

This course of lectures is divided into two parts. The first is devoted to
generalities on the group of rotations in n-dimensional space and on the
linear representations of groups, and to the theory of spinors in three-dimen­
sional space, and finally, linear representations of the group of rotations in
that space are examined. The importance of these representations in Quantum
Mechanics is well known; the infinitesimal element treatment is used for their
determination, as this method requires the least preliminary discussion;
despite its great interest, the transcendental method of H. Weyl, based on the
theory of characters, has been completely omitted.

The second part is devoted to the theory of spinors in spaces of any
number of dimensions, and particularly in the space of special relativity;
the linear representations of the Lorentz group are referred to, as well as the
theory of spinors in Riemannian geometry.

ELIE CARTAN
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PART I

Spinors in three-dimensional space
Linear representations of the

group of rotations



CHAPTER I

n-DIMENSIONAL EUCLIDEAN
SPACE;

ROTATIONS AND REVERSALS

I. EUCLIDEAN SPACE

1. Definition; Vectors

Points in n-dimensional Euclidean space may be defined as sets of n numbers
(X., X2' , xn), the square of the distance from a point (x) to the origin
(0, 0, , 0) being given by the fundamental form

(J) == x~ + x~ + ... + x; ; (1)

this expression also represents the scalar square or the square of the length
of the vector x drawn from the origin to the point (x); the n quantities Xi

are called the components of this vector. The co-ordinates Xi may be arbitrary
complex numbers, and it is then said that the Euclidean space is complex; but
if they are all real, we have real Euclidean space. In the real domain there also
exists pseudo-Euclidean spaces, each corresponding to a real non-positive
definite fundamental form

(J) == x~ + x~ + ... + x;-II - x; -II + 1 - ... - x;; (2)

we shall assume, without any loss of generality, that n - h ~ h.
In real spaces, we are led to consider vectors whose components are not

all real; such vectors are said to be complex.
A vector is said to be isotropic if its scalar square is zero, that is to say

if its components make the fundamental form equal to zero. A vector in
real or complex Euclidean space is said to be a unit vector if its scalar square
equals 1. In real pseudo-Euclidean space whose fundamental form is not
positive definite, a distinction is made between real space-like vectors which
have positive fundamental forms, and real time-like vectors which have negative
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fundamental forms; a space-like unit vector has a fundamental form equal to
+ 1, for a time-like unit vector it equals -1.

If we consider two vectors x, y, and the vector x + Ay, where A is a given
parameter, that is to say the vector with components Xi + AYi' the scalar
square of this vector is

x2 + A2y2 + 2A x . y,

where x. y is defined as the sum XIYl + X2Y2 + ... + XnYn. This sum is the
scalar product of the two vectors; in the case of a pseudo-Euclidean space,
the scalar product is

XIYl + X2Y2 + ... + Xn-hYn-h - Xn-h+ lYn-h+ 1 - ••• - XnYn·

Two vectors are said to be orthogonal, or perpendicular to each other,
if their scalar product is zero; an isotropic vector is perpendicular to itself.
The space of the vectors orthogonal to a given vector is a hyperplane of n - 1
dimensions (defined by a linear equation in the co-ordinates).

2. C\lrtesian frames of reference

The n vectors eb e2, e3, ... ,en' whose components are all zero except one
which is equal to 1, constitute a basis, in the sense that every vector x is a linear
combination X1el + X2e2 + ... + xnen of these n vectors. These basis vectors
are orthogonal in pairs; they constitute what we shall call an orthogonal
Cartesian frame of reference.

More generally, let us take n linearly independent vectors, lib 112, ... , lin
Le., such that there is no system of numbers AI' A 2, .•• , An which are not all
zero and which would make the vector A1112 + A2112 + ... + Anlln identically
zero. Every vector x can then be uniquely expressed in the form u1111 + u2112
+ ... + u';Jn. The scalar square of this vector is

UiU.irti ·lIj,

a formula in which, following Einstein's convention, the summation sign
has been suppressed: the index i and the index j take, successively and inde­
pendently of one another, all the values 1, 2, ... , n. If we write

gij = gji = lIi ·lIj,

the fundamental form becomes

(3)

(4)

We say further that the set of vectors lib 112, ... ,lin forms a basis, or that
they constitute a Cartesian frame of reference. We shall consider only basis
vectors drawn from the same origin.

Conversely, let us try to determine whether a quadratic expression given
a priori is capable, in a given Euclidean space, of representing the fundamental
form by a suitable choice of frame of reference. We shall naturally assume
that the variables and the coefficients are complex if the space is complex, or
real if the space is real. We shall apply a classical theorem in the theory of
quadratic forms.



3. REDUCTION OF A QUADRATIC FORM TO A SUM OF SQUARES 5

3. Reduction of a quadratic form to a sum of squares

THEOREM. Every quadratic form can be reduced to a sum of squares by a linear
transformation of the variables.

The proof which we shall give applies equally well to the real domain as
to the complex domain. Let us first assume that one of the coefficients gil'

g22' g33'·· ., gnn is not zero, gil for example. Consider the form

1
<1> 1 == <I> - - (g 11 U

1 + g12U
2 + ... + g1nUn)

2;
gil

this no longer contains the variable u1 ; if we put

Yl = g11 U1 + g12U2 + ... + glnun,

we then have

1 2
<1> == -Yl + <1>b

gil

where <1>1 is a quadratic form in the n - 1 variables u2
, u3

, • •• ,un. If on the
contrary all the coefficients gil' g22"'" gnn are zero, one at least of the
other coefficients, let us say g12, must be non-zero. In this case, put

2
<1>2 == <1> - -(g21u1 + g23U3 + ... + g2nUn)(gI2U2 + g13U3 + ... + glnUn );

g12

the form <1>2 no longer contains the variables u1 and u2
; if we now put

Yl + Y2 = g21 U1 + g23 U3 + ... + g2nun,

Yl - Y2 = g12U2 + g13 U3 + ... + glnun,

which define the new variables Yl and Y2, we have

2
<1> == - (YI - y~) + <1>2;

g12

here <1>2 is a quadratic form in the n - 2 variables u3
, u4

, ... , un.
If we now treat <1>1 and <1>2 as we have treated <1>, then <1> will be reduced

step by step to a sum of squares of independent linear functions of the original
variables, each square being multiplied by a constant factor. In the real
domain, the operations will not introduce any imaginary element.

Let

(v ~ n).

If we are in the complex domain, we shall take Yi~ as new variables and <1>
will then be reduced to a sum of squares. If we are in the real domain, we
must distinguish the positive coefficients (Xi from the negative coefficients (Xi;

we can still, by taking Yi~ as new variables, reduce <I> to the form

~ is yf + y~ + ··· + y; - y~ + 1 - • • • - y;.
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4. Sylvester's law of inertia

In the real domain, the number of positive squares and the number of negative
squares are independent of the method of reduction.

Let us assume that there are two different reductions

<I> == yi + y~ + ... + Y; - zi - z~ - ... -z;,
<I> == vi + v~ + .. · + v;, - wi - W~ - ••• - wi, ;

the linear forms Yi and Zj are all independent, and so are the linear forms Vi

and Wj. Let us assume that p #- p', for example that p < p'. We have the identity

YI + y~ + + Y; + wi + w~ + + w;,
== vi + v~ + + v;, + zi + z~ + + zi·

Consider the p + q' linear equations

Yl = 0, Y2 = 0, ... , Yp = 0, WI = 0, W2 = 0, ... wq' = 0;

since p + q' < p' + q' ~ n, these equations have at least one solution for
which the unknowns u1

, u2
, ••• , un are not all zero; for this solution we have

also

VI = 0, V2 = 0, ... vp' = 0, ZI = 0, Z2 = 0 1 •.• , Zq = 0;

it is thus possible to satisfy p' + q' independent equations

VI = 0, V2 = 0, ... , vp' = 0, WI = 0, W2 = 0, ... , wq' = °
by solving a system with a smaller number (p + q') of equations, which is
absurd. Therefore p = p', q = q'.

Let us add that if the given form <I> in u1
, u2

, ••• , un is not degenerate, Le.,
if the n-forms (o<1>jou 1

), (o<l>jou 2
), ••• , (o<1>joun) are independent, or equivalently,

if the discriminant

g = (5)

of the form is non-zero, the number, p + q, of independent squares obtained
in the reduction to a sum of squares equals n. For otherwise the n derivatives
o<1>jou" which are linear combinations of the p + q < n forms Yl' Y2' .. . , Yp ,

ZI' ••• ' Zq would not be independent.

s. Complex domain

Having proved these theorems, let us return to our problem. We take as our
starting point a non-degenerate quadratic form (4). In the complex domain
there exist n independent linear forms

Xi = aikuk (i = 1, 2, ... , n)
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<I> == xi + x~ + ... + x;.
If then, in complex Euclidean space, we consider the vectors 11k with

components (a 1k , a2k" .. ,ank) (k = 1,2, ... , n), these n vectors are independent;
the vector U"ttk has for its ith component aile,} = Xi' and its scalar square
xi + x~ + ... + x; is equal to the given quadratic form. The original fun­
damental form of the space may therefore, by a suitable choice of basis
vectors, be brought into the quadratic form gijuiu j arbitrarily given.

In the real domain the reasoning is the same but the quadratic form
gijUiU

j should: (1) not be degenerate; (2) be reducible to a sum of n - h positive
squares and h negative squares, where h is a given integer.

6. Contravariant and covariant components

Let us suppose Euclidean space to be referred to any Cartesian reference frame
and let

<I> == gijuiuj

be its fundamental form. The scalar square of the vector x + Ay is equal to

<I>(x) + A?<I>(y) + A(yi:~);
from this result it follows that the scalar product of two vectors x and y is

1 . 0<1> . .
-y' - g y'xJ •2 Ox i - ij ,

in particular, the geometrical significance of the coefficients is rediscovered
if x and yare taken to be two basis vectors.

The covariant components of a vector x are the scalar products x· e 1,

x· e2'.' ., x· en' They are denoted by Xl' X2, .•. , xn • We have therefore
k i,J i i (6)Xi = x . ei = gikX ; x· y = gijX J' = X Yi = XiY'

The ordinary components Xi are said to be contravariant. By solving (6)
we pass from covariant components to contravariant components; this gives

Xi = gikxk , (7)

where gi j is the ratio of the minor of gij to the discriminant of the fundamental
form. In the case of the form (1), we have Xi = Xi.

II. ROTATIONS AND REVERSALS·

7. Definition

The members of the set of linear transformations of the co-ordinates which
leave the fundamental form invariant are called "rotations" or "reversals"
(about the origin). If under an operation of this sort two vectors x and yare

• "Rotations et retournements"': the terms ""proper and improper orthogonal transforma­
tions" are often used.
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transformed into x' and y', then x + Ay is transformed into x' + Ay'. The
magnitudes of all vectors, and the scalar product of any pair of vectors, are
unaltered. In a pseudo-Euclidean real space space-like vectors are transformed
into space-like vectors, and time-like vectors into time-like vectors.

Every operation of this type transforms all rectangular frames of reference
into rectangular frames of reference. Conversely let (eh e2' ... ,en) and (lIh
112, ... ,lin) be two rectangular reference frames, and let us suppose that
lIi = a~ek· Refer the points of space to the first set of basis vectors and let
the corresponding co-ordinates be Xi. Then the transformation

(Xi)' = a~xlc

has the effect of transforming ei into the vector with components (at, a;, ... , ail
which is the vector lIi; this transformation will leave the fundamental form <I>
unaltered, since the scalar square <l>(x') of the vector (xi)'ei = a~xlcei = Xk1Jk is
equal to <I>(x).

8. Transformation determinants

We now prove the following theorem.

THEOREM. The determinant of the transformation which defines a rotation or a
reversal equals + 1 or - 1.

It is sufficient to give a proof for the complex domain, because any real
rotation in real Euclidean space can be regarded as a special rotation in
complex space.

Take a rectangular frame of reference and let the equations

X~ = ailcxlc (i = 1, 2, ... , n) (8)

define the transformation. The invariance of the fundamental form requires
that

aIi + a~i + ... + a;i = 1 (i = 1, 2, ... , n)

and

alia lj + a2ia2j + .. · + anianj = 0 (i #= j).

If we use these relations in the expression for the product of the deter­
,minant of the transformation by its transpose, the resulting determinant has
zero elements everywhere except on the leading diagonal where each of the
elements equals one.

If we start from any frame of reference, which ,corresponds to taking co­
ordinates Uk given in terms of the Xi by

and if the transformation of the ui corresponding to (8) is given by

(u i
)' = b~tf, (9)

then
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i.e.,
CXikb: = aikcxlth = Cik (say)

Denoting the determinants formed from cij' b~, aijcxij by c, b, a and cx, then

C = cxb = acx,

thus b = a; that is b = ±1.
The operation given by a linear transformation of determinant + 1 is

called a "rotation", that given by a linear transformation with determinant -1
is called a "reversal".

9. Reflections

Given a hyperplane 7t containing the origin, then an operation which makes
any point x correspond to its mirror-image in the hyperplane 1t is called a
"reflection", i.e., x' lies on the perpendicular from x to the hyperplane pro­
duced to a distance equal to the length of the perpendicular. Take any Cartesian
reference frame, and let the hyperplane have the equation

aixi = O.

Then x' is defined by the two conditions
(i-) The vector x' - x is perpendicular to the hyperplane 1t;

(ii) The point defined by !(x' + x) lies on the hyperplane.
The equation of the hyperplane shows that the vector x to any point

on it is orthogonal to the vector with covariant components aj, Le.,

(Xi)' - Xi = 2ai or (Xi)' = Xi + 2ai •

Then
i

ai(2x i + 2ai) = 0 or 2 = - 2 aix..
a;al

Thus the operation is possible, provided that aia i #= 0, i.e., provided that
the direction perpendicular to the hyperplane is not an isotropic direction, and
apart from this case

It is easy to verify the invariance of magnitude; xi(x i
)' = XiXi•

We shall use the term reflection quite generally for the operation defined
above; any reflection is associated with a hyperplane, or more simply with a
non-isotropic vector a (which can be taken to be of unit length).

In dealing with real spaces with non-positive definite forms it is important
to distinguish between reflections associated with real space-like and real
time-like vectors. We shall call these reflections space reflections and time
reflections respectively.

Any reflection is a reversal. To verify this, it is sufficient to take a particular
Cartesian reference frame, e.g., if the first basis vector is the vector associated
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with the reflection, the equation defining the reflection becomes

(U 1)' = _ U 1, (U 2)' = U
2, ••• , (Un)' = Un,

which obviously gives a determinant equal to -1.

10. Factorisation of a rotation into a product of reflections

We shall now prove the following theorem, which holds for both real and
complex domains.

Any rotation is the product of an even ,number ~n of reflections, any
reversal is the product of an odd number ~ n ofreflections.

The fact that an even number of reflections gives a rotation, whilst an
odd number gives a reversal, is a consequence of the fact that a reflection is
itself a reversal.

The theorem obviously holds for n = 1; we shall assume that it is true
for spaces of 1, 2, ... , n - 1 dimensions, and show that it must also hold in
n-dimensional space.

The theorem is easily proved for the special case of rotations and reversals
which leave a non-isotropic vector invariant. Take this vector as 111 and choose
n - 1 other basic vectors all lying in the hyperplane 1t orthogonal to 111. The
fundamental form becomes

<I> = gll(U
1

)2 + gijUiU
j = g11(U

1
)2 + 'II;

the quadratic form 'II is non-degenerate in n - 1 variables. The rotation (or
reversal) considered will leave the hyperplane invariant, i.e., it leaves u1

unaltered and transforms the variables u2
, u3, ... , un amongst themselves in

such a way as to leave the form'll unchanged; it is thus determined completely
by a rotation or a reversal of the Euclidian space of n - 1 dimensions which
forms the hyperplane 1t. By hypothesis this can be factorised into reflections
associated with vectors in 1t and the number of reflections required is, at the
most, n - 1.

We come now to the general case. Let a be any non-isotropic vector, and
suppose it is transformed into a' by the operation under consideration. If
the vector a' - a is non-isotropic, the reflection associated with it obviously
transforms a into a'; the given operation can thus be considered as this
reflection followed by another operation which leaves the non-isotropic
vector a' unchanged, i.e., it results from a series of, at the most, n reflections.

The argument breaks down if for all vectors x, the vector x' - x is
isotropic, where x' is the transform of x. We now consider this case; the
vectors x' - x form a subspace in the sense that (x' - x) + 2(y' - y) belongs
to it if both x' - x and y' - y do so also. If this subspace has dimension p,
we shall refer to it as a "p-plane". Take p vectors lIh 112, ... , lip as basis for this
p-plane. The linear space orthogonal to these p vectors is defined by p in­
dependent linear equations; it has dimension n - p but it also includes each
of the (isotropic) vectors lIi. We can take as basis for this space the vectors
11 h 112, ... , lip together with n - 2p other independent vectors ~ l' ~2' · · . ~n - 2p••

• We note that the dimension p of any isotropic subspace must satisfy n - 2p ~ 0 i.e.,
p ~ n12.
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Finally take p further vectors 01, O2, ••• , Op, to complete a basis for the whole
space.

If x and yare any two vectors, then

x' - x = ai.qi and y' - y = bkIJk.

Then, it follows from the equality of x' · y' and x . y that

x . (bk'lk) = - Y· (akqk)·

Putting y equal to any of the vectors lIi or ~j the right-hand side of the equality
is zero, Le., the vector bkIJk is orthogonal to any vector x; this necessitates
that bkIJk is zero, Le., for these special vectors y, y' = y. The vectors lIi and ~j

are therefore invariant under the transformation we are considering.
An arbitrary vector can be written as Ui.qi + vj~i + WkOk; its fundamental

form is

<I> == UiWkIJi· Ok + ViVk~j. ~k + viwk~i· Ok + WiWkOj. Ok.

Since this is non-degenerate, the coefficients of u1, u2, ... , uP are independent
linear expressions in Wi, w2

, ••• , wp
• We can choose the basis vectors Ok so that

{

I if i = j,

lIi· Oi = 0
if i #= j.

We can then arrange for o<l>/ow i
, which equals ui plus a linear expression in the

vi and the Wk, to reduce to ui
• This requires that each vector ~i' Ok be modified

by adding a linear combination of the lIi. Then

<I> == ~UiWi + '}'jkViVk,

where the second term is not degenerate. The vectors ~i are invariant under
the transformation (rotation or reversal) under consideration; thus if n > 2p,
we have the case of invariance of a non-isotropic vector for which the theorem
has been proved. There remains the case n = 2p. Then

Using the equalities

lIi . 0i = 1, lIi . 0i = 0 (i #= j)

in the equation expressing the invariance of the products 0i· OJ' it follows that
Pij + Pii = O.

We can simplify the preceding formulae for the transform of an arbitrary
linear combination WkOk of the vectors Ok: it is

w"9~ = WkOk + w
k
Pkhllh •

Now the sum W
k
Pkhllh will be invariant under any change in the basis

111 accompanied by the correlated change in the basis Ok; under such a change
of basis the lIi and the Wi transform in the same way (because both ~UiWi_ the
fundamental form - and ~Uilli are invariant). But it is always possible, by the
same transformation of both sets of variables, to reduce an alternating bilinear
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form to the canonical form, which in the present case is

(wl112 - w2111) + (w3114 - w4113) + ... + (W
2q

-
1
112q - W

2
C1tt2q-l)

Thus by an appropriate change of basis the transformation equations
become

9'1 = 91 + 112, 9~ = 92 - lIh···' 9~q-l = 9 2q - 1 -1I2q, 9~q = 9 2q + 1I2q-l'

where we must have p = 2q otherwise the vector 9p + lip would be non­
isotropic and invariant. The space splits into sets of four-dimensional sub­
spaces spanned by (lIh 112, 9 h 92), (113,114' 93,114) etc., each of which has a non­
degenerate fundamental form which is invariant under the transformation
under consideration. It will be sufficient to show that the transformation in
each of the four-dimensional subspaces can be expressed by at the most four
reflections. Consider the first one. The fundamental form is

and the rotation (or reversal) is described by

(u 1)' = u 1 + w 2, (u2 )' = u2
_ Wi, (Wi)' = Wi, (w 2)' = w 2

•

The determinant is + 1, i.e., the transformation is a rotation. It can be shown
without difficulty that it results from four successive reflections associated with
the non-isotropic vectors

'12 + 92, 0CI)2 + 92, '11 + 0CI)2 + (1 - ~)92' '11 + '12 + (1 - ~)92'
where (X is a number not equal to zero or 1. Thus the theorem has been
proved.

In the case of real Euclidean spaces, the above proof involves only real
vectors, the only provision being that (X is taken as being real.

11. Continuity of the group of rotations

We shall show that in complex space and in real space with positive definite
fundamental form the group of rotations is continuous*. This means that any
rotation can be connected to the identity transformation by a continuous
series of rotations. It is only necessary to prove the result for a rotation arising
from two reflections. Suppose two reflections are defined by unit vectors a and
b; provided that n ~ 3 there is at least one unit vector c orthogonal to both
8 and b; consider the continuous series of rotations resulting from pairs of
successive reflections associated with the unit vectors

8' = 8 COS t + c sin t, b' = b cos t + c sin t,

where the real parameter t varies from 0 to Te12; for t = 0 this reduces to the
given rotation; for t = Tel2 the rotation is the product of the same reflection
(that associated with c) taken twice in succession, Le., the identity rotation.

• By saying that rotations form a group we assert the following two properties of rotations:
(i) The product of any two rotations is a rotation. (ii) To each rotation there corresponds an
inverse rotation.
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THEOREM. In complex Euclidean space, and in real Euclidean space with positive
definite fundamental form, the set of rotations (real in the latter case)
forms a continuous group.

12. Proper rotations and improper rotations

We shall show that in a real pseudo-Euclidean space (with non-positive
definite fundamental form), the group of rotations is not continuous, but
consists of two disjoint sets, which we call the set of proper rotations and the
set of improper rotations.

LEMMA 1. Two space-like vectors can always be connected by a continuous
series of space-like unit vectors.

Take as fundamental form

F == xi + X~ + ... + X;-h - X;-h+ I - ••• - x;.

A real space-like vector x is defined by n real numbers, of which the
first n - h can be considered as the components of a vector u in the real
Euclidian space En- h, and the last h as the components of a vector v in the
real Euclidian space Eh. If x is a unit vector, then u2

- v2 = 1; we can write

u = a cosh ex, v = b sinh ex

where ex is a real number and a and b are two unit vectors in En - h and Eh •

Another space-like unit vector x' can be defined in a similar manner by a real
number ex' and two real unit vectors a' and b'. We can pass in a continuous
manner from x to x' :

1. Keep a and b fixed and let ex vary continuously to ex';
2. Keep b fixed, then a can be connected to a' by a continuous sequence

of real unit vectors in En-h.
3. Keep a' fixed, then b can be connected to b' by a continuous sequence

of real unit vectors in Eh.
The same Lemma obviously applies to two time-like unit vectors.

LEMMA 2. The rotation resulting from two space-like (or two time-like) vectors
can be connected to the identity rotation by a continuous series of rotations.

Suppose the rotation results from the reflections associated with two
space-like unit vectors u and v, and let Wt be a continuous sequence of space­
like unit vectors connecting u to v; the rotations resulting from the reflection
associated with Wt and v form a continuous series joining the given rotations
to the identity rotation.

LEMMA 3. For any rotation (or reversal) the Jacobian of X'b X~, ... , X~-h with
respect to Xl' X2, ... , xn- h is non-zero.

Suppose the result is not true. Then there will be a set of values XI = ab

X2 = a2' ... ' xn- h = an- h not all zero, which when substituted in the expres­
sions for X'I, x~, ... , X~-h' as linear functions of x., X2' ... , Xm makes the total
contributions from the terms in these first n - h components zero. The
transform of (a., a2' ... , an-h' 0, ... ,0), which is a space-like vector, has its
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first n - h components X'I, X2' ... , X~ _h all zero, Le., it is a time-like vector,
which is absurd.

We now come to the proof of the theorem. From lemma 3 it follows that
any pair of rotations which can be connected by a continuous series of rota­
tions give the same sign to the Jacobian ~ of X'I, x~, ... x~ -h with respect to
Xl' X2' ••• , Xn-h' since in passing from one rotation to the other, ~ varies
continuously but is never zero. By lemma 2, a rotation consisting of an even
number of space-like reflections and an even number of time-like reflections
gives the same sign to ~ as does the identity rotation, Le., plus. A rotation
resulting from one space-like reflection and one time-like reflection can by
lemma 1 be continuously connected by a sequence of rotations to the rotation
resulting from the reflections associated with the vectors el and en; thus it
makes ~ the same sign as the latter rotation, i.e., minus. A rotation derived
from an odd number of space-like reflections and an odd number of time­
like reflections can be similarly reduced to this last case by a continuous
sequence of rotations. We thus have the following theorem:

THEOREM. In a real pseudo-Euclidean space the group of rotations consists of
two disjoint sets,. the first consists of the group of proper rotations, which
result from an even number of space-like reflections and an even number
of time-like reflections,. the second consists of the set of improper rotations,
which result from an odd number of space-like reflections and an odd num­
ber of time-like reflections,. this second set is not a group.

Proper and improper rotations can be recognised by the sign of the
Jacobian of X'b X2' ••• , X~-h with respect to Xl' X2' ••• , Xn-h' or also by the
Jacobian of X~-h+I' ... , X~ with respect to Xn-h+ l' ... , Xn •

We consider below proper reversals; these result from an odd number of
space-like reflections and an even number of time-like reflections. They are
characterised by the property that the Jacobian of x~_h + h ... , x~ with respect
to Xn-h+ h ... , X n is positive (invariance of the direction of time).

13. Case of spaces with h = 1

In these spaces all proper rotations and proper reversals are products of
space-like reflections. Thus suppose that x is a time-like unit vector and x'
is its transform; then taking x as the basis vector en, since the rotation or
reversal is proper, the coefficient of Xn in the expression for x~ is positive, and
since x' is a time-like unit vector, the component x~ must be greater than one;
the scalar product x· x' is thus less than -1. The scalar square of the vector
x' - x is - 2x · x' - 2 > 0; it is thus a space-like vector. Therefore one can
go from x to x' by a space reflection and to obtain the rotation (or reversal)
under consideration, it is only necessary to operate in the real Euclidean space
of positive definite form which is orthogonal to x' ; this requires at most n - 1
space reflections.

THEOREM. In a space whose fundamental form can be reduced to the sum of
n - 1 positive squares and one negative square, all proper rotations and
all proper reversals can be obtained from at most n space reflections.
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III. MULTIVECTORS

14. Volume of the hyper-parallelepiped constructed on n vectors

Given n vectors x, y, z, ... , t in a definite order, all belonging to a Euclidean
space E" which is referred to any Cartesian reference frame, consider the
determinant formed from the contravariant components of these vectors

y1 y2 . .. y"
l\=

t 1 t2
• •• t"

since a rotation can be expressed by a linear substitution of determinant 1,
and a reversal by a linear substitution of determinant -1, it follows that the
value of l\ is unaltered, except perhaps for its sign, when all the vectors undergo
the same rotation or reversal. A similar result holds for the determinant l\'
formed from the covariant components of the vectors; the value of l\' is the
product of l\ by the determinant of the transformation from contravariant to
covariant components, that is, by g.

By forming the product

it is seen that

l\l\'=
yl y2 . .. y"

t 1 t2
• •• t"

Yl Y2···y"

x 2 x· y x· t

y. X y2 y. t
l\l\'=

t· x t· Y t2

in this latter determinant the given vectors occur only as scalar products.
For n = 3 this determinant equals the square of the volume of the parallele­
piped formed from the three vectors. It is natural to apply the name hyper­
volume to the square root of the determinant for any value of n. Thus we have

V2 = l\l\' = gl\2,

Le.,

v=h~= Jg~'.
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In a real pseudo-Euclidean space it is more convenient to write

v = JfilLl = :0 Ll',
vlgl

The sign of l\ gives the orientation of the n-ad formed from the n vectors;
this orientation is the same as that of the reference frame if Ii is positive.

15. Multivectors

Consider now a system of p vectors x, y, ... ,z taken in a definite order. We
say that they form a p-vector, and it is convenient to say that two p-vectors
are equal if both sets of p-vectors span the same linear manifold (of dimension
p) and if the volumes of the parallelepipeds, constructed in this manifold on
each of the p-vectors, is the same, and they have the same orientation. We shall
show that a p-vector is completely defined by the determinants of order p
which can be formed from the array of the contravariant (or covariant) com­
ponents of the p vectors. The set of "Cp determinants will be said to be the
components of the p-vector.

Let t be a variable vector; for this vector to belong to the same linear
manifold as the given vectors it is necessary and sufficient that all deter­
minants of order p + 1 constructed from the array

be zero. Denote the determinant formed from the first p rows and the columns
ii' i2 , ••• , ip by pith... ip

; then the equations

tit p i 2 i 3 ••• i p + 1 _ thpit i 3 ••• i p + 1 + ... (_ 1)Ptip + 1pith... i p = 0

hold.
Thus if two p-vectors with components P and Q span the same linear

manifold it is necessary and sufficient that their corresponding components
be proportional.

Assume this condition is satisfied and Qith... i p = pit i
2 •• .iP ; the algebraic

ratio of the two p-vectors, a quantity which is unchanged by projection, is
equal to the ratio of any pair of their components; these components represent
the volumes of their projections on the various co-ordinate manifolds.

Finally we note that the square of the magnitude of a p-vector (V2
)

equals
1 ..._p.. . p 1l I Z ••• l p
p! IIlz ••• l p ,

where Pith...i
p

denotes the covariant components (Le., the determinants con­
structed from the covariant components of the p vectors). From the results of
Section 14,



17. SUPPLEMENTAR Y MUL TIVECTORS 17

x 2 x. y x. Z

V2 = y. X y2 Y. z i 0 k o' k
J; Xi yJYi .. · y Zk = X iYi ... Zk Y I y' ... Y

z. x z. y ... Z2 ZiXi Ziyi ... z"z"

1 .. k= _po. Pi) ...
p! I) ... k

where the sum extends over all permutations of the p of the n indices 1, 2, ... , n.
Sets of n vectors can be regarded as n-vectors; they have only one contra­

variant component and one covariant component. Each component merely
changes its sign under a reversal.

16. Isotropic multivectors

A p-vector is said to be isotropic if its volume is zero but not all its components
are zero; and if it spans a linear manifold of dimension not less than p. For
a p-vector to be isotropic it is necessary and sufficient for there to be a vector
in its p-dimensional linear manifold which is orthogonal to the manifold;
such a vector must be orthogonal to itself, i.e., be isotropic. Thus if the volume
of a p-vector is zero, there are p constants (x, {J, ... , y not all zero which satisfy
the equations

(Xx2 + {Jy . x + .·. +yz . x = 0

(Xx . y + {Jy2 +. ·. +yz . y = 0

(Xx . Z + {Jy. z + ·.. + yz2 = o.

This is the same as saying that there exists a non-zero vector (Xx + {Jy + ... + yz
orthogonal to each of the vectors x, y, ... , z. The· converse holds. Another
interpretation is to say that the manifold of the p-vector is tangential to the
isotropic hypercone (formed of isotropic directions) along the line in which
the vector (Xx + {Jy + ... + yz lies.

17. Supplementary multivectors

Given a non-isotropic p-vector, we say that an (n - p)-vector is supplementary

to this p-vector if (a) its (n - p)-dimensionallinear manifold consists of vectors
orthogonal to the manifold of the p-vector, (b) the volume of the (n - p)­
vector equals that of the p-vector, and (c) the volume of the n-hedron formed
from the p vectors of the p-vector and the n - p vectors of the (n - p)-vector
is positive. Note that the (n - p)-dimensional manifold is uniquely determined
by the p-vector; it can have no vector in common with the manifold of the
p-vector, otherwise the latter would be isotropic.

Assume that p12 ... p =f; O. The equations which express the fact that a
vector t is orthogonal to p vectors x, y, ... z are

On eliminating t 2, t 3, ••• , tp + h it follows that

t
1
P12 ... p + t

p
+

1
P(p+l)2 ..,p + ... + t..pn23 ... p = O.
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It also follows that

t
2

P213 ... p + t
p

+
1
P<P+l)13,..p + ... + t

n
p n13 ... P = 0,

t
p

p p 12 ... (p-l) + t
p

+
1
P(P+l)l2 ... (P-l) + ... + t

n
pn12 ... (p-l) = O.

These are the equations satisfied by vectors in the manifold of the supple­
mentary (n - p)-vector. If Qhh ... i

n
-

p
denote the covariant components of the

(n - p)-vector, then since t lies in its manifold,

where the set of suffixes i h i2, ••• , in - p+ 1 are successively put equal to the
combinations (1, p + 1, p + 2, ... , n), (2, p + 1, p + 2, ... , n) etc. On comparing
these equations with the preceding ones, it is seen that the p i1i2 ... ip and the
Qip +l ip.+2 ••• in are proportional, when the permutation (ili2.'. in) is even.

Thus we can write

p i1h ... ip = lQ.. .
I p + 11 P + 2 ••• In'

and also
p.. . = JlQip + lip +2 ••• in.

11 12··. l p ,

but the p-vector and its supplementary (n - p)-vector have the same magnitude,
which requires A.Jl = 1; on the other hand, using the Laplace expansion for a
determinant, the n-vector formed from vectors of the p-vector and of the
(n - p)-vector has the measure

1 L 1 L ...V = - + p.. .. . = -- p... p I 1
1

2 ••• l p.Jil - 11 12.,.lpQ1p+l ••• ln Ajg 11 12,..lp ,

also

where the sums on the right-hand side extend over all combinations i h i2, ••• , ip

of the indices taken p at a time. Since V and this latter sum are both positive,
A. = l/Ji and Jl = Ji, from which it follows that

... 1p I 1 12 ••• l p _ Q- Ji i p +tip +2 ••• i n

p.. . = f:g Qip +tip +2 ... in
11 12 ••• l p Vb

NOTE. In defining the (n - p)-vector supplementary to a given p-vector
we have assumed that the latter was not isotropic, but the above formulae
allow the definition to be extended to all cases. It is then possible for a p­
vector to equal its supplementary vector (where of course n = 2p).

18. Sum of p-vectors

Let us consider a set of p-vectors; it is convenient to take two such sets as
being equal if the sums of the components with the same indices of all the
p-vectors in each set are the same. We shall use the same notation for the
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sums as for p-vectors and refer to these sums as "components" of the set.
It will be convenient to say that these ncp components define a p-vector; the
p-vectors originally defined will now be called "simple p-vectors". The
supplementary vector of a non-simple p-vector will be defined by the same
formulae as for a simple p-vector. Analytically a general p-vector can be
defined as an antisymmetric set of ncp numbers pitiz ... i'p, each labelled by p
distinct indices, i.e., under a permutation of the indices a component is un­
altered or merely changed in sign, depending on whether the permutation is
even or odd.

IV. BIVECTORS AND INFINITESIMAL ROTATIONS

A bivector is defined by [n(n - 1)]/2 quantities aij = - aji ; the necessary
and sufficient condition for a bivector to be simple is that its components
satisfy

(i, j, k, h = 1, 2, ... , n).

19. Infinitesimal rotations

Bivectors occur when the family of rotations depending on a parameter t is
considered. Suppose that the space is referred to a Cartesian frame of refer­
ence (eh e2, ... , en), then the velocity at an instant t of a point x of the space
has as its components expressions linear in the co-ordinates of the point.
Thus let

(Xi)! = C(~(t)Xk

be the equation giving the co-ordinates (Xi)! at time t of a point which had
co-ordinates xk at the initial time to. Assume that the functions C(~(t) have first
derivatives; then the velocity at any time t of a point which was initially (x)
has as its components

and since the xk are linear combinations of the co-ordinates (Xi)! at time t,
the Vi must also be linear combinations of these latter co-ordinates.

With a slight change of notation, suppose that the velocity at time t

when the co-ordinates are Xi is given by Vi - a~xk. Then, since the velocity
must be perpendicular to the vector from the origin 0 to the point x,

This implies that aij + aji = O. The a~ are the mixed components of a bivector.
An "infinitesimal rotation" is a variable rotation which can be considered

as taking plac~ in an infinitely short time-interval from t to t + dt, during
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which each point x undergoes an elementary displacement t:5x = v dt where v
is the velocity at time t.

Any infinitesimal rotation can thus be defined by

(11)

where the aL are the mixed components of a bivector. Infinitesimal rotations
are linearly dependent on [n(n - 1)]/2 parameters.



CHAPTER II

TENSORS;
LINEAR REPRESENTATIONS OF

GROUPS; MATRICES

I. DEFINITION OF TENSORS

20. First example of a Unear representation

Given a Euclidean space En referred to a fixed Cartesian frame of reference
(eh e2' ... , en), we have considered the linear transformations S which repre­
sent the effect produced on a vector x by a given rotation R. These linear
transformations possess the obvious property that, if the transformations S
and S' correspond to the rotations Rand R', the transformation which
corresponds to the rotation R'R, obtained by carrying out successively first
R then R', is the transformation S'S obtained by carrying out first the trans­
formation S, then the transformation S'. The set of transformations S con­
stitutes what we shall call a linear representation of the group of rotations.

If we change the frame of reference to a new frame of reference not
resulting from the old one by a rotation or a reversal, the rotation R which
was represented by a linear transformation S would be represented by another
distinct linear transformation T; the set of transformations T would constitute
a new linear representation of the group of rotations. It is, however, clear that
there is a strict relationship between these two representations, which denote
analytically the same geometrical operations carried out on the same geo­
metrical objects. The relationship is as follows: if Xi are the components of a
vector referred to the first frame of reference, and yi the components of this
vector referred to the second frame of reference, we can pass from the Xi to the
y' by a fixed linear transformation (J; each transformation T is deduced from
the corresponding transformation S by applying to the variables Xi and their
transforms (X')1 the same fixed linear transformation, viz. that which allows
us to pass from the x' to the y'. To be more precise, we pass
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from the yi to the Xi by the transformation u - 1,

from the Xi to the (X i)1 by the transformation S,
from the (Xi)1 to the (yi)1 by the transformation u.

It follows that the passage from the yi to the (yi)1 is carried out by the
successive transformations (J - 1, S, u, which is expressed by the formula

T = O'Su- 1•

We shall say that the linear representation T of the group of rotations
is equivalent to the linear representation S, and the equivalence is shown by
the existence of a fixed linear transformation (J such that to each transformation
S of the first representation there corresponds the transformation (JSu- 1 of
the second.

21. General definition of linear representations of the group of rotations

Let two vectors (Xi) and (yi) be referred to the same Cartesian frame of refer­
ence and let us consider the n2 products Xiyi; as a result of a rotation they
obviously undergo a linear transformation ~, which also possesses the pro­
perty that if ~ and ~' correspond to the rotations Rand R', the transformation
~'~ corresponds to R'R. The n2 quantities xiyi therefore provide a new,linear
representation of the group of rotations, completely distinct from the two
previous ones.

In general, a family of linear transformations S applied to r variables
U b u2, ••• , Ur will provide a linear representation of the group of rotations if
to each rotation R there corresponds a transformation S determined in such
a way that to the product R'R of two rotations there corresponds the product
S'S of the two corresponding transformations. The integer r is called the
degree of the representation.

22. Equivalent representations

Two linear representations of the group of rotations are equivalent:
(1) if they have the same degree;
(2) if we can pass from the first to the second by applying to the variables

of the first a non-degenerate fixed linear transformation u (i.e., with non-zero
determinant).

If Sand T correspond to R in the two representations, we then have

T = uSu- 1

where u denotes a fixed transformation.
A linear representation is said to be faithful if two distinct linear trans­

formations correspond to two distinct rotations.

23. The notion of a Euclidean tensor

It may be asked whether the variables U b U2' ••• , Ur which occur in a linear
representation of the group of rotations are capable of a concrete inter­
pretation. We may assert that a set of r numbers (u 1, U2' ••• , ur ) constitutes an
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object, and agree that the effect produced on the object (u h U2' ••• , u,) by the
rotation R is to bring it into coincidence with the object (U'h U2' ... , u~), whose
components ui are deduced from the components Ui by the transformation S
which corresponds to R. This convention is consistent, because the effect of
the rotation R' on the object (u') is the same as that of the rotation R'R on the
initial object (u). Furthermore we can restrict the family of objects (u) under
consideration by making the components U h U2' ••• , u, satisfy certain fixed
algebraic relationships, subject to the double condition that:

(i) the components U h U2' .•• , u, of the objects of the restricted family
do not satisfy any linear relationship with constant coefficients;

(ii) the algebraic relationships which determine the restricted family
should remain invariant under the transformations S of the linear
representation.

The family of objects thus specified will be called a Euclidean tensor
which we shall consider as being associated with the point O. Two Euclidean
tensors will be said to be equivalent if they arise from the same linear repre­
sentation of the group of rotations or from two equivalent linear representa­
tions.

For example, the set of all vectors drawn from the origin, the set of the
vectors of length 1, and the set of isotropic vectors, constitute three equivalent
tensors; if the vectors of each of these sets are represented by components
referred to a Cartesian frame of reference, then the second set is characterised
by the relationship <I>(x) = 1, and the third by the relationship <I>(x) = 0, where
<1l(x) denotes the fundamental form.

It is important to observe that the tensor is defined not by the nature
of the objects which compose it, but by the choice of components which
define it analytically. For example, a pair of real opposed vectors x and -x
may be represented analytically either by the n(n + 1)/2 monomials xiXi , or by
the n(n + 1)(n + 2)(n + 3)/24 monomials XiXiXkX 1; each of these analytical
representations defines a Euclidean tensor, but these two tensors are not
equivalent.

Naturally what has just been said of the group of rotations could be said
of the group of rotations and reversals, but it is important to observe that a
tensor for the group of rotations is not necessarily a tensor for the group of
rotations and reversals; we shall soon see an example of this (Section 51).
There are therefore grounds for distinguishing Euclidean tensors in the strict
sense, which provide linear representations of the group of rotations, from
Euclidean tensors in the more general sense, which provide linear representa­
tions of the group of rotations and reversals. In a real pseudo-Euclidean space,
this classification could be developed further, according to whether the group
of proper rotations, the group of all the rotations, or the group of proper
rotations and proper reversals, etc., is under consideration.

24. Another point of view

We can consider tensors from a slightly different point of view which is that
usually taken in tensor calculus. Let us take again the equations that define
the effect of a rotation R on a vector x which is referred to a given Cartesian
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frame of reference R. The equations of the transformation S which represent
the rotation R may be interpreted as providing the passage from the com­
ponents Xi of the vector to the components (Xi)' of the same vector, but re­
ferred to the frame of reference R' which is obtained from R by applying the
rotation R. In this approach then, the transformation S is taken as an opera­
tion changing the co-ordinates, the substitution S being that which allows us
to pass from the old frame of reference to the new one, which is expressed
analytically when it is referred to the old frame of reference. It is of course
important to observe that the old and the new frames of reference are the
same from the point of view of the group of rotations. The linear representa­
tion of the group of rotations therefore expresses the changes of co-ordinates
operating on the components of an arbitrarily chosen vector, but the different
systems of co-ordinates under consideration, not being systems of arbitrarily
chosen Cartesian co-ordinates, must all be equivalent with reference to the
group of rotations, the corresponding frames of reference being directly
equal.

We can consider transformations of the components of a vector referred
to Cartesian frames of reference connected by relations with absolutely
arbitrary coefficients. The linear transformations thus obtained do not pro­
vide a linear representation of the group of rotations, but of a wider group,
that of affine transformations; they correspond to absolutely arbitrary linear
transformations. From this point of view vectors and p-vectors are affine
tensors, in the sense that they provide linear representations of the group of
affine transformations (full linear group). This is furthermore the way in
which they are regarded in classical tensor calculus.

II. TENSOR ALGEBRA

The notion of a tensor may be generalised to any group G; a tensor relative
to G may be defined by a linear representation of G, but the entities repre­
sented by this tensor may be capable of several different concrete interpre­
tations.

Whatever group G is under consideration, tensor calculus comprises
certain simple operations and satisfies certain general theorems which we
shall briefly indicate.

25. Addition of two equivalent tensors

Given two equivalent tensors with components Xl, x2, ... , xr and yl, y2, .. . , yr,
these components being chosen so that to any operation of G there corres­
ponds the same linear transformation of the variables Xi and the variables yi,
the tensor having as its components Xi + yi is called the sum of the two tensors;
this sum constitutes a tensor equivalent to the given tensors. More generally,
the quantities mxi + nyi, where m and n are two fixed constants, define a
tensor equivalent to the given tensors.
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26. Multiplication of any two tensors

Given two tensors, equivalent or not, with components Xl, X
2

, ••• , x r and
yl, y2, ... , y, the tensor with components xiyi is called the product of these
tensors.

27. Some fundamental theorems

THEOREM I. Let Xl, x 2, ... , xr be the components of a tensor, and Yl' Y2' ... , Yr
variables which are transformed by the operations of the group G in such
a way as to leave the sum XiYi invariant,. then the quantities Yi define a
tensor whose nature depends only on the nature of the first tensor.·

In fact let

(Xi)' = a~xk

be the linear transformations of the components Xi under an operation of G;
the transformations Yi -+ yi of the quantities Yi satisfy the identity

hence

it follows that the yi are obtained from the Yk by a linear transformation,
which depends only on the linear transformation carried out on the Xi.

THEOREM II. Let Xl, x2, ... , x r be the components ofa tensor and yl, y2, ... , Y
quantities which are transformed by the operations of the group G so that
the h expressions

are transformed like the components of a tensor: under these conditions
the hr quantities C~/ZYk(i = 1, 2, ... , r,. ex = 1, 2, ... , h) form a tensor whose
nature depends only on the nature of the tensor (x) and of the tensor (z).
The degree of this tensor is equal to the number of the independent linear
forms C~/ZYk.

Let us in fact suppose that, by an operation of G, the Xi and the Z/Z undergo
the linear transformations

(Xi)' = a}xi ;

z~ = b~z;.:

we will then have

whence

• We say that two tensors are of the same nature if they are equivalent.
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These equations can be solved for the quantities C~(lYk which are then
linearly expressed in terms of the C1;'Yk.

28. Applications

We have seen (Section 19) that every infinitesimal rotation depends on
n(n - 1)/2 quantities aij = -a jb the velocity Vi of the point Xi being the vector

Vi = aikxk.

We pointed out that the quantities aij can be regarded as the components
of a bivector. In reality we had not proved this; we merely assured our­
selves that under a rotation applied simultaneously to the vector x and to its
velocity v the aij transform in the same way as the components of a bivector.
Now let us consider an arbitrary vector y and the scalar product y . v = aikyixk.
This sum is an invariant; also, the quantities yixk constitute a tensor, therefore
the same is true of the aik (Theorem I) and the law of transformation of the aik
depends only on the law of transformation of the yiXk. Furthermore, let u and
v be two arbitrary vectors; then the sum

(UiVk - ViUk)yixk = UiyivkXk - ViyiukXk

is an invariant; therefore the quantities Ui Vk - ViUk transform in the same way
as the aik and they constitute the components of a simple bivector: there­
fore an infinitesimal rotation defines a tensor which is equivalent to a bivector.

III. REDUCIBLE AND IRREDUCIBLE TENSORS

29. Definitions

A tensor with respect to a group G is said to be reducible if it has r components
U b U2' .•. 'Ur and if it is possible to form p < r linear combinations with
complex constant coefficients such that these combinations themselves have
the characteristics of a tensor, i.e., they are transformed linearly amongst
themselves by every operation of the group G.

All tensors that are not reducible are said to be irreducible.
A tensor is said to be completely reducible if it is possible by means of a

suitable linear change of components to divide these into a certain number
of sets

in such a manner that the components in each set transform amongst them­
selves, and transform in an irreducible way.

It is clear that if a tensor is irreducible, all tensors equivalent to it are
also irreducible; and the same holds for complete reducibility.
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A tensor with respect to a group G which provides a linear representation
of G gives a linear representation of any subgroup g of G; it is thus also a
tensor with respect to g; if it is irreducible with respect to g it is obviously also
irreducible with respect to G, but the converse is not always true. We have
already quoted an example where G is the group of rotations and reversals,
and g the group of rotations.

30. A criterion for irreducibility

The concept of irreducibility can be introduced in a different way. We consider
the r components of a tensor as components of a vector in a space of dimen­
sion r. If the tensor is reducible, then, there exist p < r linear combinations
of these r quantities Ui which transform linearly amongst themselves under
the operations of G. This amounts to saying that the linear manifold n which
contains the origin consisting of those vectors which make these p linear
forms zero is invariant under the operations of G. Conversely if Gleaves
invariant a linear manifold n which contains the origin, then the left-hand
sides of the quations which define n are transformed linearly amongst them­
selves under the substitutions G and thus the tensor is reducible. In order for
a tensor to be irreducible, it is necessary and sufficient that the substitutions
should not leave invariant any linear manifold which contains the origin.

31. A property of irreducible tensors

It is possible to deduce from this a property of irreducible tensors which will
be useful to us later. We again represent each particular member of the set of
tensors we are considering by a vector u in a space Er of dimension r. We do
not thus necessarily obtain all vectors in Er , but as there is no linear homo­
geneous relationship between the components u1, U2' .•• , Ur of the tensors in
this set, any vector in Er can be obtained as a linear combination of vectors
which represent tensors in this set. We now apply to the vector Uo, which
represents a particular tensor in the set, all the operations of the group G.
We thus obtain a certain family of vectors. These vectors cannot all belong
to the same linear manifold n which contains the origin. If in fact we suppose
that n is the smallest of these linear manifolds, every vector u of the manifold
1t is a linear combination of a certain number of vectors in the family, for
example, those vectors which are obtained from Uo by applying the substitu­
tions Sh S2' ... , Sp. Then if we apply to this vector u that operation of G
which is represented by the substitution S, we obtain the same linear combina­
tion with vectors SS1UO, SS2UO, ... , SSpuo all by hypothesis in n. It follows that
all substitutions S leave n invariant; since the tensor is irreducible, this is not
possible unless the manifold n comprises the whole space.

32. Problem

Given an irreducible tensor with r components U b U2' .•. , ur , is it possible to
make a linear change of the components (i.e., a change of basis) so that the
new components transform under the same linear substitutions S as do the
original components for all elements of the group G? Let (1 be the linear
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substitution giving the new components in terms of the old, then for all sub­
stitutions the equations

O'SO'-l = S or uS = So' (1)

must hold.
In the space Er consisting of vectors u there always exists a vector Uo

which as a result of the substitution 0' is merely multiplied by a constant, m.
Let the equations

define 0'; then we have to find r numbers Ui which satisfy

(i = 1, 2, ... , r).

This is possible, subject to the single condition that the determinant

c~ - m ci ci

c~ c~ - m... c'i

is zero; we can take any root of this polynomial to be m. This gives th~ result

O'uo = muo

and equation (1) implies that

0' - (Suo) == S(O'uo) = m(Suo);

the operation 0' thus merely multiplies Suo by m. But since the tensor is irre­
ducible, any vector in Er can be written as a linear combination of the vectors
Suo and thus the effect of 0' will merely be to multiply it by m. Thus Vi = mUi.

THEOREM. The only linear change of variables which leaves invariant all the
substitutions of an irreducible linear representation of a group G consists
of a multiplication of each of the variables by the same constant factor m.

33. Discussion of the irreducible tenson contained in a completely reducible tensor

We apply the above to the solution of the following problem. Let a tensor be
completely reducible with respect to a group G. Suppose, for example, that by
a suitable choice of components it decomposes into five irreducible tensors of
which the first three are equivalent to each other, and the last two are also
equivalent. We denote the components of these tensors by
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We can also suppose that the components X h Yi and Zi are chosen in such a
way that the linear substitutions undergone by the Xi' Yi and Zj are identical,
and similarly for the Ui and the Vi.

'Vith these assumptions let us look for all the irreducible tensors which
can be obtained from the given completely reducible tensor. The components
of such an irreducible tensor will be linear combinations of the Xj, Yj, Zj' Ui' Vi.

Let

be one of these components. If one of the coefficients aj is different from zero,
it is impossible for all the components Xi to be missing from any other of the
linear combinations which form the components of the tensor we are looking
for; otherwise the set of all these components in which none of the letters X j

occur would itself have the characteristics of a tensor. On the other hand the
different quantities I:aiXj transform linearly amongst themselves, and since
the Xj form an irreducible tensor, it follows that the tensor we are looking for
contains exactly p components which can be put in the form

Xl + ... ,

X2 + ... ,

X p + '.',

where the dots represent linear combinations of the Yj, Zi and uj, Vi' The p linear
combinations of the Yi which occur here (assuming that they are not all zero)
must transform in the same way as Xl' X2' ••• , xp and it follows (Section 32)
that they must necessarily be of the form mYl' mY2' •.• , myp • A similar result
holds for the linear combinations of the Zj. As for the variables Ui' they cannot
occur, since the p linear combinations would have to transform amongst
themselves like the Xi; this would require that q = p and in addition that the
Ui form a tensor equivalent to the Xi which is contrary to hypothesis. We con­
clude that the only irreducible tensors which can be obtained from the given
tensor are of the form 1Xi + mYi + nZi and CXUj + f3Vi where I, m, cx, f3 are
constants.

34. AppUcatioD

An important result can be deduced from the above discussion. Suppose we
have a class of objects which are transformed amongst themselves by the
operations of the group G, and that we can associate with each of the objects
in the class a certain number, r, of quantities U(l such that:

(i) Under all operations of G, the U(l undergo a definite linear sub­
stitution S.

(ii) These linear substitutions S form a linear representation of G.
Can there be one or more linear relations with constant coefficients amongst
the ulI?
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The postulates can be expressed by saying that in a certain r-dimensional
space Er the r components XlI of certain vectors x define a tensor ff. The
vectors u associated with the objects in the class only form a part of the space.
But since the substitutions S transform them amongst themselves, it follows
that the smallest subspace containing all the vectors u is invariant under the
substitutions S. The left-hand sides of the equations which define this sub­
space thus form a tensor contained in ff. It follows that any linear relations
which exist amongst the u(% can be obtained by equating to zero all the components
ofa certain tensor contained in ff.

Suppose for example that the tensor ff can be decomposed into three
irreducible tensors which are equivalent to each other, and suppose that the
components

of these three tensors have been chosen in such a manner that the Xb Yi' and
Zi all undergo the same substitution for each operation in G. Relations of the
type we are seeking can be obtained by writing one or more sets of p relations
of the form

aXi + bYi + CZi = 0

where a, b, and c are constant coefficients.

(i = 1, 2, ... , p)

35. A noteworthy theorem

We shall apply the preceding result to prove a well-known theorem.

BURNSIDE'S THEOREM*. There is no linear relation with constant coefficients
connecting the various substitutions S which form an irreducible linear
representation of a group G.

Let S of degree n, with elements uj, denote the general substitution of the
representation; then

Let A be a particular substitution in the representation, then S' = AS will
also occur and its coefficients (uj)' can be obtained from uj by the equations

(uj)' = a~uL. (2)

To each operation a of G there corresponds a linear substitution (2) of the
n2 quantities u1; these linear substitutions provide a representation of the
group G, since to successive operations a and b of G correspond the succes­
sive operations

S' = AS, S" = BS' = (BA)S.

* London Math. Soc. Proc. 3, 1905, p. 430.
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We now apply the theorem of the preceding section. If we give j a fixed
value in the equation (2), we see that the quantities u{, u~, ... ,u~ are trans­
formed by the substitutions in the same manner as components of the original
tensor xk • But since this latter tensor is irreducible we deduce that the tensor
u! decomposes into n irreducible tensors all equivalent to each other. It
follows that all possible linear relations between the u! are obtained by writing
one or more systems of n equations of the form

(i = 1, ... , n),

where the mk are constants. But such relations are impossible since they
would make the determinant of the substitution zero. The theorem is thus
proved.

Let us take as an example the effect of rotations on vectors in a real
plane (x, y) :

x' = x cos rJ.. - Y sin rJ..,

y' = x sin rJ.. + Y cos rJ...

As the coefficients of the substitutions are not independent, the vector does
not provide an irreducible tensor. In fact it can be decomposed into two
semi-vectors x + iy and x - iy each with a single component.

36. A criterion of irreducibility

We can deduce from Burnside's theorem a criterion for the irreducibility of
a linear representation.

THEOREM. For a linear representation of any group whatsoever to be irre­
ducible, it is necessary and sufficient that there should be no linear rela­
tion, with coefficients not all zero, between the different substitutions
which comprise the given representation.

By Burnside's theorem the condition is necessary. It is obviously sufficient,
since if it is fulfilled it is not possible to extract from the given tensor .r of
degree r, any tensor IT' of lesser degree p, because on taking the components
of .r' as the first p basis components of .r, the coefficients of the other r - p
components in each of the first p equations which define the substitutions S
would all be zero.

IV. MATRICES

37. Definition

Every linear transformation S of the variables Xi is of the form

(i = 1, 2, ... , n)

and can be represented by a matrix, i.e., the square diagram with n rows and n
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columns of the coefficients of the transformation. We shall denote this matrix
by the symbol S. If a new transformation S' is carried out on the transformed
variables to give

the resulting transformation ~~ = S'S is defined by the formulae

xt = b~a:xh.

From this we deduce a law of multiplication for matrices, the elements
c{ of the matrix S"S being

More generally, we may consider rectangular matrices and define the
product S'S by the preceding formulae, on condition that the number ofcolumns
ofS' is equal to the number of rows ofS. In particular if x represents the matrix
with n rows and 1 column whose elements are Xl' X2' •• • , Xn and Xl is the
analogous matrix resulting from a transformation S, we have

x' = SX.

38. Addition, muitipUcation by m

The sum of two matrices Sand S', which have the same numbers of rows and
columns, is the matrix whose elements are obtained by adding the elements
of Sand S' which occupy the same position; this matrix is denoted by S + S'.

The product of a matrix S and of a number m, which we shall denote by
mS, is the matrix obtained by multiplying each of the elements of S by m.

39. Remark on the calculation of a product of matrices

It is important to make here an observation concerning the calculation of the
product S'S of two linear transformations. We might expect that, in order to
obtain the variable xi' resulting from the transformation S'S, we could first
calculate the variable xi = a~xk resulting from the transformation S, then, in
the linear form in the Xl' X2' ••• , X k so obtained, replace each Xk by its trans­
form by S', i.e., by b:x,.. But the result would be wrong; we would in fact have

instead of

It is easily seen that if the above procedure is to be employed, it is impor­
tant to apply the operations S'S in the reverse order to that indicated, carrying
out first the operation S', then the operation S. An analogous result holds for
the product of any number of transformations.

40. Transposed matrices, inverse matrices

The matrix which is obtained from a matrix S by the exchange of rows and
columns is called the transposed matrix (transpose) of S and denoted by ST.
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The matrix xT is thus the matrix with one row and n columns consisting of
elements Xb X2,"" xn •

When each matrix is replaced by its transpose, the equation

S" = S'S
must be modified to

in particular, the formula x' = Sx may be written as X'T = XTST.
The matrix representing the inverse linear transformation of the trans­

formation represented by S is called the inverse matrix of the given square
matrix S (whose determinant must not be zero), and denoted by S-l. We have

SS-1 = S-1S = 1,

where (without risk of ambiguity) we use 1 to denote the matrix all of whose
elements are zero except those on the principal diagonal, which are equal to 1.
For all S, we have

SI = IS = S.

A square matrix all of whose elements which are not on the principal
diagonal are zero is called a diagonal matrix.

41. Equivalent matrices

We have seen (Sections 20, 22) that if, in a linear transformation S, the primi­
tive variables and the transformed variables are made to undergo the same
linear transformation A, the transformation ASA - 1 is obtained. We shall say,
in a general way, that the "transform" of the square matrix S by the square
matrix A which has a non-zero determinant and is of the same order, is the
matrix S' = ASA - 1; we say further that the matrices Sand ASA - 1 are
equivalent.

Two equivalent square matrices have the same determinant. The trans­
form of a product matrix S'S by the matrix A is the product of the transforms
of S' and S: this results from the equation

A(S'S)A - 1 = (AS'A- 1)(ASA - 1).

In the same way the inverse of the transform of S is the transform of the
inverse of S; this results from the relation

(ASA- 1)(AS- 1A- 1) = ASS- 1A-1 = AA- 1 = 1.

42. Characteristic equation; Eigenvalues

The characteristic equation of a square matrix S is the equation in A obtained
by subtracting A from all the elements on the principal diagonal of S, and
equating to zero the determinant of the square matrix S - Al so obtained.
The roots of the characteristic equation are the eigenvalues of the matrix S.

Two equivalent matrices Sand ASA -1 have the same characteristic
equation. This results from the relations

ASA - 1 - A = A(S - A)A - 1,
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whence
IASA- 1 - AI = IAIIs - AliA - 11 = Is - AI.

If S is the matrix of a linear transformation in a vector space En, then
saying that Ao is an eigenvalue of S implies that there is a non-zero vector x
whose transform by S is just Ao times the vector, i.e.,

Sx = Aox.

43. Unitary matrices

A square matrix V with complex elements is said to be unitary if the linear
transformation which it represents leaves invariant the sum of the squares of
the moduli of the variables, i.e., the product xTx where x is the complex
conjugate matrix of x with 1 column and n rows. Now we have

X 1TX 1 = XTOTVX;

the condition for a square matrix to be unitary is therefore

OTV = 1 or OT = V-I :

the transpose of the complex conjugate ofV is equal to the inverse ofV.

THEOREM. Every unitary matrix can be transformed by a suitable unitary
matrix into a diagonal matrix with all its elements of unit modulus.

Before proving this theorem, let us agree to define the scalar product of
vectors x and y by the quantity xTy. This scalar product changes into its
complex conjugate when the order of vectors is changed: the scalar square of
a vector is equal to the sum of squares of the moduli of its components: it
can therefore only be zero if the vector is zero. Two vectors will be said to be
orthogonal if their scalar product is zero. Let us remark finally that every
unitary matrix V leaves invariant the scalar product of two vectors: we have
in fact

X1Tyl = xTOTVy = xTy.

Let A be an eigenvalue of V: there exists a non-zero vector x which the
matrix V reproduces multiplied by A:

Vx = AX;

by transposition and passage to the complex conjugate, we deduce from this
that

and hence by multiplication that

XTOTVX = xTx = AlxTx

which gives AA = 1. All the eigenvalues of V have therefore modulus equal to 1.
It should be noted moreover that the transform of V by a unitary matrix

C is still unitary:

(CVC-1)T = C-1TOTCT = CV-1C- 1 = (CVC- 1)-I.
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Let us now denote by e1 a vector, which may be taken to be a unit vector,
which the matrix V reproduces multiplied by Al ; the matrix V leaves invariant
the subspace formed by vectors orthogonal to e 1 ; there exists in this subspace
at least one vector e2, which may be supposed to be a unit vector, which V
reproduces multiplied by A2 • The matrix V leaves invariant the subspace
which is formed by vectors orthogonal to e 1 and e2 ; in this subspace there
exists at least one vector e3 which may be supposed to be a unit vector,
which V reproduces multiplied by A3 , and so on. Thus a new basis e1, e2, ... , en
is arrived at. Each vector is of the form

Yl el + Y2 e2 + .·. + Ynen'

and it is easily verified that the scalar square of this vector is YIYl + Y2Y2 + ...
+ YnYn; the transformation C which defines the passage from the Xi to the Yi
is therefore unitary, and the matrix V', which is the transform of V by C,
operating on the Yi' transforms the vector LYz.ei into LAiYiei: it is therefore
diagonal, its elements being the Ai' all having unit modulus.

44. Orthogonal matrices

A square matrix 0 is said to be orthogonal if the linear transformation which
it represents leaves invariant the sum of the squares of the variables, i.e.,
the quantity xTX is invariant. The equality

XTOTOX = xTx

gives

the transpose of an orthogonal matrix is equal to its inverse.
If the elements of the orthogonal matrix are real, it is unitary. The reduc­

tion described in the preceding paragraph introduced n vectors el' e2' ... , en'
which are complex if the corresponding eigenvalues are complex, real if they
are real (and therefore equal to ±1); furthermore, the sum of the squares of
the moduli of their components was equal to 1. Let us take one of them,
e b for example, and suppose it to be complex: e1 = 1)1 + ir)2,1)1 and 1)2 being
real. Since e1 is also an eigenvector, we see that 1)1 and 1)2 are two real ortho­
gonal vectors; if we take them to be unit vectors then we have

01)2 = sin rl1)1 + cos rl1)2·

The matrix 0 leaves invariant the linear manifold formed by the vectors
orthogonal to 1) 1 and 1)2; moreover it transforms the vectors of this manifold
in an orthogonal manner. It will therefore be possible to find two unit vectors
1)3 and 1)4 orthogonal to each other as well as to 1) 1 and 1)2 which transform in
an analogous manner with an angle f3 and so on. To the real eigenvalues ± 1
of the matrix 0 there will correspond vectors which are reproduced, apart
perhaps from a change of sign.
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Finally we see that by transforming the matrix 0 with a real orthogonal
matrix C, it can be reduced to a matrix of the form:

cos ex - SIn ex 0 0 0 0

sin ex cos ex 0 0 0 0

0 0 cos f3 - sin f3 0 0

0 0 sin f3 cos f3 0 0

0 0 0 0 1 0

0 0 0 0 0 -1

The determinant of such a matrix is equal to ± 1; the matrix is said to be
proper orthogonal if the determinant is equal to +1.

45. Application to the decomposition of a real rotation

The preceding results reveal interesting properties of the group of rotations
and reversals in real Euclidean space. In such a space referred to an orthogonal
frame of reference the operations are represented by real orthogonal matrices.
Let us call a rotation simple if, by a suitable choice of orthogonal co-ordinates,
the rotation leaves invariant all the co-ordinates except two, Xi and xi' which
transform according to the formulae

X~ = Xi cos ex - Xi sin ex,

xj = Xi sin ex + xi cos ex ;

ex is the angle of the simple rotation and the biplane formed by ei and ei is the
biplane of the simple rotation. We can then state the following theorem:

THEOREM. Every rotation is the product of a certain number ~ nl2 of simple
rotations whose biplanes are orthogonal to one another,. every reversal
is the product of a certain number ~(n - 1)/2 of simple rotations of the
same nature and of a reflection in a hyperplane containing the biplanes of
all these simple rotations.

46. Hermitian matrices

A square matrix H is said to be a Hermitian matrix if its transpose is equal to
its conjugate complex:

H T = H.

The transform of a Hermitian matrix H by a unitary matrix U is still
Hermitian: this results from the equality

THEOREM. A Hermitian matrix H can always be transformed by a unitary
matrix in such a way as to make it diagonal with real elements.
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Let us first show that any eigenvalue of H is real. The equation

Hx = AX

37

implies, on transposing and taking conjugate complexes of both sides,

xTH = ~XT;

multiplying both sides of the first equation on the left by xT and both sides of
the second on the right by X, we obtain

xTHx = AxTx = ~XTX,

whence ~ = A.
Let us introduce into the vector space in which H operates the unitary

metric according to which the scalar product of two vectors x, y is xTy. There
exists at least one unit vector e b which H reproduces multiplied by a real
factor AI. Any vector x orthogonal to e 1 is transformed therefore into a vector
x 1 orthogonal to e 1 : this results from the fact that

-T 1 -TH ., T
ejx = el X = 1l.1elx.

The subspace of vectors orthogonal to e1, being invariant under H,
contains at least one unit vector e2 which H reproduces multiplied by the
real factor A2. Continuing this reasoning, we arrive at a system of n unit
vectors e1, e2, ••• , en' orthogonal in pairs, which H reproduces multiplied
respectively by ,11' ,12' .. . , An. We can take these as basis vectors; this amounts
to transforming H, by a unitary matrix C, into a diagonal matrix with elements
,11' ,12' ... , An·

47. Comment

The product of two unitary matrices of the same order is a unitary matrix:
the product of two orthogonal matrices is an orthogonal matrix. But the
product of two Hermitian matrices is not in general a Hermitian matrix. The
necessary and sufficient condition for the matrix HH' to be Hermitian is

H'THT = HH' or H'H = HH';

i.e., the two matrices must commute with each other. The set of unitary linear
transformations as well as the set of orthogonal transformations thus forms
a group, but not the set of Hermitian transformations.

On the other hand, the sum of two Hermitian matrices is a Hermitian
matrix; but this property is not possessed by the unitary matrices, nor by the
orthogonal matrices.

V. IRREDUCIBILITY OF p-VECTORS

We shall conclude this chapter with a study of multivectors from the point
of view of their irreducibility with respect to the group of rotations. We shall
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confine ourselves to the case of a real Euclidean space referred to an ortho­
gonal frame of reference, but the reasoning can be applied unchanged to the
case of a complex space.

48. Irreducibility of a p-vector with respect to the group of rotations (n "# 2p)

We denote by (Ji the reflection associated with the basis vector ei • If the
p-vector is reducible, there will exist a tensor f7 of degree r < ncp which
has as its components linear combinations of the components* Xit i 2 i 3 ... i p of
the p-vector. Assume that in one of these components the coefficient of XI23 ... p

is not zero. The rotation (J 1(J2 will give a new component of f7 which can be
obtained from the former by changing the signs of the coefficients of these
Xi

1i 2 ... i p which have only one of the indices 1 and 2: by addition these quan­
tities can be eliminated. By using each of the rotations (J 1(J3' ••• , (J 1(Jp in the
same way it is possible to obtain a component of f7 which contains x 12 ... p and
only such quantities Xit i 2 ... i p as contain none of the indices 1, 2, ... ,p. Finally
by using (J 1(J p + b , (J 1(Jn we can show that there exists a component of ~
which besides x 12 p only contains those Xit i 2 i p where all the indices p + 1,
p + 2, ... , n occur, but none of the indices 1, 2, ,p. This is manifestly impos-
sible unless n = 2p.

If then, n 1= 2p and the tensor f7 contains the component x 12 ... p; then
any permutation of the Xi' followed by the necessary change of sign of one of
the co-ordinates if the permutation is odd, shows that the tensor ~ contains
all the components of the p-vector, which is thus irreducible.

49. Semi-v-vectors in the space E2v

Assume now that n is even, n = 2v, and p = v. The above reasoning shows
that the tensor f7 contains at least one component of the form

X I2 ... v + exx( + 1)(v+ 2 ...(2v)·

A permutation of the indices allows us to deduce from this the existence
of the component

where the + or - sign must be taken according to whether the permutation
(k 1k2 .•• k2v) is even or odd. In particular we will have the component

X(v+ 1)(v+2)... (2v) + (-1)~exXI2 ... v·

If the tensor .r is to be distinct from the v-vector, it is necessary that
ex

2 = (_1)V, that is ex = ± iV
•

Conversely take for example ex = iV
• The quantities

where the permutation (k 1k2 ••• k2v) is even, generate a tensor. In fact the

*From there on we shall use X iJi2 ..• i
p

to denote the components of a p-vector (in place of
the notation Pith ... i

p
which was introduced above in Section 15).
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components of the v-vector supplementary to the given v-vector are
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this supplementary v-vector forms a tensor equivalent to a v-vector and it
follows that the quantities Xktk2 ...kv + mYk t k 2... k v form a tensor; it is only neces­
sary to give m the value iV to obtain the quantities under consideration.

Therefore the v-vector decomposes into two irreducible tensors; they are
not equivalent; if they were, the v-vector would contain an infinity of irre­
ducible tensors of degree 2vCv/2 (Section 34), whereas it only contains two.

In a general co-ordinate system, the two tensors, whose existence we have
just shown, and which we call semi-v-vectors of the first and second types,
have as components

(e = ±1).

This result follows from the expression for the components of the v-vector
supplementary to a given v-vector (Section 17).

so. Comments

The preceding results hold for the group of rotations, or even more simply
the group of proper rotation in a real pseudo-Euclidean space, even though
in this case the proof given needs to be completed. This is a consequence of a
general theorem which will be indicated below (Section 75).

We may inquire whether a p-vector and a q-vector (p i= q) can form
equivalent tensors. This can only be the case if q = n - p, as this is the only
case in which the tensors in question are of the same degree.

Under the group of rotations the p-vector and the (n - p)-vector are
effectively equivalent, since the components of a p-vector and of the corre­
sponding supplementary (n - p)-vector are obviously transformed in the same
manner by a rotation. On the other hand, we have already seen that if n = 2v,
the semi-v-vector of the first type and the semi-v-vector of the second type are
not equivalent.

SI. The behaviour of multivectors under the group of rotations and reversals

Here the semi-v-vectors do not form tensors, since a reflection changes a
semi-v-vector of the first type into a semi-v-vector of the second type.

THEOREM. The p-vectors (p = 1, 2, ... ,n) form irreducible tensors; no pair
of them is equivalent.

The last part of the theorem is easily proved; it is only necessary to
prove that a p-vector and an (n - p)-vector (n i= 2p) are not equivalent to
each other. If they were, it would be possible to make a correspondence be­
tween the components of these two tensors in such a manner that under
any rotation or reversal those of the p-vector and those of the (n - p)-vector
are transformed in the same manner. We know, as far as the group of rotations
is concerned, that this can only be done in one way (Section 32): the component
YGI of the (n - p)-vcctor which must correspond to a given component X"l"~'''''P
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of the p-vector is, apart from a constant factor, the component of the supple­
mentary (n - p)-vector with the same specification, viz. y"P+l

kp
+2 •••

k
n (the

permutation k 1k2 ••• kn is assumed to be even) (Section 17). If we take an
orthogonal co-ordinate system, then under a reflection corresponding to a
basis vector the two components are reproduced one with its sign unchanged,
and the other with its sign altered.



CHAPTER III

SPINORS IN THREE-DIMENSIONAL
SPACE

I. THE CONCEPT OF A SPINOR

52. Definition

Suppose the three-dimensional space E3 is referred to a system of orthogonal
co-ordinates; let (Xl' X2' X3) be an isotropic vector, i.e., have zero length.
We can associate with this vector, the components of which satisfy

xi + x~ + x~ = 0,

two numbers eo, e1 given by

and

X3 = -2eOel·
These equations have two solutions given, for example, by the formulae

e JXl - iX2 d J-Xl- iX2
O = + an ~l = + ·- 2 ~ - 2

It is not possible to give a consistent choice of sign which will hold for all
isotropic vectors in such a manner that the solution varies continuously with
the vector. Thus, suppose there is such a choice; start with a definite isotropic
vector and suppose it to be continuously rotated round OX3 through an
angle ~: Xl - iX2 will be multiplied by e- i«, thus by continuity eo will be
multiplied by e- i«/2. When the angle of rotation is 2n, the isotropic vector
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returns to its original position, but eo is multiplied by e- in = - 1; i.e., its
value is of the opposite sign to that originally selected.

The pair of quantities ~o, e I constitutes a spinor. A spinor is thus a sort
of "directed" or "polarised" isotropic vector; a rotation about an axis through
an angle 2n changes the polarisation of this isotropic vector.

53. A spinor is a Euclidean tensor

Consider a rotation (or reversal) defined by the equations

X'I = exx i + {3x2 + yX3'

where ex, {3, y, ex', p', y', ex", {3", y" are the nine direction cosines of three orthogonal
directions. Consider the spinor (eo, eI) associated with an isotropic vector
(Xl' X2' X3) and one of the spinors (e~, e'I) associated with the transformed
vector; then

e~2 = t[(ex - iex')x I + (f3 - i{3')x2 + (y - iy')X3l

= !(ex - iex' + i{3 + {3')~~ - (y - iy')~oe I + !( - ex + iex' + i{3 + {3')ei·

Since the discriminant of the quadratic form on the right-hand side is

(y - iy')2 - (ex - iex' + i{3 + {3')( - ex + iex' + i{3 + {3')

= (ex - iex')2 + ({3 - i{3')2 + (y - iy')2 = 0,

the right-hand side must be a perfect square. Thus the quantity ~~ is linear
in ~o, ~b and the same is obviously true for e'l. When the sign of e~ is chosen,
the quantity e'l is determined by the expression

e~e'l = -!(ex" + i{3")~~ + y"eoe I + t<ex" - i{3")~i·

The linear substitutions induced in a spinor by rotations and reversals
will be discussed later.

54. Geometric meaning of the ratio ~0/~1

Let us turn our attention to the ratio eo/e 1. This ratio undergoes a homo­
graphic transformation under any rotation or reversal. This result is well­
known, since eO/el can be considered as the parameter of a generator of the
isotropic cone, and all rotations and reversals preserve the cross-ratio of any
four generators of this cone. Conversely if the homographic transformation
is known the rotation can be found. Suppose M is any point in space, then
there are two isotropic directions orthogonal to OM; these two directions
will transform into two isotropic directions which will be orthogonal to OM I,
this latter direction can thus be found and hence the point MI. These ideas
are the basis of the Euler-Olinde-Rodrigues parameters which will be dis­
cussed below.



55. THE MATRIX ASSOCIATED WITH A VECTOR

II. MATRICES ASSOCIATED WITH VECTORS

SSe The matrix associated with a vector
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(1)

Let us return to spinors. The equations for the isotropic direction of the
vector associated with a spinor ecan be written as

~OX3 + ~l(Xl - iX2) = O,}
eO(XI + lX2) - ~lX3 = o.

This suggests that the matrix

formed from the coefficients of the left-hand sides of these equations may be
of importance. If we regard Xb X2' X3 as the components of a vector x we say
that the matrix X is associated with this vector and we shall often refer to the
"vector X" instead of the "vector which is associated with the matrix X".

The matrices X have several remarkable properties:

THEOREM 1. The determinant of the matrix associated with a vector equals
minus the scalar square of the vector.

THEOREM 2. The square of the matrix X associated with a vector equals the
unit matrix multiplied by the scalar square of the vector.

Proof:

(
X~ + (Xl - iX2)(Xl + iX2)

XX =
(Xl + iX2)X3 - X3(X1 + iX2)

= (Xi + Xo~ + x~ 0 )

xi + x~ + x~ .

X3(XI - ix 2) - (Xl - iX2)X3 )

(Xl + iX2){Xl - iX2) + x~

THEOREM 3. The scalar product of two vectors x, y equals half the sum of the
products XY and YX of the associated matrices.

Proof: If A and J,I, are two parameters,

(AX + J,l,y)2 = A2X 2 + J,l, 2y 2 + AJ,I,(XY + YX)

(AX + J,l,y)2 = A2X2 + J,l,2 y 2 + 2AJ,I,X· y.

The theorem follows immediately from these two results.
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In particular if we consider the matrices associated with the basis vectors

_(0 -i)H2 - ,

i 0

the squares of these matrices equal 1, and the product of any two of them will
change sign if the order of the factors is, reversed:

Hi = H~ = H~, H 1H 2 = -H 2H 1, H 2H 3 = -H 3H 2 , H 3H 1 = -HH3 •

56. The matrix associated with a bivector and the matrix associated with a trivector

The bivector given by two vectors x, y is represented analytically by its
components

The matrix

(
i(XIY2 - X2Yl) i(X2Y3 - X.3Y2) + (X3Yl - XIY3)1Jxy )2' - YX =

i(x2Y3 - X3Y2) - (X3Yl - X1Y3) -1(X 1Y2 - X2Yl)

can be associated with it.
Note that this matrix is i times the matrix associated with the vector product

of the two given vectors.
If the two vectors are orthogonal, the matrix associated with the bivector

is
xy = -yx.

In a similar manner the trivector defined by three vectors x, y, z is asso­
ciated with the matrix

i-(XYZ + YZX + ZXY - YXZ - ZYX - XZY).

If the three vectors are orthogonal, this matrix reduces to XYZ. If we
write u for the vector product x 1\ y, then in this case

XYZ = iUZ.

Now the product UZ of two matrices associated with two vectors lying
in the same direction equals the scalar product of these vectors, and here this
equals the volume v of the trivector. The matrix associated with a trivector of
algebraic volume v is thus iv. In particular

H 1H 2 H 3 = i,

as can be verified by a simple calculation.

57. Relation to the theory of quaternions

There is no linear relation with complex coefficients, not all zero, of the form

ao + alH l + a2 H2 + a3 H3 = o.



59. REPRESENTATION OF A ROTATION 45

This is easily verified; the left-hand side is the matrix

(
ao + ~3 at - ia2)

al + la2 ao - a3

It follows that any second ordet: matrix with complex elements can be
expressed in one and only one way as the sum of a scalar and a vector. This
gives an algebra which is the same as the quaternion algebra. If we write

11 = -iH h 12 = -iH2, 13 = -iH3,

then the laws of multiplication become

Ii = I~ = I~ = -1; 1213 = - 1312 = I h 1311 = - 1113 = 12, 1112 = - 12 11 = 13 .

In the real domain, the matrices 1, i, H b H 2, H 3, iH 1, iH2, iH 3 (which are
linearly independent in this domain), form an algebra of order 8 over the
field of real numbers. Any element of the algebra is uniquely the sum of a
real scalar, a real vector, a real bivector and a real trivector.

III. REPRESENTATIONS OF REFLECTIONS AND ROTATIONS

58. Representation of a reflection

Let a be a given unit vector. The vector x', the reflection of a vector x in the
plane TC which passes through the origin and has a as normal, is given (Section
9) by

x' = x - 2a(x· a),

or, in terms of matrices (using the result A2 = 1),

X' = X - A(XA - AX) = -AXA. (2)

It follows that the reflection of a bivector defined by a pair of perpendi­
cular vectors X, Y is given by

X'Y' = AXYA,

or, in terms of the matrix V associated with the bivector,

V' = AVA. (3)

Finally, under the same reflection the matrix associated with a trivector
is given by a similar formula except for a change of sign.

59. Representation of a rotation

Any rotation can be expressed as the product of a pair of reflections A, B
(Section 10); the effect of these, in the case of a vector X and a bivector V, is

X' = BAXAB, V' = BAVAB.
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Putting S = BA these become

X' = SXS- 1
, U' = SUS-I. (4)

The formulae of Euler-Olinde-Rodrigues can be deduced from (3). Let L be
the unit vector along the axis of rotation, and f} the angle of rotation. The two
unit-vectors A and B have scalar product cos (f}12) and their vector product
!(AB - BA) equals iL sin (f}12). From this it follows that

f} . f} f}. f}
BA = cos 2- iL sin 2' AB = cos 2+ iL sIn 2'

hence

X' = (cos~ - iL sin~) X(cos ~ + iL sin~). (5)

Denoting the direction cosines of L by L h L2, L 3 the Euler-Olinde-Rodrigues
parameters are the four numbers

I
. f}

J.1= 2 sln 2,

The sum of their squares is unity.

60. Operation on spinors

Returning to spinors, let ~ denote the matrix with two rows and one column
with elements ~o and ~ l' It follows from equation (1) that if the isotropic
vector x associated with the spinor ~ is also associated with the matrix X,
then X~ = O.

We make the convention that the effect of a reflection in a plane 1C, normal
to the unit vector a, is given by the operation

~' = A~. (6)

We must show that this convention is consistent with our previous results.
If X' is the matrix ~ssociated with x', the reflection of x in the plane 1C,

then
X'~' = -(AXA)A~ = -AX~ = 0,

i.e., the spinor associated with x' is of the form m~'.

In the special case where a is the basis vector e3 :

formula (6) gives

the spinor ~' is in fact one of the spinors associated with X', the reflection of
X. To see that this is true in the general case, we note that when the operation
e-+ mAe is repeated twice we must return to a spinor associated with the
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original isotropic vector, i.e., ~ or - ~; as a consequence m2 = ± 1, but m

varies continuously with A and must thus be constant. Thus the convention is
consistent.

Note that any reflection when applied to a spinor can lead to either of
two spinors given by ~' = A~ and ~' = - A~; the actual transformation
depends on the choice of unit vector normal to the plane of reflection.

A rotation, which is the product of two reflections, is similarly two­
valued. The effect of the rotation resulting from the reflection A followed by
reflection B is given by

~' = BA~. (7)

Geometrically this rotation is the same as - BA which gives the operation

~' = -BA~.

IV. THE PRODUCT OF TWO SPINORS AND ITS
DECOMPOSITION INTO IRREDUCIBLE PARTS

The three monomials ~5, ~o~ l' and ~i a priori form a tensor which is equiva­
lent to a vector; they are in fact linearly independent combinations of the
components of an isotropic vector, but an isotropic vector, considered as a
tensor, is equivalent to a general vector.

61. The matrix

Consider now the fourth order tensor ~(l~P formed as a "product" of two
spinors ; and ;'. We introduce here the matrix

( 0 1)
C=

-1 0'
(8)

which has the following remarkable property, that if X is any vector whatever,

(9)

Also

CT = -C, CCT = 1, (10)

The result (9) is easily verified from the general expression for X (Section 55):
thus

( 0 1)( X3CX=
-1 0 Xl + iX2
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62. The trivector and the vector associated with a pair of spinors

Consider two spinors ; and ;', and the quantity ~'TC~. Under the reflection A,
this quantity becomes, using equations (6) and (9),

i.e., it is unchanged except for its sign. It is thus a tensor which is equivalent to
a trivector; it is invariant under rotations, and changes sign under a reversal.
Its explicit value is

It is clear a priori that such a quantity when transformed by a linear substi­
tution has its value multiplied by the determinant of the substitution; thus
the determinant of A is indeed -1.

Let us now consider, at the same time as the two spinors, an arbitrary
vector X, and study the effect of the reflection A on the quantity

U sing Equations (2), (6), and (9), it is seen to transform into

i.e., it is invariant under all rotations and reversals. Now this expression is a
bilinear form in the components Xl' X2' X3 of the vector X, and the products
;~p, It follows (Section 27) that the coefficients of X l' X2 and X3 form a tensor;
this tensor must be equivalent to a vector; since the sum XIYl + X2Y2 + X3Y3

where Yb Y2' Y3 are the components of a vector, is also invariant under all
rotations and reversals, the tensor in question is equivalent to a tensor Y2'

The components of the vector thus defined can be expressed as symmetric
functions of the components of ~ and of ~'; since ~TCX~' is a scalar we have

The actual values of these components are

When ~' = ~ this reduces to the isotropic vector from which the spinor ~ was
formed; note that when ~' i= ~ the scalar square of this vector is equal to
(~~~1 - ~'1 ~O)2.

Thus the tensor ~cx~p(ex, f3 = 0, 1) of degree 4 has been decomposed into a
vector and a trivector, the volume of the trivector being equal to the length of the
vector.
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v. CASE OF REAL EUCLIDEAN SPACE
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All the above results apply in the domain of complex rotations and reversals.
We now confine the discussion to real Euclidean space and consider only real
rotations and reversals.

63. Complex conjugate vectors

The matrices X and Y associated with two complex conjugate vectors are

obviously

Y = XT or Y = X T
•

In particular if x is real, X = XT which proves the following theorem.

(11)

THEOREM. A real vector is associated with a Hermitian matrix.

The matrix U associated with a bivector, being the product of i with the
matrix associated with a real vector, is not Hermitian; in fact

D = - U T
•

Any rotation is represented by a matrix S = BA, the product of the matrices
associated with two real unit vectors; it follows that

§T = ATBT = AB;= (BA)-l = S-l,

which proves the following theorem.

THEOREM. Any rotation is represented by a unitary matrix of unit determinant;
any reversal is represented by a unitary matrix of determinant -1.

64. Conjugate spinors

If X is an isotropic vector and ~ is one of the spinors associated with X, then
Xe = O. Thus

cx~ = 0,

and using (9) and (11)

o = CX~ = -XTC~ = - YC~,

where Y is the complex conjugate vector to X. It follows that each of the
spinors associated with Y is of the form mC~, where the coefficient m can easily
be shown to equal ±i.
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For definiteness we define the spinor conjugate to ~ as iC~. The operation
of conjugation is not an involution, since on repeating it the result is -~.

It is important to note that the spinor iC~ is actually a different sort of
quantity from ~; under the reflection A the matrix iC~ becomes icA~ =
iCAT~ = - iA(C~): i.e., it becomes multiplied on the left by - A not by A.
The conjugate of a spinor will be called a "spinor of the second type".

65. The scalar and bivector associated with two conjugate spinors

If in the product of two spinors ~ and ~', ~' is replaced by the conjugate of
~, i.e., by C~, the tensor thus obtained can be decomposed into two irreducible
parts. One is given by the quantity

this is a scalar which is invariant under all rotations and reversals; we have
already shown (Section 63) that any rotation or reversal is represented by a
unitary matrix. The other irreducible part is given by the quantity

(~TCT)CX~ = ~TX~ = (Xl + iX2)~O~1 + (Xl - iX2)~I~O + X3(~O~O - ~l~l).

The coefficients of Xb X2 and X3 form a bivector. Under a real reflection A
the quantity ~TX~ becomes

-(~TAT)(AXA)A~ = _~TX~:

it is unchanged under rotations, but changes sign under reversals; it is thus
equivalent to a trivector. But if Y23' Y3 h Yl2 are the components of a bivector,
then the quantity XIY23 + X 2Y3, + X3Yl2 is a trivector. Thus using Theorem II
of Section 27, the three quantities

are the components of a bivector. That they are not components of a vector
follows immediately from the result that under a reflection in the origin they
are unchanged, since ~o and ~ I both become multiplied by i.

VI. CASE OF PSEUDO-EUCLIDEAN SPACE

66. Real Rotations

A pseudo-Euclidean space can be obtained by replacing X2 by iX2 in all
expressions, and taking the new co-ordinates Xh X2' X3 as real. The matrix
associated with a vector is now real:



66. REAL ROTATIONS 51

An isotropic vector (light-vector) with positive time-like component (X2 > 0)
is associated with two spinors with real components:

Xl = ~6 - ~i, X 2 = ~6 + ~i, X3 = -2~O~I'

The conjugate of a spinor ~ is ~; this is of the same type as ~.

The expression ~TC~ defines a trivector ~O~ I - ~ I ~o. The expression
~TCX~ defines a real vector

YI = ~o~o - ~l~l' Y2 = ~o~o + ~l~h Y3 = -(~O~l + ~1~O);

it is a time-like vector of length i(~O~1 - ~ I~O); it is isotropic if the spinor ~ is
real.

Finally, proper rotations are represented by real matrices with unit
determinant, and proper reversals by real matrices with determinant -1.



CHAPTER IV

LINEAR REPRESENTATIONS OF
THE GROUP OF ROTATIONS

IN E3

I. LINEAR REPRESENTATIONS GENERATED BY SPINORS

A simple construction will be described, by means of which an unlimited
series of irreducible linear representations of either the group of rotations, or
the group of rotations and reversals, in real or complex three-dimensional
Euclidean space, can be generated. It will also be proved that, at least in real
space, all such representations can be so constructed, i.e., any other represen­
tation of these groups is completely reducible. It follows from a theorem,
stated below, that any linear representation whatsoever of the real groups
provides a representation of the corresponding complex group, and that these
two representations are either both reducible, or both irreducible.

67. The representation ~ p/2 and its generating polynomial

We start from the spinor (~o, ~1)' The set of homogeneous polynomials of
degree p in ~o and ~ 1 constitutes a tensor and thus forms a linear representation
of the rotation group. This tensor can be represented symbolically by the
generating polynomial (a~o + b~ 1)1', where a and b are two arbitrary para­
meters, i.e., the coefficients of the different monomials in a and b in the expan­
sion of this polynomial are the components of the tensor. We denote the
tensor, or the corresponding linear representation, by ~P/2'

THEOREM. The representation ~p/2 is irreducible.

It is only necessary to prove this for the group of complex rotations. A
rotation through a real angle (} about the X3 axis is given by the operation

~o = eoei(6/2), ~'1 = ~ l e- i(6/2).
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Under this operation ~~~1 is multiplied by ei (ex-P)(6/2). Unless f) has a special
value, the multipliers corresponding to different components ~~~~ of the
tensor will be distinct. Assume that the representation qfip/2 is not irreducible.
Then there must be a tensor ff formed from q < p + 1 polynomials of degree p
in ~o and ~ 1; let Ao~~ + A1~~-1~ 1 + ... + Ap~P be one of these polynomials.
The rotation described above transforms this into

Aoei(p/2)6~g + A1ei[(PI2)-l]6~~-1~1 + ... + Ap

On repeating this operation p times, p + 1 linearly independent combinations
of

Ao~~, A1~~-1~h A2~~-2~i,···, Ap~f

are obtained. From this it follows that there is at least one monomial ~t~~

(h + k = p) contained in the tensor ff, and thus that all polynomials
((X~o + f3~ 1)h(y~o + <5~ 1)k with a<5 - f3y = 1 also are included in ff. If we take
the four constants a, 13, y and <5 as all non-zero, then the coefficient of ~~ in the
corresponding polynomial is not zero. Thus the tensor ff includes ~~, and
therefore also (a~o + b~ 1)P, i.e., all the monomials ~t~~.

For p = 0, a tensor of degree 1 is obtained, Le., a scalar; for p = 1, a
spinor; and for p = 2, a vector: the quantities ~~, ~o~ l' ~T, in fact, after a
suitable linear substitution, transform as do the components of a vector.

There is another representation of degree p + 1 of the group of rotations
and reversals. This is formed from the same components, but under reversals
they undergo the above substitution followed by a change in the sign of all
the components. This representation will be denoted by ~;;2' and the first
representation will be denoted by ~;2; by an argument given above they are
not equivalent. This holds for ~t which gives a spinor of the second type, ~1
a bivector, and ~o a trivector (Le., ~O~'1 - ~ 1~~)' The generating polynomial of
~;;2 can be taken as

68. Reduction of ~ i X ~ j

Let U1, U2' ... , U2i+ 1 be the variables of the linear representation ~i' Let
vl' v2, ••• , v2j + 1 be the variables of the other linear representation qfij' The
products U ex Vp will lead to a new linear representation of degree (2i + 1)
(2j + 1) which we will denote by ~i X ~j' In general th~s representation is not
irreducible; its reduction into irreducible representations will now be given.

First, note that if ~ and ~' denote two arbitrary spinors, the generating
polynomials

p = (a~o + b~ 1)P(a~~ + b~'1)q,

Q = (a~o + b~ 1)P(a~O + b~ l)q = (a~o + b~ l)P+Q

define two equivalent representations. This follows from the fact that under
any rotation or reversal the coefficients of the different monomials a(1.bP in the
two polynomials transform into each other in the same manner, since e~ and
~'I transform iu the same way as eo and c; I'
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We take for the components of ~p/2 x ~q/2 polynomials in ~o, ~h ~~, ~'l

which are of degree p in ~o, ~ 1 and of degree q in ~~, ~'l. Consider the polyno­
mials

<Po == (a~o + b~ l)P(a~~ + b~'l)q

<Pl == (~o~~ - ~l~~)(a~o + b~l)P-l(a~~ + b~'l)q-l

<P2 == (~O~'l - ~1~~)2(a~o + b~1)P-2(a~o + b~'dq-2

<Pq == (~O~'l - ~l~~)q(a~o + b~l)P-q

where we take p ~ q. Each one of these defines an irreducible linear repre­
sentation, viz.,

~(~-q)/2 ;

the last one has index + or index - depending upon whether q is even or
odd.

The components of each of these representations are components of the
given representation; the total number of components is

(p + q + 1) + (p + q - 1) + (p + q - 3) + ... + (p - q + 1)

= (q + 1) (p + q + 1) - q(q + 1) = (q + 1) (p + 1);

which is just the degree of the given representation. These components are
linearly independent, otherwise the reducible tensor ~p/2 x ~q/2 would have
all the components of at least one of its q irreducible tensors zero (Section 34),
and this is not so. We have thus proved the following theorem.

THEOREM. The product of two irreducible linear representations ~~2' ~~2 is
completely reducible and can be decomposed into the irreducible representa­
tions

69. Special cases; Harmonic polynomials

The case of those representations ~i where the index i is an integer (p = 2i)
can be discussed separately. For i = 1, the generating polynomial

(a~o + b~1)2 = a2~6 + 2ab~o~1 + b2~i

can be replaced by another expression linear in the three components Xl' X2' X3

of a vector; thus

where the symbol "" means that the three terms on the right-hand sides
transform in the same manner as those on the left-hand sides. It follows that
the generating polynomial for ~ 1 is

(b2 - a2)x l + i(b2 + a2)x2 + 2abX3o
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The generating polynomial for P)p can thus be taken to be

Fp == [(b2 - a2)xl + i(b2 + a2)x2 + 2abx3]P.

The corresponding tensor has as its components 2p + 1 homogeneous
polynomial~ of degree p in Xb X2' X3; these are the harmonic polynomials. A
calculation shows that

a2F a2F a2F
-+-+-=0.
axi ax~ ax~

The product ~t x ~t, i.e., the product of two vectors, reduces to the
three irreducible representations P)i, ~1 and P);. The first corresponds to
the tensor

which is equivalent to the tensor

xi - x~, X~ - x~,

formed by the harmonic polynomials of degree two. The second corresponds
to the bivector

and the third corresponds to the scalar

70. Applications

Consider a vector field Vb V2, V3; i.e., with each point (Xl' X2' X3) of space
is associated a vector with components Vl' V2' V3 which are given functions
of (Xl' X2, X3). Under a rotation or reversal the quantities aVJaxj behave like
the product of two vectors each drawn from the origin, viz.,

We seek all linear functions of the avi/aXj with constant coefficients which
are unchanged by rotations or reversals. It is merely necessary to write the
aVJaxj as a product of two (symbolic) vectors, as above, then to reduce this
product, and finally to equate to zero each of the components in one or more
of the irreducible tensors. If we consider just one of the resulting tensors, then
we obtain one of the following sets:

(a)
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(c) OV 1 +0V2 +0V3 =O.
OXt OX2 OX3

Case (c) gives a vector field of zero divergence;
(b) gives an irrotational vector field (i.e., zero curl);
(a) gives the velocity field for a rigid body displacement.

If the group of rotations only is considered, then since ~ t and P) 1
transform in the same way, the system of equations

oV3 oV 1 V
---=m 2'
OX1 OX3

where m is a constant, remains invariant; under a rotation followed by a
reflection, each equation transforms into a similar one, with m replaced by
- m. This system of equations implies that the divergence of the vector field
is zero.

71. Dirac's equations

In the same way we can consider the tensor (O~O/OXi' o~1/0Xi) which is trans­
formed under a rotation or a reversal as a product of a vector %x and a
spinor ~. That is, as ~t x ~t = ~f+ + ~t. The generating polynomial
of ~ t x ~t+ is (a~~ + b~'1)2(a'~o + b'~ 1), that of P)t+ is

(a~~ + b~'1)2(a~o + b~ 1)

--- [(b 2
- a2

) -1- + i(b2 + a2
) -1- + 2ab -!-J (a~o + b~ 1)

uXI uX2 uX3

_a3(O~O _ iO~O) + a2b(20~O _ O~1 + iO~1)
oX I OX2 OX3 oX l OX2

+ ab2(20~1 + o~o + iO~O) + b3(O~1 + ia~1):
OX3 OXI OX2 OXI OX2

and that of P)t is

(~~~1 - ~'I~O)(a~~ + b~'1) = a(-~~~'1~O + ~~2~1) + b(-~'12~O + ~~~'1~1)

~a(_O~O _ O~1 +iO~1)
OX3 oX1 OX2

+b(- o~o _ i o~o + O~l).
OXI OX2 OX3

The equations obtained by equating the components of the tensor ~t to
zero, viz.,

O~O+ o~l_io~1 =0
OX3 OXI OX2 '

o~o + iO~o _ O~l = 0
OXl OX2 OX3 '
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belong to the type of Dirac equations; they are the most simple examples
of this type.

The equations

aeo + ael _ iael = meo
OX3 OXt OX2

aeo + iaeo _ ael = mel
OXt OX2 OX3

are unchanged by a rotation, since spinors of the first and second types ~;
and ~t transform in the same way under rotations; under a reflection these
equations transform into similar equations with the sign of the constant m
altered.

Note that the Dirac equations can also be written symbolically as
(%x)~ = 0 where %x is the matrix associated with the vector o/OXt, O/OX2'
O/OX3· On multiplying on the left by %x, and noting that the square of %x
is v2 = 02/oxI + 02/0X~ + a2/ox~, the equations V2~o = 0, V2~t = 0 are
obtained.

The equations given by equating the components of ~f to zero, viz.,

aeo_iaeo=O ael+iael=O
oX t OX2 ' OXt oX2 '

20~t + o~o + iO~o = 0
OX3 OXt OX2

give

where a, b, h, and k are four arbitrary constants.

II. INFINITESIMAL ROTATIONS AND THE DETERMINATION OF
EUCLIDEAN TENSORS

72. Infinitesimal rotations in the space E3

We now undertake the search for all linear representations of the rotation
group. We have already considered (Section 19) infinitesimal rotations, which,
when applied to vectors, define a velocity field for the motion of a rigid body
with one point fixed. The most general infinitesimal rotation when applied
to a vector x l' X2' X3 is represented by a third order matrix which is a linear
combination (with real or complex coefficients) of three basis matrices,
e.g., those which represent rotations with unit angular velocity about the three
co-ordinate axes; these matrices are

(~ ~ - ~), (~~~) , (~ - ~ ~).
o 1 0 -1 0 0 0 0 0
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When applied to spinors, rotations are represented by analogous matrices. A
rotation eabout e3 is represented, as shown above (Section 59) by the matrix

e 'H . e i eHcos 2 - l 3 SIn 2 = 1 - 2 3 + ....

A rotation of unit angular velocity is thus represented by -!iH3 . The required
matrices are thus

73. Definition of the representation to be determined

Consider now any linear representation whatsoever of the rotation group,
not necessarily one-valued. It is important to define exactly what is meant
by this.

Take the set of rotations in a sufficiently small neighbourhood of the
identity rotation, e.g., all rotations through angles less than some fixed angle
rJ. ~ n. To each such rotation f!/t in this neighbourhood we assign one, and only
one, matrix S of the given order which satisfies the following conditions:

(i) The elements of S are continuous functions of the parameters which
define f!/t.

(ii) If f!/t, f!/t' and f!/tf!/t' belong to the given neighbourhood, the product
SS' of the matrices which correspond to f!/t and fA' is equal to the
matrix which corresponds to f!/tf!/t'.

Since a rotation through any angle can be obtained as the product of a
finite number of rotations in the given neighbourhood, it can be made to
correspond to the product matrix of the matrices corresponding to these
separate rotations. This correspondence gives what is known as a representa­
tion of the rotation group. The matrices which operate as spinors and which
we have put into correspondence with rotations satisfy the above conditions,
the angle rJ. being equal to n.

If the representation is not one-valued, then, even though S varies con­
tinuously as its corresponding rotation is varied continuously, when the
rotation returns to its original value, the matrix S does not return to its
original value.

74. A fundamental theorem

The linear substitutions associated with a linear representation form a linear
group in which the elements of the representation matrices are continuous
functions of the parameters which define the rotation. We can prove the
following fundamental theorem·:

* This theorem was given by J. von Neumann; it is a special case of a more general theorem
due to E. Cartan r'La theorie des groupes finis et continus et I'Analysis situs", Mem. Se. Math.,
XLII, 1930, 26, p. 22.)
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THEOREM. Any continuous linear group can be generated from its infinitesimal
elements.

In the particular case we are dealing with, this means that if the rotation f!/t
is made round the ei axis with angle of rotation Bi < ct, the corresponding
matrix S has the property that as Bi tends to zero, S - l/Bi tends to a definite
matrix Ri which represents a rotation of unit angular velocity round ei •

In general the infinitesimal rotation with unit angular velocity about an axis
with direction cosines ct, {1, Y is represented by the matrix

ctR 1 + {1R2 + yR 3 •

Finally if we imagine a continuous series of rotations depending on a
parameter t and if the components Ui of a vector in the space of the linear
representations are transformed by this series of rotations, then these com­
ponents will satisfy a system of linear differential equations of the form

du
- = Pl(t)R1u + P2(t)R2u + P3(t)R 3u.
dt

It follows from this that if the matrices R1, R2, R 3 are known, the matrix S
can be found by integrating a set of linear differential equations

du
- = ctR1u + {1R 2u + yR 3u
dt

where ct, {1, and yare three direction cosines, which form the parameters of the
rotation. The expressions which give the vector u in the representation space
in terms of t and of its initial value Uo, for sufficiently small values of t, form a
set of linear substitutions having as elements analytic functions of ctt, f3t, yt:
these substitutions correspond to the rotation through angle t about the axis
(ct, (1, y). The representation can be completed as described above.

75. Representations of the group of real rotations and analytic representations of the group
of complex rotations

For real rotations in real Euclidean space the parameters ctt, f3t, yt are real.
In a real pseudo-Euclidean space, we must take a linear combination with real
coefficients of three matrices which correspond to real infinitesimal linearly
independent rotations. Finally for complex rotations, ctt, {1t, yt can be taken as
any three complex parameters. From this we deduce the following theorem.

THEOREM. All linear representations of the group of real rotations give a linear
representation of the group of complex rotations.

We merely substitute in the expressions for the elements of the repre­
sentation matrices, which are analytic functions of the real parameters of
the real rotations, the values of the complex parameters. We say that the
second representation (that of the complex rotation group) has been deduced
from the first (that of the real rotation group) by passing from real to complex.
The representations of the complex rotation group obtained in this way are
said to be analytic; we shall show later (Sections 82-84) that there exist non­
analytic representations.
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The irreducible nature of linear representations is unaltered by passing
from real to complex; if an analytic representation of the complex group
is reducible, then since the real group is a sub-group, its representation will
a fortiori also be red ucible.

There is thus a one to one correspondence between:

(i) The analytic irreducible representations of the complex rotation
group.

(ii) The irreducible representations of the real rotation group in real
Euclidean space.

(iii) The irreducible representations of the group of real proper rotations
in real pseudo-Euclidean space.

In the latter case the restriction to proper rotations is required; the set
of all rotations does not form a continuous group.

76. Structure equations

There exist certain relations connecting the matrices R 1, R2, R 3 which repre­
sent infinitesimal rotations in any linear representation whatsoever.

First consider two families of rotations each depending analytically on a
single parameter and which give the identity rotation when this parameter is
zero. Let s(u) and s(v) be the matrices which describe how these rotations act
on vectors. To simplify the discussion, suppose that the first rotation is through
an angle u about the axis (C(, {3, y) and the other is through an angle v about
the axis (ex', p', y'). We form the rotation corresponding to the matrix

s = s(u)s(v)s( - u)s( - v);

this matrix can be expanded in powers of u and v; it reduces to 1 for u = v = 0;
it also reduces to 1 if either u or v is zero; thus all terms after the first have uv
as a factor; the principal part of s - 1 is thus of the form uvp where the
matrix P represents an infinitesimal rotation. To calculate P we form the
product s(u)s(v)s( - u)s( - v) where the expansion of each term is limited to the
term of the first degree, i.e.,

s(U) = 1 + up,

It follows that

s( - v) = 1 - VP2.

s = 1 + UV(PIP2 - P2PI) + ...

This gives the following theorem:

THEOREM. If the matrices Pi and P2 represent the operation of infinitesimal
rotations on vectors, then the matrix P IP2 - P2P I also represents an
infinitesimal rotation.

The important point to note is that if we consider any representation
whatsoever of the rotation group, then if R 1 and R 2 correspond to PI and P2'
by the same argument by which the matrix PIP2 - P2PI was obtained it
follows that the matrix R 1R2 - R2 R 1 corresponds to the rotation P1P2 - P2Pl
in the representation.
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In particular if R1, R2, R3 are those matrices which represent the basic
infinitesimal rotations in a linear representation, then the three matrices
R2 R3 - R3 R2, R3 R1 - R1R3, R1R2 - R2 R1 are linear combinations of R1,

R2 and R3, and the coefficients in these linear combinations are the same for
all linear representations of the rotation group.

Take, for instance, the spinor group, where

we then have

R1R2 - R2R1 = -l(H 1H 2 - H2H 1) = tH 1H 2 = -iiH3 = R3

and two similar results; this gives the

THEOREM. In any linear representation whatsoever of the group of rotations,
the matrices Rl' R2, R3 which represent rotations of unit angular velocity
about the co-ordinate axes, satisfy the structural equations

These equations can easily be verified for the matrices which operate on
vectors:

(

0 0

R 1 = 0 0

o 1
(

00 1)
R2 = 0 0 0 ,

-1 0 0

-1 0)
o 0 .

o 0

This theorem has a converse, which forms a special case of the second
fundamental theorem of group theory, but it is not needed here.

77. Irreducible representations of the rotation group

We now derive the linear representations of the rotation group. We shall
substitute for the unknown matrices"R 1, R 2, R 3 three more convenient linear
combinations:

A = R1 - iR 2, }

B = ~Rl + iR 2),

C = zR 3 •

The new structure equations are

(1)

AB - BA = C, AC - CA = A, BC - CB = -B. (2)

We now seek all irreducible representations. Let A be an eigenvalue of the
matrix C; in the representation space there exists a vector u such that Cu = AU;
we shall say that it belongs to the eigenvalue A.. The equations (2) give

CAu = (A. - I)Au, CBu = (A + I)Bu,

i.e., if the vector Au is not zero the matrix C has eigenvalue A. - 1, and if
Bu is not zero the matrix C has eigenvalue A.. + 1.
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Choose the eigenvalue A of C so that A + 1 is not an eigenvalue; then
Bu must be zero. From the equations

Cu = AU,

it follows, on using (2), that

CAu = (A - I)Au,

Bu = °
BAu = -AU.

Then, by applying the same equations to Au, A2U etc.,

CA2u = (A - 2)A2u, BA2u = (1 - 2A)Au,

CA 3u = (A - 3)A 3u, BA 3u = (3 - 3A)A2u,

Since the number of linearly independent vectors in the space is limited,
there is an integer p such that AP+ lU is a linear combination of u, Au, ... , APu.
Take the smallest value of p for which this holds and let

AP+ lU = CloU + CllAu + Cl2A2U + ... + ClpAPu.

On multiplying on the left by B a similar relation is obtained, viz.,

(P + 1)(~ - A. )APU= -~lA.U + ~2(l - 2A.)Au + ... + ~pP(p ; 1- A. )AP- lU;

this is impossible unless all the coefficients are zero, i.e.,

p = 2A-,

BA2u = (1 - p)Au, . .. ,

There remains AP+ lU = CloU, but multiplication by C shows that (A - p - 1)
X AP+ lU = CloAU, i.e., (p + l)cxo = 0, Clo = 0; this shows that

p
AP+ lU = 0, A = 2'

It follows from this that the independent vectors u, Au, ... ,APu are
linearly transformed amongst themselves under infinitesimal rotations and
hence also under finite rotations. The representation is irreducible and there­
fore of degree p + 1; it is uniquely determined by the integer p, since

Cu = ~u, CAu = ( ~ - 1)AU, CA2U= (~ - 2)A2u, •.• ,

CAPu = -~APU;

Bu = 0, BAu = _Bu
2 '

BAPu = -~AP- lU.

We thus have the following theorem:



78. REDUCIBLE REPRESENTATIONS 63

THEOREM. There exists at most one irreducible linear representation of given
degree.

Since we have just shown the existence of an irreducible representation
for all given degrees, it follows that there is none other than those we have
indicated. In the case where p = 0, the representation is of degree 1 with each
of the matrices A, B, and C zero; in this representation u' = u.

78. Reducible representations

Take any linear representation. If it is not irreducible, there are vectors inde­
pendent of u, Au, A2 U, ••• ,APu which have already been considered, and for
which we can always assume that p/2 is the largest eigenvalue of the matrix C.
Suppose there is at least one vector v independent of u and belonging to this
same eigenvalue p/2. By applying the same procedure to v as was applied to
u, we deduce the existence of p + 1 vectors v, Av, ... , APv which transform
amongst themselves in an irreducible manner. This can be repeated for each
new eigenvector which belongs to the eigenvalue p/2; thus suppose there are
h sets of p + 1 vectors each of which transforms under an irreducible repre­
sentation. The h(p + 1) vectors are linearly independent. In effect they trans­
form as the vectors of a linear representation which decomposes into h
equivalent irreducible parts; and it is known (Section 34) that all linear rela­
tions between the h(p + 1) vectors considered, can only be obtained by equat­
ing to zero all vectors of one of these parts, or the p vectors of the set

ClIU+Cl2V+···+ClhW

Cl I Au + Cl2 Av + ... + ClhAw

but, by hypothesis, there is no linear relation between the vectors u, v, ... , w
which belong to the eigenvalue p/2. It follows that the h(p + 1) vectors in these
h sets must be linearly independent. Let the space they determine be denoted
by E 1•

Suppose now that the degree of the representation is greater than h(p + 1)
and that there exist eigenvalues of C corresponding to eigenvectors not
situated in the space E 1• Let q/2 < p/2 be the greatest of these eigenvalues.
Suppose that s is a vector such that Cs = (q/2)s; the vector Bs which belongs
to the eigenvalue (q/2) + 1 must necessarily belong to E1, and it must therefore
be possible to obtain it by operating with B on some vector in E 1, say t, which
belongs to the eigenvalue q/2. Replacing s by s - t, which is not in E1, we see
that B(s - t) = 0. With a change of notation, we can define a vector s, not in
E 1, which satisfies

q
Cs = 2s, Bs = 0.

The previous arguments can now be repeated to produce a set of q + 1
vectors s, As, ... , Aqs which transform amongst themselves in an irreducible
manner.

This process can be repeated as far as possible and gives eventually a
space E' whose transformations under the rotation group form a completely
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reducible group, and which contains all vectors which belong to eigenvalues
ofC.

If the space E' is the same as the space E of the given representation, this
representation will be completely reducible. We shall now prove that this is
the case.

79. Theorem of complete reducibility

We change the notation; take in the space E' a basis formed by U(l), U(2), ••• , u(v)

that belong to the various eigenvalues of C. The eigenvalue Aa to which u(a)

belongs is an integer or a half integer. We recall that - A(a) is also an eigenvalue
to which there will belong as many independent vectors as belong to the
eigenvalue Aa , and that for Aa ~ 1 each vector belonging to the eigenvalue
Aa can be obtained by operating with B on a vector belonging to the eigenvalue
Aa - 1.

Suppose the space E' has its dimension v less than the dimension n of E.
If we take two vectors in E as equivalent if their geometric difference is in E',
we obtain, in the space E = E/E' of dimension n - v, a linear representation
of the rotation group. Let J.l. be an eigenvalue of C in this representation such
that J.l. + 1 is not an eigenvalue. There exists in E a vector v (not in E') such that

Cv = J.l.V + CXiU(i).

Consider the vector

a simple calculation shows that

Cw = JlW + [CXi + f3i(A i - J.l.)]u(i),

which shows that:

(i) J.l. is an eigenvalue of C in its operation in E', otherwise the constants Pi
can be selected so as to make each of the coefficients CXi + f3i(Ai - J.l.) zero, and
the vector W which is not contained in E' is reproduced multiplied by a factor
J.l., which is contrary to the hypothesis that E' contains vectors belonging to all
eigenvalues of C;

(ii) the constants f3i can be chosen to make Cw - J.l.W belong to the
eigenvalue J.l..

Put J.l. = r/2 and

r
Cw ="2w + u

where u belongs to the eigenvalue r/2; then from (ii)

CBw = ( ~ + 1) Bw + Bu.

Thus Bw must be in E', because if it were in Eit would have to belong to
the eigenvalue r/2 + 1 of C. Thus we can write Bw = u(r/2 + 1) + sum of vectors
of E' belonging to eigenvalues other than r/2 + 1.
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Then CBw = (r/2 + 1)u(r/2 + 1) + sum of vectors of E' belonging to
eigenvalues other than r/2 + 1. Therefore the difference CBw - (r/2 + l)Bw
equals a sum of vectors belonging to eigenvalues other than r/2 + 1; but this
difference equals Bu which belongs to the eigenvalue r/2 + 1 i.e., Bu = O.
Finally, since r/2 + 1 ~ 1, there is a vector u' in E' belonging to the eigenvalue
r/2 such that Bw = Bu'. Now put s = w - u', then s satisfies the fundamental
equations

r
Cs = 2s + u, Bs = 0, and also Bu = O. (3)

The vector u generates a set of r + 1 vectors u, Au, ... , Aru which trans­
form in an irreducible manner with Ar+ l U = O. Let us investigate the trans­
formation of the set s, As, ... , Ars, Ar + 1s. Calculations similar to the above,
using the structure equations (2) give

(
r ) 2 (r ) 2 2CAs = 2- 1 As + Au, CA s = 2- 2 A s + A u, ...

h (r ) h hCA s = "2 - hAs + A u, ...

r
BAs = - -s - u

2 '
BA2s = (1 - r)As - 2Au, ...

Let Ah + IS be the first of the vectors s, As, A2s, ... which is linearly dependent
on the preceding vectors and on u, Au, ... , Aru :

Operating on both sides with B gives a similar equation which does not involve
Ah+ IS, and must therefore be an identity. The coefficient of Ahs is
[(h + 1)(h - r)]/2, thus h = r; also, there is a term -(r + l)Aru on the left­
hand side and no term in Aru on the right-hand side. We have reached an
impossible conclusion; it is thus absurd to assume that the space E' is different
from E, which gives the

THEOREM. All linear representations of the rotation group (analytic represen­
tations of the complex rotation group) are completely reducible.

so. The matrix Rf + R~ + R~

In Quantum Mechanics the irreducible representations of the rotation group
play an important role; each one corresponds to an energy level of an atom;
the matrices (h/i)R b (h/i)R 2, (h/i)R 3 represent the three components of angular
momentum; the square of the angular momentum is given by the matrix
-h2(Rt + R~ + R~). We shall show that this matrix is the product of a
positive number and the unit matrix.
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In any representation whatsoever of the rotation group, the matrix
Rf + R~ + R~ commutes with each of the matrices R h R2, R3, e.g.,

R 1(Ri + R~ + R~) - (Ri + R~ + R~)Rl = RIR~ - R~Rl + RIR~ - R~Rl

=(R2R 1 + R 3)R2 - R 2(R 1R2 - R3) + (R3 R 1 - R2)R3 - R 3(R 1R3 + R2 ) = O.

If the representation is irreducible it follows from Section 32* that
Ri + R~ + R~ is a multiple of the unit matrix. Its product with any vector
is therefore merely the same constant multiple of the vector.

On making the same substitution as before (Section 77)

A = R 1 - iR2, B = t(R l + iR2), C = iR3,

it follows that

AB + BA - C2 = Ri + R~ + R~. (4)

For the vector u belonging to the eigenvalue p/2 of C in the irreducible
representation ~ p/2'

p
Cu = 2u, Bu = 0,

PBAu = --u
2

i.e.,

thus

ABu + BAu - C
2
u = -~(1 + ~)u

Ri + R~ + R~ = -~(~ + 1).

THEOREM. In the irreducible representation ~j' the matrix Ri + R~ + R~

equals - j(j + 1).

81. Remarks

H. Casimir and B. L. van der Waerdent, and in a more simple treatment
J. H. C. Whiteheadt have made use of the matrix Ri + R~ + R~, or rather
of an analogous generalisation, to demonstrate the complete reducibility of
linear representations of more general groups than the rotation group, namely
of semi-simple groups; these include as a particular case the rotation group in
a space of any dimension. Previously H. Weyl had given a transcendental
proof§ of the same theorem for all closed or compact groups and therefore

* In fact the theorem quoted applies to matrices which commute with all matrices repre­
senting finite transformations of a group; but the matrix corresponding to a rotation through an
angle () about the axis which corresponds to the infinitesimal rotation given by R is

()2R2 ()3R3
S = 1 + ()R + -- + -- + ·.·

2 3!
and it is clear that if Ri + R~ + R~ commutes with R it will also commute with s.

t Math. Ann., Ill, 1935 p. 1-12.
i Quarterly J. Math., 8, 1937 p. 220-237.
§ H. Weyl. "Theorie der Darstellung kontinuierlicher halbeinfacher Gruppen durch lineare

Transformationen", Math. Zeitschr., 23, 1925 p. 289 sqq.
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for all groups which can be deduced from these by passing from real to
complex (subject to the restriction of these latter to analytic representations,
but this restriction can easily be disposed of).

To sum up, we have proved the theorem of complete reducibility, and we
have found all irreducible representations of the rotation group in real Eucli­
dean space and of the group of proper rotations in real pseudo-Euclidean
space. The same results hold for the rotation group in complex Euclidean
space except that the linear representations are limited to analytic ones.

III. LINEAR REPRESENTATIONS OF THE
GROUP OF COMPLEX ROTATIONS

82. Statement of the problem

We still have to find all the continuous linear representations of the group of
complex rotations. We know (Section 74) that on writing a, P, '}' for the three
complex parameters of a rotation and putting

the elements of the matrices defining such a representation are analytic
functions of the six real parameters ab a2' Pb P2' 'Yt, Y2' By passing from real to
complex, we obtain a linear group whose coefficients are analytic functions
of the six complex parameters at, a2' Pt, P2' Yb Y2' or equivalently of the six
complex parameters at + ia2' Pt + iP2' Yt + iY2' at - ia2' Pt - ip2' Yl - iY2'
that is of the six complex parameters a, P, Y, a, p, y, where we put a = at - ia2"'"
and these six parameters are independent.

It is clear that this linear group gives a representation of the group rs
obtained by considering rotations with parameters a, P, Y, and rotations with
parameters a, p, y. This group rs is what is called the direct product of the
group G of rotations (a, P, y) and of the group G' formed by the rotations
(a, p, y); each operation of rs is a set (~, gj) of a rotation ~ with parameters
(a, P, y) and of a rotation ~ with parameters (a, P, y); the product of two
operations in rs namely (~, ~) and (~/, ~/) is the operation (~~/, ~~/). This
group rs contains the subgroup G consisting of the operations (~, 1), when
9j is the identity rotation, and the sub-group G' consisting of the operations
(1, ~), when ~ is the identity rotation; the operations of G and G' are obviously
interchangeable and any operation of rs can be expressed in one, and only one,
way as the product of an operation of G by an operation of G'. rs is said to be
the direct product of G and of G', and we write rs = G x G'.

We are finally faced with the following problem:

PROBLEM. Given two groups G and G' and their direct product G x G' = rs,
and knowing all the analytic linear representations of each of the groups
o and 0', to deduce all analytic linear representations of f§.
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We recall that a representation is analytic when the elements of the
corresponding matrices are analytic functions of the complex parameters of
the group.

In the case which we are considering we know all the analytic represen­
tations of the groups G and G'. (They are actually the same group, but the
parameters are taken as being distinct).

83. Linear representations of the direct product of two groups

We assume that the theorem of complete reducibility holds for each of the
component groups G and G' ; this is true in our case. Any linear representation
of ~ gives rise to a linear representation of its subgroup G; by hypothesis
this latter representation can be decomposed into a certain number of ir­
reducible representations. Consider one of these of degree r, and suppose there
are h - 1 other representations equivalent to it. Let

(lJ. = 1, 2, ... , h)

be the components of these h irreducible representations. Let s be an operation
of G and t be an operation of G'; write y)r7.), y~r7.), ••. , y~r7.) for the transforms of
the variables x\r7.), x~r7.), ..• ,x~r7.) by the operation t. The operations sand t
commute, st = ts. If to the variables xr), ..• ,x~r7.) we apply the operation s
followed by t, the variable x~r7.) is transformed into a~x~r7.), then into a~y~r7.); if
the operation t is applied first, x~r7.) is transformed into y~r7.), then it follows that
the operation s acting on y~r7.) must give a~y~r7.). In other words, under the
operation of G the components y~r7.) transform in the same way as the x~r7.). It
follows (Section 33) that

y~r7.) = bpx~P).

In particular, the operation st corresponds to the transformation x~r7.)-+

a~bpx~) ; the matrix (a~) is that which shows how the operation s of G transforms
the components of an irreducible tensor xr7. amongst themselves; the matrix
(bp) is that which shows how the operation t of G' transforms the h tensors
x(1), X(2), ••• , X(h) amongst themselves. The matrices (a~) define an irreducible
representation of G,

the matrices (brp) define a representation of G',

It is obvious that the hr variables x~r7.) are transformed linearly amongst
themselves by the group ~; the linear representation of ~ under consideration
thus decomposes into as many irreducible representations as there are non­
equivalent irreducible parts in the induced representation of G'. It is also seen
that the hr variables x~r7.) transform like the products XiX(r7.) of the components
of an irreducible representation of G by the components of a representation
of G'. This latter is completely reducible; the representation XiX(r7.) is itself
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completely reducible, each part being the product of an irreducible representa­
tion of G by an irreducible representation of G'. This gives the

THEOREM. Any tensor which is irreducible with respect to the direct product
G x G' of two groups G and G' is equivalent to the product of a tensor
irreducible with respect to G by a tensor irreducible with respect to G';
if the theorem of complete reducibility holds for G and G' it also holds for
their direct product.

84. Applications to the group of complex rotations

In the case we are dealing with, any irreducible analytic tensor of the direct
product of the two groups of complex rotations is equivalent to the product
of a tensor ~ p/2 by a tensor ~q/2 ; the former refers to rotations with parameters
lJ., /3, y, the latter to rotations with (independent) parameters a, p, y. If we
return now to the group of complex rotations we have the same tensor, but
here we regard a, p, y as the complex conjugates of lJ., /3, y. This is expressed in
the theorem:

THEOREM. If eo, e1 denotes an arbitrary spinor and ~o, ~1 its conjugate, any
irreducible tensor of the complex rotation group is equivalent to a tensor
which has as components monomials in eo, e b ~o, ~1 of degree p in eo, e 1
and q in ~o, ~1·

The corresponding representation can be denoted by ~p/q.q/2 and the
generating polynomial can be taken as

(aeo + be l)P(C~O + d~ l)q

with four arbitrary parameters a, b, c, d. The degree of this representation is
(p + 1) (q + 1).

We shall come back later to these representations. Here we just outline
the case p = q = 1 which gives a fourth degree tensor with components
eo~o, eO~l' el~O' ~1~1; these components are connected by a quadratic re­
lation. For p = q the tensor is real, i.e., its components can be chosen in such a
manner that for any complex rotation they transform under a linear substitu­
tion with real coefficients. Example: the nine products XiXj of the components
of a vector by the components of its complex conjugate vector.

IV. SINGLE VALUED AND DOUBLE VALUED
REPRESENTATIONS

8S. Linear representations of the unimodular group in two variables are one-valued

Our investigation of irreducible linear representations of the rotation group
in complex Euclidean space, of the rotation group in real Euclidean space, and
of the group of proper rotations in real pseudo-Euclidean space has given
single and double valued representations. For the latter two groups the
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double-valued representations are the ~p/2 with odd p, for the first group
they are the representations ~p/2,q/2 with p + q odd. All the representations
we have found are actually also representations of the group associated with
the transformation of spinors, but in this context they are single-valued.
This is expressed in the following theorem:

THEOREM. The three groups of unimodular linear substitutions in two variables
which are (1) complex, or (2) unitary, or (3) real have no multivalued
representation.

In the case of unitary transformations there is an a priori topological
reason for this result. Any second order unimodular unitary matrix is of the
form

with aa + b5 = 1. By writing

it is seen that the space of the unimodular unitary group is a manifold in which
each point is defined by four real numbers ab a2 , bb b2 for which the sum of
squares equals 1; i.e., it is a spherical space of three dimensions (the hyper­
sphere of unit radius in Euclidean space of four dimensions). This space is
simply connected in the sense that all closed contours can be reduced to
a point by continuous deformation. This can easily be seen by considering
the inverse of the hypersphere in four dimensions with respect to a point of
itself (stereographic projection); this inverse is a three-dimensional Euclidian
space (including the point at infinity). Then it can be shown that if the uni­
modular group had a multivalued representation, on following the continuous
variation of the representing matrix as the point in group space describes a
suitable closed contour starting and finishing at some origin, the matrix
would start as the unit matrix and finish as a different matrix. On continuously
deforming the contour the final matrix will remain the same. But the contour
can be deformed so as to reduce to one point-the origin. This gives a contra­
diction.

86. Linear representations of the real homographic group in one variable

The space of unimodular complex matrices is also simply connected, and as
can be proved, this also explains the non-existence of multivalued represen­
tations of the unimodular complex group. But this result no longer holds in
the space of real unimodular matrices; this is not simply connected; from the
topological point of view it is homeomorphic to the inside of a torus, thus
we cannot give an a priori topological argument to show the non-existence of
multivalued linear representations. Also note that the linear representations of
the group are also linear representations of the direct homographic group in
a real variable z:

z'
az + b
cz + d

(ad-bc>O);
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to each operation in this group correspond two real linear substitutions in
two variables. The homographic group, therefore, has one-valued and two­
valued representations, but no multivalued representations of order higher
than two.

From this it can be deduced that there exist groups which have no
faithful linear representations, i.e., no representations in which there is a one to
one correspondence between group operations and representing matrices.
We start from the equation

I a tan x + b
tanx =----

c tan x + d

This equation has an infinite number of solutions for x'; for x = 0 we take a
definite branch of arc tan bid and follow the behaviour of x' as x varies,
either from 0 to + 00, or from 0 to - 00. Since

dx ' ad - bc
dx - (a sin x + b cos X)2 + (c sin x - d cos X)2

it follows that dxldx ' always lies between two fixed positive numbers, and thus
when x increases from 0 to + 00, x' increases from arc tan bid to + 00, and
when x decreases from 0 to - 00, x' decreases from arc tan bid to - 00. We
thus define a transformation on the real infinite straight line. The set of
such transformations obviously forms a group, and this group is continuous.
To verify this latter remark it is sufficient to show that one can pass contin­
uously from the transformation with parameters a, b, c, d corresponding to
one branch of arc tan bid to the transformation with the same parameters
corresponding to another branch of arc tan bid, e.g., that which differs from
it by 1r or by - 1r. To do this, take a, b, c, d as homogeneous co-ordinates of a
point in three-dimensional space: to each homographic transformation
corresponds a point situated in the positive region of space inside the ruled
quadric surface ad - bc = O. Draw through the point (a, b, c, d) a line which
does not cut the quadric and take a definite point ao, bo, co, do on this line.
Now consider the homographic transformation with parameters a + Aao,
b + Abo, c + ACo, d + Ado where A varies continuously from 0 to + 00, then
from - 00 to 0; on following the value of arc tan (b + Abo)/(d + Ado) from its
original value, we arrive, by continuity, at this original value increased by 1r or
this value increased by - 1r (the actual value depends on the sense in which A
varies). Thus in the family of transformations of x under consideration, there
is a continuous series of transformations of which the initial and final trans­
formations both correspond to the given parameters a, b, c, d but with values of
arc tan bid which differ from each other by 1r.

This means that the continuous group of transformations of the variable x
is such that to one transformation of tan x by the homographic group, there
corresponds an infinity of transformations of x. Such a group cannot therefore
have a faithful linear representation. Its manifold is simply connected. This
result is all the more remarkable, since H. Weyl and Peter have shown that
all closed (compact) gro.ups always have a faithful linear representation.
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We can find other groups which cover the homographic group a finite
number of times and have no faithful linear representation, by considering,
for example, the equation

I a tan nx + b
tan nx = -----

c tan nx + d

taken as an equation giving z' = tan x' as a function of z = tan x. This equation
is of degree n and has n solutions each of which provides a transformation of
the real projective line z (i.e., z takes all finite values including (0). All these
transformations form a continuous group which covers the group of homo­
graphic transformations of a real variable n times. It has a faithful represen-
tation only if n = 1 or n = 2.

V. LINEAR REPRESENTATIONS OF THE GROUP OF
ROTATIONS AND REVERSALS

87. Statement of the problem

We propose to find all linear representations of:

(i) The group of complex rotations and reversals.
(ii) The group of rotations and reversals in real Euclidean space.

(iii) The group of proper and improper rotations in real pseudo-Euclidean
space.

(iv) The group of proper rotations and proper reversals in the latter space.
(v) The group of proper rotations and improper reversals in the same

space.

In each case we have a group ~ formed by two continuous families G
and G' of which the former is a continuous group; we write ~ = G + G/.
We know, in each case, all the linear representations of G and we know that
the theorem of complete reducibility holds. Finally, for each linear represen­
tation of G we know a representation of ~ which in G reduces to the given
representation.

88. Case of irreducible representations which induce irreducible representations in the
rotation group

We shall now consider those irreducible representations of ~ which give an
irreducible representation of G; we shall show that there exists one and only
one other non-equivalent representation of ~ which gives the same linear
representation of G. Let T be the matrix which corresponds to the operation
t of G /, let s be an infinitesimal operation of G and R the corresponding
matrix, then the matrix TRT- 1 corresponds to the operation tst- 1 of G.
If there is another representation, suppose T ' corresponds to t, the infinitesimal
operation tst- 1 is represented by T/R /- 1; thus for any matrix R in the
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representation of G under consideration

TRT- 1 = T'RT'-l,

or

73

T- IT'R = RT- IT';

the matrix T- IT' commutes with all the matrices R of an irreducible represen­
tation and thus (by Section 32) it is a scalar, i.e., T' = mT; the coefficient m is
independent of t, as can be seen by noting that all other operations of G' are of
the form st ; consideration of the element t - 1 which is in G' shows that m2 = 1
i.e., m = - 1. Taking - T in place of T gives effectively a new linear represen­
tation of~.

These two representations are not equivalent, since if they were, there
would be a fixed matrix C such that

CSC- I = S, CTC- 1 = -T;

the first equation requires C to be a scalar, which contradicts the second
equation.

THEOREM. Given an irreducible linear representation of the group G, either
there is no representation of ~ inducing the given representation of' G, or
there are two non-equivalent representations.

89. The converse case

Consider now an irreducible representation of ~ which induces a reducible
representation of G. Let Xl' X2' ... , X r be the components of one of the ir­
reducible parts of the latter representation. Let t be an operation of G' and
suppose that the operation t transforms each of X l' X2' ... , X r into linear
combinations of the variables of the representation which we shall denote by
Yl' Y2' ... , Yr (if the representation is multivalued we shall consider one of the
substitutions which correspond to t). Let s be an infinitesimal operation of G
and put s' = tst - 1 i.e., ts = s't. If we apply the operation s't to the variable Xi

we obtain b~Yk' where b{ denotes the elements of the matrix R' which operates
on the Xi; on the other hand on applying the operation ts to Xi we obtain
the same result as operating with the matrix R on the Yi; it follows that:

If the operation s' transforms Xi into b~Xk' the operation s = tst - I trans­
forms Yi into b~Yk·

We deduce from this that the quantities Yh Y2' ... , Yr provide a linear
representation, obviously irreducible, of G. By allowing t to vary in a contin­
uous manner in G', the Xi will be transformed into linear combinations of
Y b Y2' ... ,Yr· The inverse t - 1 of t is in G' ; it follows that all operations of
G' transform Yb Y2' ... Yr into linear combinations of Xb X2' ... , X r ·

This presents two possible cases:

A. The two linear representations of G spanned by the variables Xi and the
variables Yi are equivalent. Here we can suppose that by a suitable trans­
formation of the Yi the resulting variables transform in the same manner as the
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Xi for all operations of G. Let x' = Ty, y' = Ux be the linear substitution
corresponding to the operation t of G' and let R be the matrix which can
operate either on the Xi or on the Yi' and corresponds to the infinitesimal
operation s of G. The matrix corresponding to tst- 1 will be TRT- 1 operating
on the Xi and URU- 1operating on the Yi ; thus we have

TRT- 1 = URU- 1,

thus U = mT. But the variables Yi + j;zXi are transformed amongst them­
selves by the operation of G' since we have

y' + j;zx' = j;zT(y + j;zx)

and also

y' - j;zx' = -j;zT(y - fix).

There must be identical linear relations between the Xi and the Yi otherwise
the representation of f§ we are considering would not be irreducible. As the

two irreducible representations of f§ corresponding to matrices fiT and

- fiT are not equivalent, this is possible only if either all the variables

Yi + fix i are zero or all the variables Yi - j;zXi are zero. In either case,
in contradiction to the hypothesis, the representation of f§ we are considering
induces an irreducible representation of G.

B. The two linear representations of G spanned by the variables Xi and Yi are
not equivalent. This is now the only possible case which could arise. The
variables Xi and Yi are linearly independent, otherwise all the variables Xi
or all the variables Yi would be zero, which is absurd. They form all the
variables of the representation of f§ under consideration. We shall see that
all irreducible representations of f§ which induce in G a given pair of non­
equivalent representations are equivalent to each other. Thus in a first repre­
sentation of f§, let

X' = Uy, y' = Vx

be the linear substitutions (or one of the linear substitutions) corresponding
to the element t of G', and let

x' = U'y, y' = V'X

X' = mUy,

be the corresponding substitutions in the second representation. If R is the
matrix which operates on Yi to represent the infinitesimal s operation of G~

then

URU- 1 = U'RU,-1 which gives U' = mU;

in the same way V' = nY, where the coefficients m and n are constants. By
considering the inverse operation, it follows that n = 11m. But in the equations

y' = ~ v).
m
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it is sufficient to replace Xi by mXi and x~ by mx~ to obtain the equations of the
first representation; this proves the proposition.

THEOREM. If there is an irreducible representation of the group f§ which induces
a reducible representation in the group G, this latter decomposes into
two irreducible non-equivalent parts of the same degree, and any other
irreducible representation of t§ which induces an equivalent reducible
representation in G must be equivalent to the former.

It follows from the above considerations that every operation of G'
transforms a definite irreducible tensor of G into another uniquely deter­
mined irreducible tensor. If this second tensor is equivalent to the first, either
one of them provides components for two non-equivalent irreducible tensors
of f§. If the given tensor and the transformed tensor are not equivalent, the
set of the components of these two tensors provides one and only one irre­
ducible tensor of f§.

90. Applications

In the case of the group of real rotations and reversals in Euclidean space, or
of proper rotations and proper reversals in pseudo-Euclidean space, the q} p/2

form the irreducible tensors of G; these have as generating polynomials
(a~o + b~ l)P. The reflection H o which changes ~o into ~o and ~ 1 into - ~ 1

leaves the component ~g unaltered; the transform of the tensor by G' are
thus equivalent to the tensor under consideration. The same conclusion can
be drawn on considering the group of rotations in pseudo-Euclidean space,
and also the group of proper rotations and improper reversals.

When we examine the group of complex rotations, the tensor generated
by the polynomial

is again transformed into an equivalent tensor by any reversal, since the
component ~geb is invariant under the reflection Ho.

It follows that in each of the groups mentioned we see that to each linear
irreducible representation of the group G correspond two non-equivalent irre­
ducible representations oft§, and that f§ has no other irreducible representations.

For example, to the tensor (a~o + b~l)p(ceo + del)q there correspond
two irreducible tensors of f§; to the operation ~~ = ~o, ~'1 = - ¢1 on the
spinors, there correspond two transformations of the generating polynomial

(a~o - b~l)p(ceo - d~l)q and -(a~o - b~l)p(ceo - del)q·

91. Case of the group of rotations and reversals in real pseudo-Euclidean space

Here we have a group made up of four continuous sets. By similar reasoning
to the above it can be shown that to each tensor of the group of proper rotations
correspond four non-equivalent irreducible tensors of the whole group, and that
these are the only irreducible tensors of this group. If s, t, u, v are operations,
one from each of the four sets, and in a representation they correspond to
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matrices S, T, U, V, then in the three related representations they correspond,
respectively, to

S, T, - U, - V;

S, - T, U, - V;

S, - T, - U, V.

In real Euclidean space there are two and only two distinct tensors which
behave like a vector under the group of rotations, in pseudo-Euclidean space
there are four such tensors which behave as a vector under the group of proper
rotations.

Finally we note that, as can be shown by a simple argument, the theorem
of complete reducibility is valid for the linear representations of ~ = G + G'
if it is assumed to be valid for those of the group G; this is the case for all the
applications we have just treated.
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CHAPTER V

SPINORS IN THE SPACE E2v + 1

We shall introduce spinors in a Euclidean space of odd dimension n = 2v + 1
by considering the totally isotropic subspaces of dimension v (isotropic
v-planes) which contain the origin of the co-ordinate system. By a theorem in
Chapter I any non-degenerate quadratic form can, by a suitable choice of
co-ordinates, be taken as the fundamental form. We take as the 2v + 1
co-ordinates xo, Xl, ... , xv, Xl', ... , xv' such that the fundamental form is

F == (XO)2 + XlX l ' + X 2X 2' + ... + xVxv'.

The x(X (~ = 0, 1, ... ,v, 1', ... , v') can also be regarded as the contra­
variant components of a vector x. In the first sections of this chapter we shall
assume that all quantities belong to the complex domain. All the subspaces
we consider contain the origin.

I. ISOTROPIC v-PLANES AND MATRICES ASSOCIATED
WITH VECTORS

92. The 2v equations of an isotropic v-plane

We have seen in Chapter I (Section 10) that any isotropic subspace (i.e., a
subspace in which all the vectors are isotropic) has dimension at most v. If
the equations defining an isotropic subspace do not include an equation
connecting xO, Xl, ... , XV it would be possible to express the Xi' components
of each vector in the subspace as the same linear combinations of the xO,

Xl, ... , XV components which are arbitrary: such vectors do not satisfy F = O.
We shall establish the equations of an isotropic v-plane assuming the general
case where there is no linear relation between Xl, x2

, ••• , xv.
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(1)

be the only relation which exists between x O, Xl, ... , xv, where the coefficient
~o is not zero. Taking this relation into account, the polynomial ~oF takes the
form

L Xi(~OXi' - ~iXO),
i

which allows us to put

_ i' 0 ~ k
'1i = ~ox - ~iX + i..J ~ikX = 0

k

(2)

Equations (1) and (2) define the v-plane in terms of the constants ~i and
~ij. We shall introduce some further equations. Form the expression

;; ;; :f. - :f. j' ;; i' ;; 0 ~ k
~i'1j - ~j'1i + ~ij'1o = ~O(~iX - ~jX + ~ijX ) + i..J (~i~jk - ~j~ik + ~k~ij)X

k

putting

~O~ijk = ~i~jk - ~j~ik + ~k~ij,

~O'1ij = ~i'1j - ~j'1i + ~ij'1o;

we obtain a new set of equations

_ j' i' 0 ~ k _
'1ij = ~iX - ~jX + ~ijX + i..J ~ijkX - O.

k

(3)

The coefficients ~ijk have the property of components of a trivector (they change
sign under an odd permutation of the indices).

Next form the expression

~ij'1k + ~jk'1i + ~ki'1j == ~O(~ijXk' + ~jkXi' + ~kiXj' - ~ijkXO)

+ L (~ij~km + ~jk~im + ~ki~jm)Xm,
m

and put

~O~ijkh = ~ij~kh + ~jk~ih + ~ki~jh'

~O'1ijk = ~ij'1k + ~jk'1i + ~ki'1j;

we obtain another set of equations
;; k' ., ., 0 ~ h

'1ijk == ~ijx + ~jkXI + ~kiXJ - ~ijkX + i..J ~ijkhX = 0;
h

(4)

the coefficients ~ijkh have the properties of components of a four-vector.
Proceeding in the same way, we eventually arrive at a set of 2v coefficients

~ili2 ... ip (p = 1, 2, ... ,v) which have the property of changing sign or being
unaltered under odd or even permutations of the indices, and at a set of 2V

linear forms '1id2 ... i
p

which have the same property. The ~(X' where lJ.. denotes
the compound indices 0, i, ij, ijk, ... , are defined by a recurrence relation
starting from the given ~o, ~b and ~ij. If P is even we have

k=p-l

(a) ;;0;;" . = ~ (- l)k - 1;;. . ;;.. .. ..
~ ~1112 ... lp i..J ~lklp~1112 ... lk-llk+l ... lp-l'

k= 1
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if p is odd we have
k=p

(b) ;';0;';" . = ~ (- l)k - 1;,;. ;,;.. .. .
~ ~1112 ••• lp i..J ~lk~1112 ... lk-llk+l ••• lp·

k=l

As for the forms '1a, they are defined by
k=p

(c) n.. . = ~ (- I)P - k;,;.. .. . Xik' + (- I)P;';.. . XO
'1l1

'
2 ••• l p i..J ~1112 ... lk-llk+l ••• lp ~1112 ••• lp

k=l

m=v

+ ~ ;,; x m
i..J ~1112 lpm •

m=l
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We also note that each ~a with an even number of indices ii, i2, ... , ip can
be obtained, apart from a negative power of ~o, by forming the sum

L ~jti2~j3j4 ••• ~jp - tip'

where the indices jl' i2' . .. ,jp- b jp are the indices ii' i2, . .. , ip in an arrange­
ment which gives the permutation (jlj2 ... jp) the same parity as (ili2 ... ip);
pairs of terms with the same factors (apart from sign) are only counted once.

The 2V equations '1a = 0 thus define, with 2V superfluous parameters, an
isotropic v-plane in the case ~o # 0, provided that the ~a are restricted by the
relations (a) and (b). We shall see below (Section 106) that if ~o = 0 the same
equations again define an isotropic v-plane when the ~a are restricted by the
relations (a) and (b) and by some other relations which will be determined.
We shall also see that all isotropic v-planes can be obtained in this way.

93. The matrix associated with a vector

We shall use the name "spinor" for any system of 2V quantities ~a, not neces­
sarily restricted by the relations (a) and (b). We shall define later, by an appro­
priate convention (Sections 96 and 97), the effect produced on these quantities
by a rotation or a reversal. We will then verify a posteriori that this convention
is in accordance with the property of a certain class of spinors of being asso­
ciated with an isotropic v-plane.

We now consider the 2V
form~ '1a and the coefficient in each of them of the

quantity ~fJ. If we arrange the 2V compound indices which are denoted by 11

and fJ in a definite order, then these coefficients will form the elements of a
matrix of degree 2v

; each of these, except in the cases where they are zero, is,
apart perhaps from its sign, equal to one of the coordinates xO, xl, ... , xv',
which we can consider as the contravariant components of a vector x. Thus
we associate with any vector x a matrix X of degree 2v

• This matrix is uniquely
determined once the order of the compound indices 11 has been chosen.
For example, if v = 2 and the indices are arranged in the order 0, 1, 2, 12,
then from (1), (2), and (3), we have

XO Xl x2 0

l' -XO 0 x 2X
x=

2'
(5)

x 0 -XO _Xl

0 2' 1' XOX -x
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For the special case where the vectors are the basis vectors, the matrices
are:

0 0 0 0 0 0

0 -1 0 0 0 0 0 0
Ho =

0 0 -1 0
H 1 =

0 0 0 -1

0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0
H 2 = , H 1, = , H 2 , =

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 -1 0 0 0 0

94. The fundamental theorem

The following is the fundamental property of the matrix X associated with a
vector:

THEOREM. The square of the matrix X associated with a vector is equal to the
scalar square of the vector.
In order to prove this theorem we note that fhe only non-zero elements

~ of X (~ denotes the row suffix and fJ the column suffix) are

From this it follows that any element of X2
, for example

b{1~2 .. )q = ~ a~ . . aith ... i q
l1l2 ... lp i..J l1l2 ... lp IX ,

IX

where the sum is over all the 2V compound indices, can only be different from
zero if p - q equals 0, ± 1, or, ± 2. In the case where p - q = 2 or 1, the q
indices j1' j2'" . ,jq must occur amongst the indices i1, i2, . .. ,ip; in the case
q - p = 2 or 1 the converse must hold; finally if p = q, there must be at least
p - 1 indices in common in the two sets of indices ih i2, ••• , ip and j h j 2, ... ,jP'

If p - q = 2, then we need only consider elements bj~j~ ::: 1:iq + d
q

+ 2 and
these are zero, since such an element is equal to the sum

a~1~2 .. )q~q + 1 . ab~2 ~q. + abb .. )q~q + 2. ab~2 ...~q.
}112 ... }q}q+ llq+ 2 } 112 }q}q+ 1 }1l2 ... }q}q +2}q +1 } 112 • .. }q}q+2

= xi'q + 2 xi'q + 1 - xi'q + 1xi'q + 2 = 0;

the same is true for q - p = 2. We find the same result for q - p = 1 (or
p - q = 1), thus
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Finally if p = q we have to consider elements b~1~2 ••• ~p~p + 2 and b~1~2 ••• ~p •
, '112 •• • l plp+l 1112 ••• l p

The former are zero, as can be shown in a similar manner. As for the latter,
we have

+ ~ a~1~2 .•• ~pha~1~2 ••• ~p
~ 11'2 ••• lp 1112 ••• l ph

n

= (XO)2 + L (_l)P-kxik( _l)P-kxik + L XihXih

k h

= (XO)2 + Lxmxm' = x2
0

m

The following is an immediate consequence of the preceding theorem.

The scalar product of two vectors equals half the sum of the products of
the associated matrices.

The proof is the same as in the space E3 (Section 55, Theorem III).
It follows from this that if Ab A2, 0 0 0' An are the matrices associated with

n orthogonal unit vectors, then

Al = 1,

95. The matrix associated with a p-vector

A p-vector defined by the vectors Xb X2, . 00, Xp can be represented by the
matrix

1
,L ± XilXi2···Xip'p.

where the sum extends over all permutations of the indices 1, 2, ... ,p, the
sign being -t- or - according to whether the permutation is even or odd;
such a matrix has as elemen[s linear combinations of the components of the
p-vector. We shall use the notation X for the matrix associated with a p-
vector. (~

If the p-vectors are orthogonal in pairs, the matrix associated with the
p-vector equals Xl X2 00. Xpo It can easily be shown by using this latter form
that the square of the matrix X associated with a p-vector is equal to the

(p)

square of the measure m of the p-vector multiplied by (-I)P(p- 1)/2; for example
if X and Yare two orthogonal vectors, then

We shall see later (Section 98) that the matrices associated with two
distinct p-vectors are themselves distinct, atld that the matrix associated
with an (n - p)-vector is the same as the matrix of a suitably chosen p-vector.
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II. REPRESENTATIONS OF ROTATIONS AND REVERSALS
BY MATRICES OF DEGREE 2"

96. The reflection associated with a unit vector

As in the space E3, the effect on lhe vector X of a reflection in the hyperplane re
normal to the unit vector A is given by the formula (see Section 58)

For a p-vector, we have

X' = -AXA.

X' = (-l)PAXA.
(p) (p)

(6)

(7)

We shall define a priori that the effect of this reflection on a spinor ~ is given
by the formula

~'= A~; (8)

the operation of reflection is two-valued since we may take either A or - A as
the unit vector normal to re.

The following results can be obtained by examining the effects of the
operations corresponding to the basis vectors H o, Hi' Hi" on a spinor.

The operator H o reproduces each component ~(X with or without a change
of sign according to whether the compound index lJ.. contains an odd or an
even number of simple indices (~o is taken as having an even number of
indices-i.e., zero).

The operator Hi (i = 1, 2, ... ,v) replaces by zero those components of
~(X for which the compound index lJ.. includes the simple index i, and adds this
index to the ~(X which do not already contain it; e.g., H 3 transforms ~45 into
~453 and ~23 becomes zero.

The operator Hi' makes zero those components ~(X for which lJ.. does not
contain an i and suppresses the index i in those for which lJ.. does contain the
index i which must first be brought to the last position in the compound
index lJ..; for example H 3, makes ~45 zero, and transforms ~134 = -~143 into
-~14·

97. Representation of a rotation

A rotation is the resultant of an even number of reflections Ah A2, ... , A 2k

(k ~ v); the effect it has on a vector, or more generally on a p-vector, is given
by

X' = A2kA2k-l ... A2A 1 XA 1A2 ... A 2k .
(p) (p)

The effect it has on a spinor ~ is given by

~' = A2kA2k-l • • • A 2A 1,·

(9)

(10)
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If we write

AZkAzk-1 ... AzA I = S,

the above formulae become

X' = SXS- l

(p) (p) ,
~'= S~. (11)

The effect of a reversal can, in the same way, be represented by the for­
mulae

(12)~'= T~,X' = (-I)PTXT- 1,
(p) (p)

where the matrix T is the product of an odd number ~ 2v + 1 of matrices
associated with unit vectors.

In particular a reflection in the origin results from the reflections asso­
ciated with n unit orthogonal vectors Ah Az, ... , An and is represented by the
matrix A1Az ... An, that is, by the matrix associated with an n-vector of unit
volume. To obtain this matrix we need only take for these n matrices

for, since ek and ek , are isotropic,

P'Ho(H1,H 1 - H1H 1,)··· (Hv,Hv - HvHv')'

the last expression equals twice the scalar product of the vectors ek and ek" i.e.,
it equals 2gkk, = 1. On forming the product we obtain, apart from the sign,

iVHo(H1,H 1 - H1H 1,)··· (Hv,Hv - HvHv')'

By applying the rules given at the end of paragraph 96, it is found that
H1,H1 - H1H1" for example, reproduces each component ~(l with or without
change of sign according to whether the compound index (X does not or does
contain the index 1. It follows easily from this and the rule for H o that this
product matrix reproduces each ~(l multiplied by iV, which gives the following
theorem.

THEOREM. The n-vector of unit volume is represented by the scalar matrix iV
;

this matrix also represents the effect on a spinor of a reflection in the
origin.

98. The Clifford algebra

It was shown in Section 48 that p-vectors are irreducible with respect to the
group of rotations. If we consider the matrix X associated with an arbitrary

(p)

p-vector, then the elements of this matrix, which are linear combinations of
the components of the p-vector, are linearly transformed amongst themselves
by a rotation; it follows that either all the elements are identically zero, which
is absurd, or that the linear combinations which give the elements are linearly
independent with respect to the ncp components of the p-vector. A special case
of this result is the following theorem.
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THEOREM. The matrices X associated with distinct p-vectors are distinct.
(p)

We can proceed further. Let us consider a matrix U of degree 2V with
arbitrary complex elements. If we make the convention that under a rotation S
the matrix U is transformed into SUS -1, then the 2zv elements of U can be
regarded as forming a tensor with respect to the group of rotations. From this
tensor of degree 2zv we can obtain a scalar, a vector, a bivector, etc., up to a
v-vector: we need only take matrices associated with an arbitrary scalar, an
arbitrary vector, etc. We thus obtain a total of v + 1 irreducible tensors which
are not equivalent amonst themselves; the total number of components in
these v + 1 tensors is

1 + nC 1 + ncz + ... + ncv = t2n = 2zv ;

i.e., is the same as the number of components in the whole tensor. There cannot
be any linear relation between these 2zv components, otherwise, by the theo­
rem in Section 34, at least one of the irreducible tensors obtained must be
identically zero, which is not the case. We have therefore demonstrated the
following theorem.

THEOREM. Any matrix of degree 2V can be regarded, in one and only one way,
as the sum ofa scalar, a vector, a bivector, ... , and a v-vector.

Matrices of degree 2V can be regarded as forming an algebra with 2zv units
over the field of complex numbers. Suppose we take as units the unit matrix 1,
the matrices Ai associated with n unit orthogonal vectors, and their products
in twos, threes, up to products of v; then the law of multiplication is

Af = 1, AiA j = -AjA i (i # j);

we thus obtain the Clifford~algebra of which the application to the represen­
tation of rotations is now evident*.

Note that the matrix associated with an (n - p)-vector (p ~ v) is identical
with the matrix associated with a suitably chosen p-vector, namely the product
of i v and the p-vector supplementary to the given (n - p)-vector. For example,
on recalling that the product A 1A z ... An is equal to iV,

A p+1A p+2 ... An = (-1)p(p -l)/z(A 1Az Ap)(A 1AZ ••• ApAp+1 ••• An)

= (-I)P(P-l)/zi vA
1
A z A p.

99. The tensor character of spinors

Formulae (II} and (12) show that spinors furnish a linear representation of
the group of rotations and reversals; in fact if Sand S' are two rotations, then
these two rotations applied successively to a vector X give as resultant rotation
SS';

X' = S'SXS - 1S' - 1 = (S'S)X(S'S) - 1 ;

* On this subject, see the article ""Nombres complexes" in the Encyclopedie des Sc. Math.,
French edition, adapted by E. Cartan from the German article by E. Study (Encycl. I, 5, 1908, no.
38, p. 463-465). For the application of this algebra in the space of special relativity, see A. Mercier,
'"Expression des equations de I'Electromagnetisme au moyen des nombres de Clifford", Thesis,
Geneva, 1935; and G. Juvet, ""Les rotations de l'espace euclidien a quatre dimensions, etc,"
Comment. Math. Helvet., 8, 1936, p. 264-304.
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(i "# j),

when applied successively to a spinor they yield exactly the same resultant
operation S'S. Naturally, the representation is two-valued; any rotation or any
reversal can give either of two transforms when applied to a spinor. The
matrices S are precisely the matrices of the representation given by spinors.

The ambiguity cannot be avoided, at least if we require the correspondence
between rotations and reversals applied to vectors and rotations and reversals
applied to spinors to be continuous. Thus consider the reflection A; we can
vary the unit vector A in a continuous manner so as to bring it into coincidence
with the vector - A; this gives a continuous path from the operation ~ ~ A~

to the operation ~ -+ - A~; both of these correspond to the same geometric
operation when applied to vectors.

100. Irreducibility of spinors

We shall show that if to any linear combination whatsoever Laa'a of the
components of a spinor different rotations are applied as often as desired, we
obtain 2V linearly independent combinations. We consider simple rotations
through n radians, which are obtained as the resultants of the reflections
associated with pairs of orthogonal unit vectors; we can also include the
effects of products .of pairs of such rotations, in particular we make use of the
matrices

and
(Hi ± Hi,)(H j ± Hj')

or, what amounts to the same thing,

Hi,Hi - HiHi" HiH j , HiHj" Hi,Hi' (i "# j).

For definiteness we start from a linear combination a(X~(X, in which the co­
efficient of ~ 12 ... p is not zero. The result of applying the operation H 1,H 1 ­

H 1H 1, is to leave unchanged those coefficients which contain the index 1,
and to change the signs of the others. By addition we can obtain a new linear
combination which only involves those ~(X which contain the index 1. By pro­
ceeding in this manner with the indices 2; 3, ... , p we arrive at a linear com­
bination in which only those ~(X which contain all of the indices 1, 2, ... p occur.
By using the operations H(p+1)'Hp+ 1 -Hp+ 1H(p+1)', ... we can eliminate
by subtraction all the ~(X which contain one of the indices p + 1, p + 2, ... , v.

In short, we see that we can deduce from the given linear combinations all
the non-zero coefficients in this latter combination. From our initial assump­
tion we thus obtain a constant multiple of ~12 ••• p. On applying H p,H(p+l) to
this the result is ~ 12 ... (p-1)(p+ 0' and in a similar manner we can obtain all ~a

with p indices. The application of H(p-O,Hp' enables us to obtain all compo­
nents with (p - 2) indices, and by using H p+ 1Hp all components with (p + 2)
indices. By means of ~imilar operations we can obtain all the ~(X with either an
even or an odd number of indices depending upon whether p is even or odd.

We have not yet made use of the matrix Ho. Application of the operations
HoH" and HoH, enables us to pass from the ~(X with an odd number of indices
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to those with an even number and vice versa. This proves the irreducibility
of spinors with respect to the group of rotations, and therefore with respect to
the group of rotations and reversals. The irreducibility with respect to the
latter group could obviously be proved without using the matrix Ho.

III. THE FUNDAMENTAL POLAR IN THE SPACE OF SPINORS;
p-VECTORS DEFINED BY A PAIR OF SPINORS

101. The matrix C

Consider the operation defined by the matrix

C = (H 1 - H 1,)(H 2 - H 2 ,) ••• (Hv - H v')'

The transform of the component ~ 12 ... p of a spinor by the operation HI - H l'

is (- I)P~23 ... p; applying the operation H 2 - H 2 , to the latter the transform
is (-I)P+(P-1)):: and so on up to H - H , which gives (-I)P(P+ 1)/2):: •

~3 ... p' P P ~o,

the subsequent operations give (-I)P(p+1)/2~(P+1)(P+2) ... v' Starting from
~ili2'" ip it is found that the transform by C is

( -1)P(P+1)/2~ip+lip+2 ... itJ

where we assume the permutation (i1i2 " . iv) to be even. The only non-zero
elements of C are thus the elements

C~p.+I .. :iv = (_1)P(P+1)/2
lll2 ... lp

where the permutation (i 1i2 ••• iv ) is even.
When v = 3, for example, the rows and columns are arranged in the order

0, 1, 2, 3, 23, 31, 12, 123,

and the matrix C is

0 0 0 0 0 0 0

0 0 0 o -1 0 0 0

0 0 0 0 0 -1 0 0

0 0 0 0 0 0 -1 0
C=

0 -1 0 0 0 0 0 0

0 0 -1 0 0 0 0 0

0 0 0 -1 0 0 0 0

0 0 0 0 0 0 0

The fundamental property of the matrix C is as follows:

THEOREM. If X is any vector whatsoever, then

CX = (-ltXTC. (13)
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It is only necessary to verify this for the basis vectors Hex; since H o anti­
commutes with Hi and Hi"

CHo = (-ltHoC = (- ItHriC ,

then

CHi = (-It- i + 1(H 1 - H 1,) .... (Hi- 1 - H(i_l),)Hi,Hi

(Hi+1 - H(i+ 1)') ... (Hv - H v')'

Hi,C = (-I)i-1(H 1 - H 1,) ... (Hi- 1 - H(i-1),)Hi,Hi

(Hi+ 1 - H(i+ 1)') ... (Hv - H v')

and since Hi' = Hl, the theorem is proved.
If in place of a vector X, we consider a p-vector X, we obtain

(p)

CX = (_1)Vp+[p(P-l)/2]XTC. (14)
(p) (p)

Thus suppose, as is always permissible, that

X = X t X2 ... Xp,
(p)

where the vectors X h X2, , Xp are orthogonal, then

ex = (-I)VPxJxI X:C = (-I)VP +[P(P-1)/2]X:XJ_1 ... XJC
(p)

as required.
Finally, we note the following two properties,

CCT = 1, C2 = (_I)V(V+ 1)/2. (15)

The first follows from

(Hi - Hi,)(Hi - Hi')T = (Hi - Hi,)(Hi, - Hi) = HiHi, + Hi,Hi = 1

since the scalar product of the two vectors Hi and Hi' equals t. The second
follows from the fact that C is associated with a v-vector formed from v
orthogonal vectors each of which has scalar square equal to - 1 ; C2 is thus
equal to

( _1)v(v-l)/2(-It = (_I)v(v+ 1)/2.

102. The fundamental polar form

Consider two spinors ",' and the form ~TC~', where ~T denotes a matrix
with one row and 2Vcolumns and ~' a matrix with one column and 2V rows.
This quantity remains unchanged when, and " undergo the same rotation,
thus under a reflection A, the form becomes

~TATCA~',

but by (13)
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the quantity under consideration is reproduced multiplied by (-1)". If v is
even the given form is invariant under rotations and reversals, if v is odd it
changes sign under a reversal. In the latter case it constitutes a tensor equiva­
lent to an n-vector.

The relation

is bilinear with respect to the components of the two spinors; it defines a
polar-hyperplane, "polar" in the sense that it is symmetric with respect to the
two spinors; thus the left-hand side being a scalar equals its transpose; this
gives

~TC~' = ~'TCT~ = (-I)v(\'+ 1)/2~'TC~.

This shows that the relation under consideration is symmetric with respect
to the two spinors.

If ( - 1)\'(v + 1)/2 = 1, the fundamental polar is of the first type (i.e., polar
with respect to a quadric); it can be derived from the quadratic form ~TC~; if
( - 1t(V + 1)/2 = - 1 it is of the second type (Le., polar with respect to a linear
complex); it comes from the skew-symmetric form [~TC~].

For v = 1, we have

for v = 2, we have

for v = 3, we have

-!~TC~ = ~0 ~ 1 23 - ~ 1~23 - ~ 2 ~ 31 - ~ 3~ 1 2 ;

finally for = 4, we have

-!~TC~ = ~O~1234 - ~1~234 + ~2~134 - ~3~124 + ~4~123 - ~12~34

- ~23~ 14 - ~31 ~24·

We shall see later that the fundamental polar is the only polar in spinor
space which is invariant under the group of rotations.

103. Reduction of the tensor ~(X~p

To summarise, we have just seen that the bilinear form ~TC~' provides a tensor
with a single component with respect to the group of rotations and reversals;
this tensor is a scalar if v is even, and is equivalent to an n-vector if v is odd.
More generally we shall consider the tensor ~(l~P' formed from two spinors ,
and ". This tensor has 22v components. It is not irreducible; we shall show that
it is completely reducible and decompose it into its irreducible parts.

To do this we form the quantity

~TCX~',
(p)
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where the p-vector X is an indeterminate (p ~ v). Under the application of the
(p)

reflection A to the spinors , and " and to the p-vector X, this quantity be­
(p)

comes, on using equations (7), (8), and (14),

( _1)P~TA TCAX~' = (-1)P+ v~TCX~';
(p) (p)

i.e., it is reproduced multiplied by (_I)v+
p = (_l)V- p

. It is therefore a scalar
if v - p is even, or a tensor equivalent to an n-vector if v - p is odd.

In the first case, the quantity can be expanded in terms of the contra­
variant components XCl1Cl2

••• Cl
p of the p-vector X in the form

(p)

XCl1Cl2
••• ClPYClICl2 ... Cl

p

where the YClI Cl2''' Cl p are bilinear with respect to ~ and ~'. It follows from a
fundamental theorem in tensor-calculus (Section 27), that the YCll(X2 ••• Clp consti­
tute a tensor which is equivalent to a p-vector, and that the YClICl2 ••• Cl

p
are its

covariant components.
In the second case the coefficients of the XCl1Cl2

••• Cl
p are the components of

an (n - p)-vector.
Note that in the first case p has the same parity as v, in the second case

n - p has the same parity as v.
The above shows that it is possible to obtain v + 1 irreducible tensors

from the tensor ~Cl(Xp. The total number of components in these v + 1 tensors
is, on putting p successively equal to 0, 1, 2, ... , v,

nco + nC I + nC2 + ... + ncv = -!<nco + nC I + ... + nCn_ 1 + ncn)
= 2n - 1 = 22 \';

it is thus the same as the total number of components of the tensor ~Cl~P. We
also know by a general theorem (Section 34) that the existence of an identical
linear relation between the components of the v + 1 irreducible tensors must
imply that all the components of at least one of these tensors are zero; but
this cannot be so, since none of the tensors found above is identically zero;
the quantity ~TCX~' cannot be zero for all values of the two spinors , and "

(p)

and the p-vector X.
(p)

From the above considerations, it follows that the 22v components of the
v + 1 irreducible tensors are linearly independent, and that the tensor ~cx~p has
been decomposed into v + 1 irreducible parts. We shall use the notation !Tp

for these different irreducible tensors.

104. The symmetric and the anti-symmetric irreducible parts of the tensor ~ IX ~p

It is clear that any irreducible tensor whose components are bilinear forms
in the ~Cl and the ~p is either symmetric or anti-symmetric. In order to
distinguish between these two possibilities we proceed as above. By using
equation (14) we have

~TCX~' = ~'TXTCT~ = (_I)Vp+[p(p-l)/2]~'TCTX~
(p) (p). (p)

= (_I)[V(V+ 1)/2]+ vp+[p(p-l)/2]~'TCX~.

(p)
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(_I)[V(V+ 1)/2]+vp+[p(p-l)/2] == (_l)(V-p)(v-p+ 1)/2

Thus if v - p == °or - 1 (mod 4), the tensor f/ is symmetric, if v - p == 1 or 2
(mod 4) it is anti-symmetric.

The symmetric tensors are thus equivalent to q-vectors, where q is
congruent to v (mod 4); the anti-symmetric tensors are equivalent to q-vectors
where q is congruent to v + 2 (mod 4).

The symmetric tensors are equivalent to those which are obtained on
setting ~~ == ~(l; they provide a decomposition of the tensor ~(l~P which has
2V

- 1(2V+ 1) components; it can be verified that the sum of the binomial
coefficients 2v + 1Cp , where p is equal to v plus or minus a multiple of 4, is
indeed equal to 2V -1(2V + 1).

105. The v-vector associated with a spinor

One of these tensors is particularly important, namely the tensor f/v ; it is
equivalent to a v-vector. We shall calculate its components for v == 2.

To do this we consider' the expression ~TCX~; the components of the
bivector are (2)

XII' == !~TC(HIHl' - Hl,Hl)~ == -~O~12 - ~1~2

X22' == !~TC(H2H2' - H2,H2)~ == - ~o~ 12 + ~ 1~2

(16)

X 12 == ~TCHIH2~ == -~i2

X 1 2' == ~TCHIH2'~ == ~i

Xl'2' == ~TCHl,H2'~ == -~6

Xl'2 == ~TCHIH2~ == ~~

We have already seen at the beginning of this chapter that for v == 2 any
spinor allows us to define, at least if ~ 0 "# 0, an isotropic linear manifold of
dimension two (biplane). We have now a method of associating a bivector with
any spinor. It is easy to see that this bivector lies in this isotropic manifold.
For the present we shall verify this only for those spinors in which all compo­
nents except ~o are zero; in this case the isotropic biplane which is associated
with it has as equations

Any bivector in this biplane has all its contravariant components zero except
X 12, or what amounts to the same thing, all its covariant components zero
except X l '2" But the bivector f/2 determined by the spinor under consideration
has just this property since its only non-zero covariant component is X l '2' ==
-~5·

This result is quite general and holds for all values of 't) as we shall now
show.
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AS POLARISED ISOTROPIC v-VECTORS
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At the beginning of this chapter (Section 92), in considering isotropic
v-planes, we were led to write down a system of 2V linear equations in n vari­
ables xo, Xi, Xi', the coefficients being the 2v components of a spinoL Provided
that ~o is not zero, these equations define an isotropic v-plane if there exist
certain quadratic relations (a) and (b) between the components which suc­
cessively define the ~(l with more than two indices in terms of ~o, the ~i and the
~ij. The 2V equations in question are represented symbolically by the matrix
equation X~ = o.

106. Pure spinors and isotropic v-planes

We say that a non-zero spinor is pure if this system of equations is of rank
v + I; they then define a v-plane which must be isotropic, since, if the vector
x satisfies these equations, then

XX~ = X2~ = X 2~ = 0 which implies that x2 = o.
Conversely any isotropic v-plane can be defined by a pure spinor; this

has been shown when the equations of the v -plane do not involve a linear
relation between Xl, x 2

, •.• , xv; in this case the pure spinor associated with
the v-plane has the component ~o not equal to zero. To prove that the result
is general, it is sufficient to appeal to the following two lemmas.

LEMMA I. The transform of a pure spinor by a rotation, or a reflection, is a pure
spinor, and the v-plane associated with this latter spinor is the transform
by the rotation, or reflection, of the v-plane associated with the former.

Let ~ be a pure spinor and X a vector in the associated v-plane; as a
result of the reflection A these become the spinor ~l = A~ and the vector
Xl = -AXA; then

and since the vectors X' generate an isotropic v-plane the lemma follows.

LEMMA II. It is possible, by means of a rotation or a reversal, to transform any
isotropic v-plane into any other isotropic v-plane.

Suppose two isotropic v-planes have a p-plane in common. Let X be a
vector of the first v-plane which does not lie in the second one; this vector
cannot be orthogonal to all vectors in the second v-plane, since this would
require the (v + I)-plane which contains X and the second v-plane to be
isotropic which is impossible. Let X' be a vector in the second v-plane which
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is not orthogonal to X; then the vector X' - X is not isotropic, otherwise

(X' - X)2 = X,2 + X2 - (XX' + X'X) = -(XX' + X'X) = - 2x. x' = O.

The reflection X' - X (i.e., that in the plane perpendicular to the direction
joining the ends of the vectors X and X') leaves invariant the p-plane common
to the two given v-planes, since any vector in this p-plane is orthogonal to
X' - X; also it will transform X into X'; it thus transforms the first v-plane
into one which has a (p + I)-plane in common with the second v-plane.
On repeating the same argument several times in succession we can bring the
two given v-planes into coincidence by a number ~ v of reflections.

We can go further in the case we are dealing with when n is odd; the
coincidence can always be made by a rotation, since the subspace of vectors
orthogonal to a v-plane is a v + I plane; this cannot be isotropic, there thus
exists a non-isotropic vector normal to this v-plane and therefore a reflection
which leaves the v-plane invariant.

Let us return to our proposition. Any isotropic v-plane can be obtained
by a rotation from the v-plane XO = Xl' = ... = xv' = 0; we carry out this
rotation on a spinor whose components other than ~o are zero, then by Lemma
I we obtain a pure spinor which will be associated with the given isotropic
v-plane. We thus have the following general theorem.

THEOREM. Any isotropic v-plane can be defined in terms of a pure spinor. The
set of pure spinors is left invariant by rotations and reversals.

107. Pure spinors make all symmetric tensors, except flv ' zero

We shall now give an algebraic characterisation of pure spinors. We show that
all pure spinors annul the components of the various symmetric tensors
ffp (p "# v) which appear in the decomposition of the tensor ~(X~p.

First, this is true for pure spinors which have all components zero except
for ~o. Thus consider a symmetric tensor ~p which occurs in the expression

~Tex~;
(p)

if all the ~(X are zero except ~o, this expression equals ~6 multiplied by the
coefficient of ~o in the transformation of the component ~o by the matrix
ex, that is, by the coefficient of ~o in the transformation of the component

e:~)""" v by the matrix G)" But the transform of e12 ... v by the matrix X of a vector
only involves those components ~(X with at least v - I indices; on multiplying
by a matrix of a further vector we obtaIn an expression which only contains
those ~(X with at least v - 2 indices, and so on. Since p < v the component ~o

does not appear in the transformation of ~ 12 ... p by X.
Using this and the result (Lemma II) that any 8'Jre spinor is a transform

of a spinor of the type we have considered, the tensor ~p will also be zero for
this spinor.

We now show that the converse holds, namely, that any spinor which
annuls the symmetric tensors S-p, other than S-y, is pure. By definition, pure
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spinors are characterised by integral algebraic relations. Consider all those
relations which are quadratic. These relations are of a tensorial nature in the
sense that the right-hand sides form a tensor because they obviously form an
invariant subset under rotations and reversals. Now we know from the direct
theorem that included amongst the quadratic relations are all those obtained
by annulling the symmetric tensors g-p other than g-v' There cannot be any
others, since the relations in question are linear relations between the com­
ponents of the tensor ~;J.~p and can only be obtained (Section 34) by equating
to zero one or more of the irreducible parts of this tensor, but f/v cannot
occur amongst these parts, otherwise all the components ~(X~fJ would be zero,
from which it follows that all the ~(X would be zero, which is absurd. It follows
that the set of quadratic relations which serve to characterise pure spinors is
identical with the set obtained by annulling the symmetric tensors :Yp other
than f/v '

108. Algebraic characterisation of pure spinors

Given a spinor which annuls all the above tensors: its components satisfy
the relations (a) and (b) of Section 92.

~O~123 = ~1~23 + ~2~31 + ~3~12

which must necessarily exist between the components of a pure spinor. As
shown at the beginning of this chapter, if ~ 0 -# 0 these relations are necessary
and sufficient for the spinor to be pure; it follows that every spinor, with
component ~o -# 0, which annuls the tensors :Yp other than Y v is pure. The
result still holds if ~o = 0, for the spinor ~ has a transform for which the
component ~~ -# 0*, which also annuls the same tensors and as a result must
be pure; ~ is thus the transform of a pure spinor and must itself be pure.

THEOREM. In order that a spinor should be pure, it is necessary and sufficient
that its components annul all tensors given by the expressions

~TCX~ [p < v, v - p == 0 or 3 (mod 4)].
(p)

In spinor space, pure spinors thus form a manifold completely defined by
a set of linearly independent quadratic equations in number :L;v+ lCp , that is

2v - l(2V + 1) - 2v+ lCv'

For v = 3 there is one equation, for v = 4, 9CO+ 9C l = 10;

for v = 5, llC l + llC2 = 66, for v = 6, 13C2 + 13C3 = 364.

109. The isotropic v-vector associated with a pure spinor

We start with a pure spinor; as for all spinors, we can, by making use of the
tensor 5"v, associate a v-vector with all this spinor (Section 105). We shall show

* If all transforms of a given spinor had the component ~o zero, then the smallest subspace
which contains all of these transforms would be invariant under the group of rotations; this sub­
space is of dimension at most 2\1 - 1; this contradicts the irreducibility of spinors.
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that this v-vector is situated in the isotropic v-plane defined by the spinor.
We need only prove this for a particular pure spinor since the proof can be
extended to any pure spinor by a suitable rotation. Take the spinor with all
components, other than ~o, equal to zero. The argument used in the proof of
Lemma II shows that the only non-zero covariant component of the v-vector
corresponds to the v-vector X which is the product of the v vectors Hi" since

(v)

the Hi' are the only basis vectors which, when applied to a component ~,

reduce by one the number of its indices. It follows that the only non-zero
covariant component of the v-vector associated with the spinor is

X l '2 •... v' = ~TCHl.H2' ... Hv'~ = (-lr(v-l)/2~~;

the v-plane spanned by this v-vector has as its equations

XO = Xl' = x 2 ' = ... = Xv' = 0;

this is the isotropic v-plane of the spinor we are considering.
An important consequence follows from this. Any pure spinor can be

defined in a definite manner as a polarised isotropic v-vector. Given an iso­
tropic v-vector the components of the spinor are determined (apart from a
general change of sign) by the expressions for the tensor ffv; for v= 2 these
are the expressions (16) already given (Section 105).

It is obvious that any spinor can be taken, in an infinity of ways, as a
sum of pure spinors; this provides a geometric interpretation of these more
general spinors.

It is interesting to note that the idea of a spinor can be based on that of a
vector, and conversely that the notion of a vector can be deduced from that of a
spinor; at least we can form from a pure spinor an isotropic v-vector, then a
general v-vector can be defined as the sum of isotropic v-vectors, and a vector
as a common element of a family of v-vectors which satisfy certain conditions.

110. Intersection of two isotropic v-planes

We use the notation [~] for the isotropic v-plane determined by the pure
spinor ~. The intersection of two isotropic v-planes [~] and [~'] is an isotropic
p-plane where p can vary from 0, when the two v-planes have no direction in
common, to v when they coincide.

There exists at least one non-isotropic vector perpendicular to both of
the v-planes; thus the space of perpendiculars to these two v-planes is given
by 2v - p independent linear equations; and is therefore a (p + l)-plane
which must contain the p-plane common to the two v-planes; there must then
exist a direction perpendicular to the two v-planes which does lie in their
common p-plane. This direction is not isotropic, since if it were, the (v + 1)­
plane defined by it and either of the isotropic v-planes would also be isotropic
and this is impossible; since it is not isotropic it cannot be in the (2v - p)­
plane formed by the two isotropic v-planes and to which it is perpendicular.

It is always possible by a suitable rotation to take the unit vector in this
direction as Ho, and to take the v-plane [~'] as that spanned by H b H 2 , •.. , Hl';
and we may also assume that the p-plane common to the two isotropic
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v-planes is spanned by HI' H 2, ... , Hp • Any vector in the v-plane [~] must
be a linear combination of HI' H 2 ... , H p , HI" H 2 ,,··., Hp" H p + l """ Hv'~

but since it is orthogonal to HI' HI' cannot occur in this combination, simi­
larly for H 2 " ••• H p" It follows that we can span the v-plane [~] by v vectors

where*

K v = H v' + a(v_p)H p + 1 + ... + a(V-p)(v-p)Hvo

It can be seen that the scalar products of different pairs of the vectors

are the same as those of the vectors

They thus form a frame of reference equivalent to that of the co-ordinate
frame of reference; it is thus possible by a rotation or reversal to bring the
two given v-planes into coincidence with the v-planes

[H 1 H 2 ... HpH p + 1 ... Hv] and [H 1 H 2 ··· HpH(p+ 1)' ... Hv']'

which have as their respective sets of equations

XO = Xl' = x 2' = = x P' = x(P+ 1)' = = xv' = 0,

XO = Xl' = x 2 ' = = xP' ~ x p + 1 = = XV = O.

The pure spinors ~' and ~, corresponding to these v-planes, are that
spinor with all the components except ~o zero and that spinor with all the
components except ~(p+ 1) (p+ 2) ... V zero; to see the latter result note that tRe
equalities

Hl~ = ... = Hp~ = 0, H(p+l)'~ = ... = Hv'~ = 0

show that all those ~~ which contain one of the indices 1, 2, ... , p are zero, as
are all those which do not contain anyone of the indices p + 1, p + 2, ... , v;
there remains, therefore, only the component ~(p+ 1) (p+ 2) ... v·

111. Condition for the intersection of two isotropic v-planes to be of dimension p

The result obtained in the preceding section enables us to find immediately
the necessary and sufficient condition for the intersection of two isotropic v­
planes [~] and [~'] to be of dimension p. Thus if this intersection is of p dimen­
sions all of the tensors flO'.?I1, ••• ,.?Ip _ 1 defined by the pair of spinors ~

and ~' are zero, this need only be proved for the two v-planes determined
above. Ifwe form the quantity ~'Tex~, where X is an arbitrary q-vector (q < p),

(q) (q)

this quantity is the -product of ~~~(p+ 1) ... v by the coefficient of ~(p+ l)(p+ 2) .... v

in the transform of ~o by the matrix ex, or in the transform of ~ 12 .... v by the
(q)

• The coefficients aij are not arbitrary.
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matrix X. But X is a sum of products of q matrices Ha , and as the operation
(q) (q)

H a applied to a component ~fJ reduces the number of simple indices of this
component by at most one, the effect of the operation X, applied to the com­

(q)

ponent ~12 ... v, gives an expression in which the component ~(p+l) .... v cannot
occur. This proves the proposition.

Conversely the tensor defined by the quantity .?7p is not zero, since on
taking X = H 1 ,H 2 , ••• Hp" the result is ±~~~(p+l) ... v; we also see that the

(p)

p-vector !Tp is in the p-plane common to the two v-planes.
From this there follows the theorem:

THEOREM. For the intersection of the two isotropic v-planes [~] and [~'] to be of
dimension p it is necessary and sufficient that the tensors ffq (q-vector or
(n - q)-vector) defined by the pair of spinors ~, ~' should be zero for
q = 0, 1, ... ,p - 1, but the tensor Y p should be non-zero.

For example, for two isotropic v-planes to have at least one direction in
common it is necessary and sufficient that

~TC~' == ~O~'12 ... v - ~ 1~~ ... v - ••• - ~ 12~3 ... v + ... + (-1r(v+ 1)/2~12 .•.v~~ = 0;

that is, that the two pure spinors ~ and ~' are conjugate with respect to the
fundamental polar.

We add the following note. If the tensor ffq is zero, then so are the
tensors .?fq _ 1, ... ,.?fo. We can, as is always permissible, restrict the proof to
the case where one of the v-planes is associated with a pure spinor ~' which has
all its components except ~o zero. On examining the condition that the
quantity ~'TCX~ is identically zero, we find by taking successively

(q)

X = Hi ,Hi' ... Hi "
(q) 1 2 q

X = HoHil,Hi2' ... Hi -1',
(q) q

X = H i1 ,Hi2 , ... Hiq_2,(Hiq_lHiq_l' - Hiq_l,Hiq_)'
(q)

that all the components of ~ which have v - q simple indices, v - q + 1
simple indices, v - q + 2 simple indices etc., are zero. It follows that
~TCX~ is identically zero.

(q-l)

v. CASE OF REAL EUCLIDEAN SPACE

We consider the group of real rotations and reversals. The above expres­
sion for the fundamental form can be used if we take XO to be real, and the
co-ordinates Xi and Xi' to be complex conjugates. Every rotation is again the
product of an even number ~ 2v of reflections associated with real unit vectors
A; every reversal is the product of an odd number of such reflections.
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112. Conjugate vectors and p -vectors

The set of basis vectors eo, ei , ei , has the first vector real, and the others pairs
of complex conjugates. We note that the corresponding matrices H o, Hi' Hi'
have the property that the two matrices which correspond to two complex
conjugate basis vectors are transposes of each other. It follows that if we
consider the matrices X and Y of two complex conjugate vectors, we have

X = xOHo + xiH i + xi'Hi,

Y = xOHo + xiHT + xiH~

i.e.,

In particular the matrix of a real vector is Hermitian: X = XT
•

If we pass from vectors to p-vectors, we see that the p-vector conjugate
to X is ( _1)p(P-l)/2X T • A real p-vector has thus a Hermitian matrix if p == 0 or

(p) p

1 (mod 4), skew-Hermitian if p == 2 or 3 (mod 4).

113. Conjugate spinors

It is important to know how to recognise when two spinors may be regarded
as conjugate. If they are pure spinors, they must be derived from two complex
conjugate isotropic v-vectors. If ~ is a pure spinor, and X a vector in the iso­
tropic v-plane it defines, then X~ = O. Let ~' be one of the pure spinors which
define the conjugate v-plane, and X' be the vector conjugate to X, then

X'~' == XT~' = 0;

by applying the formula (13) (Section 101) it follows that

CXT~' == (-ltXC~' = 0;

since X~ = 0, it is reasonable to put C~' = m~ or ~' = mC~.

To justify this formula and to find the value to be assigned to m, consider
the isotropic v-vector associated with ~; it is defined by the expression

~TCX~ ;
(v)

replace the v-vector X by its conjugate, and ~ by ~' ; this must yield an expres­
(v)

sion which is the complex conjugate of the previous one. By using formula
(15) of Section 101 we see that

(_1)v(V-l)/2m2~TCTCXTC~= ~TCX~;

(v) (v)

noting that the right hand side equals its transpose, and taking (14) into account,

(-It(V -1)/2m2~TXTC~= ~TXTCT~,

(v) (v)

i.e.,
m2 = (_I)V(V-1)/2CTC- 1 = (_I)[v(V-1)/2]+[\I(V+ 1)/2] = (-tt.



100 v. SPINORS IN THE SPACE E2v + 1

We thus have the following consistent convention:
The conjugate of a spinor ~ is the spinor i"C~.

Note that the conjugate of the conjugate of ~ is the spinor
C2~ = (- 1)"(" + 1)/2~. The passage from a spinor to its conjugate defines an
anti-involution in the space of spinors; it is of the first type if v == 0 or - 1
(mod 4), of the second type if v == 1 or 2 (mod 4). If the first case there exists a
real domain in the space of spinors formed by those spinors which are equal
to their conjugates. For v = 3, the real spinors are those for which ~ = - iC~;

this gives the equations

114. The tensor ~(%~P

The spinor conjugate to a given spinor does not transform exactly as a spinor
does under reversals. In fact, under a real reflection A which transforms ~

into A~ the conjugate spinor is transformed into

i"cA~ = i"CAT~ = (- 1)"A(i"C~).

If v is even, C~ thus transforms in exactly the same way as a spinor ; but if v
is odd, this only holds for rotations, not for reversals.

A decomposition of the tensor ~(%~p by means of p-vectors is provided
by the decomposition of the tensor ~(X~P where we replace the spinor ~' by the
conjugate of the spinor ~. Thus, consider the expression

~'TCX~ = i"~TCTCX~ = i"~TX~.
(p) (p) (p)

Under a real reflection A this expression is reproduced multiplied by
( - 1)" - p • (-1)P; this latter factor comes from the fact that the spinor conjugate
to ~ gives rise to a p-vector or an (n - p)-vector according to whether p is even
or odd.

The tensor ~(X~p thus decomposes into v + 1 irreducible tensors which are
(2q)-vectors. In particular for p = 0, we have (on omitting the constant
facto r i") the scalar

It is important to note that the (2q)-vectors thus obtained are all real.
To show this we need only show that if the p-vector X is real, the expres­

(p)

sion ~TX~ is real or pure imaginary, since in this case the components of the
(p)

p-vector or the (n - p)-vector will be, to within a factor, real quantities. Now
the complex conjugate of ~TX~ is

~TX~ = ~TXT~ = (- 1)p(p-l)/2 ~TX~ as required.
(p) (p) (p)

To obtain real components for the multivector determined by two conjugate
spinors, we need only to start from the expression

iP(p - 1)/2eTXc;.
(p)
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115. Example v = 2

For v = 2 the tensor ~12~P decomposes into three irreducible tensors:

(i) The scalar ~o~o + ~1~1 + ~2~2 + ~12~12;
(ii) The four-vector given by

~TX~ = xO~THo~ + X1~TH1~ + X2~TH2~ + X1'~TH1'~ + X2'~TH2'~

= xO(~o~o - ~1~1 - ~2~2 + ~12~12) + X'(~l~O - ~12~2)

+ X2(~2~0 + ~12~1) + x~'(~0~1 - ~2~12) + X2'(~0~2 + ~1~12);

its contravariant components are

101

(17)

X
11

'22' = ~o~o - ~1~1 - ~2~2 + ~12~12 }

X
01

'22' = - ~1~0 + ~12~2 X
0122

' = ~0~1 - ~2~12

011'2' - - 011'2 - -
x = - ~2~0 - ~12~1 X = ~0~2 + ~1~12 •

(iii) The bivector given by i~TX~ of which the ten covariant components
are (2)

X 01 = i~THoH1~ = i(~l~O + ~12~2)'

X01' = i~THoH1'~ = -i(eO~l + ~2~12)'

X 0 2 = i~THoH2~ = i(~2~0 - e12~1)'

X 0 2' = i~THoH2'~ = -i(~0~2 - ~1~12)'

X 12 = i~TH1H2~ = ie12~O' X 1'2' = i~TH1,H2'~ = -i~0~12' (18)

X 12' = i~TH1H2'~ = -i~1~2' X 1'2 = i~TH1,H2~ = i~2~1'

The measure of the four-vector and that of the bivector are both, to
within a factor, equal to eo~o + ~1~1 + ~2~2 + ~12~12'

VI. CASE OF PSEUDO-EUCLIDEAN SPACE

116. The matrices I and J

We can assume that the fundamental form is reducible to a sum of n - h
positive squares and h .negative squares, h ~ v. We can keep the expression
for the fundamental form already considered by assuming that the co-ordi­
nates

(v-h+ 1)' v'
X 'ooo,x
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i=v-h

are real and that the co-ordinates Xi and xi'(i = 1,2, ... , v - h) are complex
conjugates. The vector

X = xOHo + x'H I + ... + xVH v + x 1'H v' + ... + xV'Hv'

will then have as its conjugate the vector

j=v

Y = xOHo + L (xiHi' + xi'Hi) + L (xjH j + xj'Hj').
i=1 j=v-h+l

In order to pass from X to Y we introduce the two matrices

I = (HI - HI')··· (H v - h - H(v-h»),

J = (H v - h + 1 - H(v-h+ 1)')· •• (Hv x H v')'

which are analogues of C. We have

(19)

(20)

IJ = C,

12 = (- l)h \' - 2)( v - h + 1)]/2, J2 = (_1)h(h+ 1)/2
(21)

From these results a simple calculation similar to that carried out using the
matrix C leads to the following theorem.

THEOREM. The vector Y conjugate to the vector X is given by the relation

Y = (-It- hIXI- 1 = (_I)V- hIXI T = (-lr- hI TXI.

More generally, the p-vector Y conjugate to the p-vector X is
(p) (p)

Y = (-1)p(v -h)IXI T •

(p) (p)

In the case h = 0 the previous results are easily obtained on noting that
here I = C.

A vector X is real, that is, the matrix X represents a real vector if

X = (-It- hI T XI = (_I)V- hIXI T
•

117. Conjugate spinors

A similar argument to that given above leads us to define the conjugate of a
spinor ~ as the spinor

~' = iV- hl~.

We verify that if in the expression

~TCX~
(v)

the v-vector X is replaced by its conjugate, and the spinor ~ by its conjugate,
(v)

the complex- conjugate of the original expression is obtained. We must replace
X by (_I)v(1-h)IXI T and ~ by iV-hI~; the expression becomes
(v) (v)

( _1)(V -1)h~TITCIXITI~ = (-1)(v -1)h~JIX~ = ~TCX~,
(v) (v) (v)

which is certainly the complex conjugate of the original expression.
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The passage from a spinor to its conjugate defines, in the space of spinors,
an anti-involution which is of the first type if 12 = 1, that is if v - h == 0 or
-1 (mod 4); it is of the second type if v - h == 1 or 2 (mod 4). In the first case
there exists a real domain in the space of spinors to which belong those
spinors which are equal to their conjugates.

The conjugate of a spinor transforms as a spinor under a reversal if h
is of the same parity as v.

118. The tensor product of two conjugate spinors

The product ~a~P of two conjugate spinors is a tensor which can be decomposed
into irreducible tensors by replacing ~' by the conjugate of ~ in the tensors !7p •

We thus have to consider the expressions

~TITCX~ = ~TJX~.
(p) (p)

Before discussing the nature of these tensors it is important to specify
under which group we consider them.

We recall (Section 12) that the group of linear substitutions which leave
the fundamental form invariant splits up into four distinct connected families:

(i) Proper rotations which result from an even number of space-reflections
and an even number of time-reflections.

(ii) Improper rotations which result from an odd number of space­
reflections and an odd number of time-reflections.

(iii) Proper reversals which result from an odd number of space-reflections
and even number of time-reflections.

(iv) Improper reversals which result from an even number of space­
reflections and an odd number of time-reflections.

A space reflection is associated with a real space-like unit vector
A (A 2 = 1); its effect on a vector X is given by the operation - AXA, and on a
spinor ~ by the operation A~. A time reflection is associated with a real
time-like unit vector A (A2 = -1); its effect on a vector X is given by the
operation AXA = - AXA - 1, and on a spinor ~ by the operation iA~.

The group of proper rotations and proper reversals is characterised by the
property of leaving invariant the direction of time (of h dimensions).

Under a space reflection A the expression ~TJX~ is reproduced multiplied
(p)

by (_I)P-h, whilst, under a time reflection, it is reproduced multiplied by
(_I)P-h+ 1.

It follows from this that under the group of proper and improper rotations
and reversals the irreducible tensors into which the tensor ~a~P decomposes are
not multivectors.

If on the other hand we restrict ourselves to the group of proper rotations
and proper reversals which leave unaltered the direction of time, these tensors
are equivalent to multivectors. The expression ~TJX~ is reproduced under a

(p)

proper rotation, and is multiplied by (_I)P-h under a proper reversal. It
follows that it defines a p-vector or an (n - p)-vector according to whether
p is of the same or opposite parity to h.
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It can be shown, as in the case of a positive definite fundamental form,
that the q-vectors thus generated by two conjugate spinors are real.

119. The h-vector generated by two conjugate spinors

A particularly interesting case is that for which p = h; the expression

~TJX~
(h)

generates an h-vector. The time-like component of this h-vector is obtained
when X is replaced by the h-vector formed from the h time-like basis vectors,

(h)

namely H u - h + 1 - H(u-h+l)', ... ' H v - H v': the time-like component is thus

~TJ2~ = (_l)h(h + 1)/2 ~T~;

it is, except perhaps for the sign, equal to the sum of the squares of the moduli
of the 2V components of the spinor*.

We can deduce from this an important property, which has an application
in Quantum Mechanics. If the h-vector generated by two conjugate spinors is
simple, the h-plane which contains it does not contain any space-like vector.
Assume that it does contain one; it is possible by a rotation to arrange that this
space-like vector has all its time components zero. Let ~' be the spinor which
results from ~ under this rotation: the h-vector which results from the given
h-vector under the same rotation will have its time-like component zero, since
one of the vectors from which we can form it has all its time components zero;
but this is impossible since this time-like component must be the sum of the
squares of the moduli of the components of ~'.

The preceding conclusion is obviously only valid if the h-vector is simple.
It is interesting to carry out the calculation when v = h = 2. The components
of the bivector determined by two conjugate spinors are (note that J = C);

X01 == ~TCHoHl~ = -(~1~12 + ~12~1)'

X 01 ' == ~TCHoHl~ = -(~0~2 + ~2~0)'

X 02 == ~TCHoH2~ = -(~2~12 + ~12~2)'1

X0 2' == ~lCHoH2'~ = ~0~1 + ~ 1~0'

X12 = ~TCHIH2~ = -~12~12' X 1'2' = ~TCHl,H2'~ = ~2~2'

X12' = ~TCHIH2'~ = ~l~h Xl'2 = ~TCHl,H2~ = ~2~2'

XII' == !~TC(HIHl' - Hl,Hl)~ = -!(~0~12 + ~1~2 + ~2~1 + ~12~0)'

X22' = !~TC(H2H2' - H2,H2)~ = -!(~0~12 - ~1~2 - ~2~1 + ~12~0)·

(22)

The calculation shows that the bivector is simple when the scalar ~TC~

is zero, or, by the result of Section Ill, when the conjugate isotropic biplanes
[~] and [~'] have a direction in common. It is thus true in particular if these two

* Cf. R. Brauer and H. Weyl. "Spinors in n dimensions, Am. J. Math., 57, 1935, p. 447.
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biplanes coincide, which by the same theorem will be the case when the
tensor ff1, provided by the quantity ~TCX~, is zero: in this case the bivector
(equations 22) is nothing else but the isotropic bivector associated with a
pure spinor ~.



CHAPTER VI

SPINORS IN THE SPACE E2v

I. ISOTROPIC v-PLANES AND SEMI-SPINORS

120. Isotropic v-planes

We can pass from a space E2v + 1 to a space E2v by taking X
o = 0 in the former

space. We thus take as fundamental form

F = XlX l ' + X 2X 2' + ... + xVxv '.

In a space E2v isotropic manifolds are of at most v dimensions; thus the mani­
fold orthogonal to an isotropic p-plane is of dimension n - p, and since it
must contain the p-plane, it is necessary that n - p ~ p, p ~ v. Also any
isotropic v-plane in the space E2v can be regarded as an isotropic v-plane in
the space E2v + 1 of which the former space is a hyperplane section, i.e., as a
v-plane orthogonal to Hoe The components of the pure spinor e associated
with this v-plane in the space E2v + 1 must thus satisfy a relation of the form

(m is a scalar)

form which, on multiplying by H o,

e= m2e,
If m = 1 it follows from this that all those ea with an odd number of

indices are zero; if m = -1, all those ea with an even number of indices are
zero. Conversely, if a pure spinor in the space E2v + 1 has the property that all
its components with an even (odd) number of indices are zero, then the
associated v-plane is in the space E2v , since then Hoe = - ~(Hoe = ~), which
proves that the v-plane is invariant under the reflection Hoe
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121. Semi-spinors

We shall use the name ""semi-spinor" in the space E2v for a system of 2V

numbers ~a of which all those components with an odd (even) number of
indices are zero. There are two types, semi-spinors of the first type (which we
shall denote by qJ) with an even number of indices, and semi-spinors of the
second type (which we shall denote by tjI) with an odd number of indices.
Under a reflection in the space E2v , the two types of semi-spinor are inter­
changed: this follows from the fact that the effect of the operations Hi and
Hi' on a spinor in E2v + 1 is to transform each component ea with an even
number of indices into a component with an odd number of indices and
vice versa. A rotation, therefore, transforms semi-spinors of each type amongst
themselves. In particular the two families of isotropic v-planes in E2v are
transformed one into the other by a reversal, and transformed each into itself
by a rotation.

122. Pure semi-spinors defined as polarised isotropic v-vectors

Returning to the space E2v + l' we see that a pure semi-spinor, qJ for example,
can be regarded as a polarised isotropic v-vector of that space, namely, that
determined by the quantity qJ TexqJ, where X is an arbitrary v-vector in
E

(v) (v)

2v + l'

It is easy to show that, in general, any p-vector in the space E2v + 1 can be
put into the form X + X Ho, where X is a p-vector, and X a (p - 1)-

(p) (p-l) (p) (p- 1)

vector, both in the space E2v ' The quantity qJTCXqJ can thus be written as
(N.B. HoqJ = qJ): (v)

where X and X belong to E2v ' But we have shown, in Section 107, that the
(v) (v-1)

second term on the right-hand side is identically zero. The quantity qJ TCXqJ,
(v)

where the v-vector X is an arbitrary v-vector in E2v , thus defines an isotropic
(v)

v-vector in E 2v of which the components are quadratic forms in the compo-
nents of the pure semi-spinor qJ; conversely the latter can be regarded as this
polarised isotropic v-vector.

123. Conditions for a semi-spinor to be pure

In order that a semi-spinor should be pure, it is necessary and sufficient
(Section 107) that it makes each of the tensors (p TCX(p zero, where p < v (a

(p)

certain number of these tensors are identically zero). In this expression X
(p)

denotes an arbitrary p-vector in E2v + l' but the remarks made above show that
we can confine ourselves to p-vectors in E2v ' We know (Section 104) that the
quantity is identically iero if v - p =1 or 2 (mod 4). Also it is identically zero
if v - p is odd; in fact the matrix ex is the sum of products of v + p matrices

'. (p)

H, and H", and the effect of each of these matrices applied to a spinor is to
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change the parity of the number of indices of each of the components; thus if
v + p (or v - p) is odd the matrix ex changes the parity of the number of

(p)

indices in the semi-spinor qJ and thus makes the tensor zero. There remain for
consideration only those values of p less than v which differ from v by a mul­
tiple of 4.

THEOREM. In order that a semi-spinor be pure, it is necessary and sufficient
that its components make identically zero all the quantities ~TeXe, where X

(p) (p)

denotes an arbitrary p-vector in E2v ; P takes all those values less than v
which are congruent to v (mod 4).

In the 2V
- 1 dimensional space of semi-spinors of a given type, the pure

semi-spinors form a set completely defined by a system of quadratic equations.
A simple calculation shows that the number of linearly independent such
equations is

this number is zero for v = 1, 2, and 3, one for v = 4, 10 for v = 5, 66 for
v = 6, and 364 for v = 7*.

For v = 4, the relation is

~O~1234 - ~12~34 - ~23e14 - ~31e24 = 0 (semi-spinors of the first type), (1)

~ 1~234 - ~2~ 134 + ~3~ 124 - ~4e 123 = 0 (semi-spinors of the second type). (2)

124. Intersection of two isotropic v-planes

The argument of Section 110 shows that in the space E2v two isotropic v-planes
[e], [e'l can always by a rotation or a reversal be reduced to the v-planes
associated with a spinor ~' which has all its components other than ~o zero, and
a spinor ~ which has all its components other than ~(p+ 1)(p+ 2) ... v zero; these
two v-planes have a p dimensional intersection. We note that the semi-spinor
e' is of the first type; and that the semi-spinor ~ is of the first type if v - p is
even, or of the second type if v - p is odd. We thus have the

THEOREM. The intersection of two isotropic v-planes is a p-plane of which the
dimension is of the same parity as v if the two v-planes are of the same type,
or of different parity if the two v-planes are of different types.

In order that two isotropic v-planes of the same type, [qJ] and [qJ/] for
example, should have their intersection of dimension p, of the same parity
as v, it is necessary and sufficient that the quantities qJ TeXqJ (q = p - 2,

(q)

p - 4, ...) be zero, and that the quantity cp TeXqJ should not be zero: the
(p)

p-vector determined by this latter quantity is thus isotropic and is situated
in the p-plane of intersection of the given v-planes.

* It can easily be verified that this number equals the number of linearly independent quad­
ratic equations which define pure spinors in the space E2,,- 1; these spinors also have 2"-1 com­
ponents (Section 108).
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1n order that two isotropic v-planes of different types, [qJ] and [t/!],
should have their intersection of dimension p, of d~trerent parity to v_ it is
necessary and sufficient that the quantities qJTCXt/! (q = p - 2, p - 4, ...)

(q)

be zero, and that the quantity qJ TCXt/! should not be zero: the p-vector
(p)

determined by this latter quantity is then isotropic and is situated in the
p-plane of intersection of the given v-planes.

All of these results are immediate consequences of the theorem of Section
111. As in the case of the space E2l' + 1, if the quantity qJ TCXqJ (p of the same

(p)

parity as v) or qJ TCXt/! (p of different parity from v) vanishes identically, then
(p)

the analogous quantities where p is replaced by p - 2, p - 4, ... are also
identically zero.

For example, for v = 3, two distinct isotropic triplanes of the same type
have one direction in common, two isotropic triplanes of different types either
have no direction in common or a biplane in common; the latter will be the
case if

e°~ 1 23 - e1~ 2 3 - ~ 2 ~ 3 1 - e3 ~ 12 = 0,

where eo, e23' ~31' e12 are the components of the semi-spinor associated with
the first triplane; ~ h ~2' e3' e123 those of the semi-spinor associated with the
second.

For v = 4 two isotropic 4-planes of different types have one direction or a
triplane in common; the latter will be the case if the quantity qJ TCXt/! is
identically zero; this gives eight conditions of which it is sufficient to write
down the two following:

e1234~1 - ~12~134 + ~13e124 - e14e123 = 0,

~O~234 - ~23e4 + ~24e3 - e34~2 = 0;

the ewith an even number of indices and the ewith an odd number of indices
are respectively the components of the semi-spinors associated with the two
given isotropic 4-planes. The components of each of these semi-spinors are
naturally subject to the relation which characterises pure semi-spinors, namely
equation (1) for the first type, equation (2) for the second type (Section 123).

II. MATRICES ASSOCIATED WITH p-VECTORS.
REPRESENTATION OF ROTATIONS AND REVERSALS

125. Structure of the X matrices
(p)

The matrix X associated with a p-vector in the space E 2 l' has a special structure.
(p)

We arrange the rows and columns of the matrices so that those with compound
indices with an even number of simple indices come before those with com­
pound indices with an odd number of simple indices. Since XO is here replaced
by zero, the only non-zero elements of the matrix X associated with a vector
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are those for which the ordinal compound index of the row has one more, or
one less, simple index than the ordinal compound index of the column. This
matrix X must therefore be of the type

X = (: ~),
where each of the four blocks is a matrix of degree 2V

- 1. The matrix associated
with a p-vector, being the sum of products of p matrices associated with
vectors, will thus be of one of the forms*

~ = (~ ~) or ~ = (~ ~),
(p) (p)

depending upon whether p is even or odd. In particular the matrix C, which is
the product of v matrices associated with vectors, has diagonal blocks if v is
odd; the opposite holds if v is even.

126. Effect of a reflection on a spinor

Let A be a unit vector of E2v ' We know, from the discussions of the preceding
chapter, that the effect of the reflection associated with A on a pure semi­
spinor qJ can be defined by either

qJ' = AqJ or qJ' = - AqJ ;

the same is true for a pure semi-spinor t/J. This being so, two conventions are
possible, both compatible with the preceding conditions.

(i) We can associate with any reflection A = (~ :) operating on a

spinor (;) ~he two operations

t/J' = f3qJ

t/J' = - f3qJ

or ~'= A~

or ~'= -A~;

(ii) We can on the contrary associate with it the two operations

where we write

t/J' = - f3qJ

t/J' = f3qJ

(
-1

K=
o

or ~'= AK~

or ~'= -AK~

The two conventions are equally legitimate; the first is more natural: it has
the advantage of giving the same conventions in the space E 2v + 1 and in the

* The matrix H which will always be accompanied by the matrix S, must not be confused
(p) (p)

with the matrices Hi, Hi of the basis vectors of the space. The former are of degree 2v
-1, the

latter of degree 2V
•



129. DECOMPOSITION OF MATRICES OF DEGREE 2\1 III

space E2 \1 which is contained in it. From certain points of view the second
convention introduces simplifications.

127. The two groups of rotations and reversals operating on spinors

Whichever convention we make, we have in the same set of matrices repre­
sentations of rotations operating on spinors, namely e' = Se where S is a
product of an even number ~ 2v of unit vectors.

The first convention gives for reversals the operations

A being a unit vector fixed once for all; the second convention gives, for the
same reversal, the operation

It is easy to see that the two mixed groups (of rotations and reversals) thus
defined are distinct and do not have the same structure; the product of two
reversals SA and SA' is not the same as that of the two reversals SAK and
SA'K; for example

AKA'K = - AA' and not AA'.

Considered as operating on vectors these groups are of course identical.
We shall in what follows adopt the first, more natural, convention. We

merely note the property of the matrix K of anticommuting with any vector.

128. Irreducibility of spinors and semi-spinors

The arguments of Section 100 show that spinors are irreducible with respect to
the group of rotations and reversals (defined in either way) and under the
group of rotations decompose into two irreducible parts, which are the two
types of semi-spinor.

129. Decomposition of matrices of degree 2\1 into sunis of p-vectors

The elements of the matrix X associated with a p-vector are linear combina-
(p)

tions of the ncp components of this p-vector and it is clear that they are not all
identically zero. Since p-vectors are irreducible with respect to the group of
rotations and reversals, and since the elements of X transform linearly amongst

(p)

themselves under the elements of this group, it follows that there are ncp

independent elements. Thus the matrices associated with two distinct X-
(p)

vectors are distinct. It can be shown as in Section 98 that from an arbitrary
matrix of degree 2\1 it is possible to obtain a scalar, a vector, ... , an n-vector,
and that irreducible tensors are not equivalent amongst themselves under the
group of rotations and reversals. None of these irreducible tensors is identically
zero and as the sum of their degrees is

1 + "C1 + "C2 + ... "C" = 2" = 22\1,
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which equals the number of elements in the matrix under consideration, we
have the

THEOREM. Any matrix of degree 2V can be regarded in one and only one way
as the sum oj' a scalar, a vector, a bivector, etc. ... , and an n-vector in the
space of 2v dimensions.

Here, again, with a different interpretation, we have the Clifford Algebra.
It is interesting to see the structure of the matrix associated with an n­

vector of E 2v : it is identical with the matrix associated in the space E 2v + 1 with

the vector perpendicular to E 2v , and is consequently of the form (m 0).
o -m

( 0)
:::a~:i::~a~:t:i:efl(e~t:~n ~n) .the origin is represented by the matrix 0 _i~

o i V

130. The structure of the matrices X
(v)

Under a rotation the elements of each of the matrices S, H which form a
(p) (p)

matrix X (Section 125) undergo a linear substitution. If p =1= v, the p-vector is
(p)

irreducible with respect to the group of rotations; it follows that the elements
of each of the matrices S, H are linearly independent combinations of the

(p) (p)

ncp components of the p-vector represented by X.
(p)

The argument fails if p = v; a v-vector decomposes under the group of
rotations into two irreducible non-equivalent tensors, namely the semi-v­
vectors (Section 49); the elements of one of the matrices S will be either linear-

(v)

ly independent combinations of the 2vCv components of the v-vector, or
linearly independent combinations of the t 2vc v components of one of the
semi-v-vectors into which the given v-vector decomposes. To show that the
second possibility holds, it is sufficient to show the existence of a v-vector for
which the matrix H is identically zero, and of a v-vector for which the matrix

(v)

S is identically zero. For example, the v-vector H 1H 2 ... H vis represented by a
(v)

matrix which, when it operates on a spinor, annuls all the components except
eo which is transformed into ~ 12 ...v ; thus the matrix lias only one non-zero
row, the row labelled by the suffix 0; it follows that the matrix H is identically

(v)

zero; the v-vector under consideration, which is isotropic, decomposes into two
semi-v-vectors of which one is identically zero. In the same way the matrix
H 1H 2 ... H v- 1H v' annuls all the components ~(1 of a spinor, except ev which
it transforms into ( _1)V-1 ~ 12 ... (v-1); the only row of this matrix which is not
identically zero is the row v; this implies that the component E of this matrix
is identically zero. (v)

Since any isotropic v-sector can, by means of a rotation, be reduced to a
multiple of one of the two preceding v-vectors, it can be seen that the matrices
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associated with isotropic v-vectors of the first type have the component H
(v)

identically zero, and the matrices associated with isotropic v-vectors of the
second type have the component =: identically zero; these v-vectors are really

(v)

particular cases of semi-v-vectors.
To sum up, any p-vector (p =f:: v) can be associated in two different ways

with a matrix of degree 2v
- 1 (either =: or H), and any semi-v-vector can be

(p) (p)

associated with a definite matrix of degree 2v
-1 (3 for semi-v-vectors of the

(v)

first type, H for the others).
(\I)

III. THE DECOMPOSITION OF THE PRODUCT OF TWO
SPINORS

131. Decomposition with respect to the group of rotations and reversals

The product ecx~p of two spinors can be decomposed by considering the
n + 1 quantities .

(p = 0, 1, 2, ... , n).

Under the reflection associated with a unit vector A, this quantity is reproduced
multiplied by (- 1t -P; it defines, therefore, as in E 2v + b a p-vector or an
(n - p)-vector, according to whether v - p is even or odd.

From this we deduce the

THEOREM. The product of two spinors is completely reducible with respect to
the group ofrotations and reversals and decomposes into a scalar, a vector,
a bivector, etc., ... , an n-vector.

The conclusion rests on the fact that the total number, 22v
, of products

~cx~p equals the sum of the degrees of the non-equivalent irreducible tensors
found.

As in Section 104, it can be shown that the p-vectors obtained are sym­
metric with respect to the two spinors ~ and e' if v - p == 0 or 3 (mod 4),
antisymmetric if v - p == 1 or 2 (mod 4). By making the two spinors the same,
the symmetric tensors yield the decomposition of the tensor ~cx~fJ. For v = 2
this gives a vector and a bivector; for v = 3 this gives a six-vector, a tri­
vector, and a bivector.

132. Decomposition of the product of two semi-spinors with respect to the group of rotations

Let us take first the product of two semi-spinors of the same type, for example qJ

and qJ'. The quantity qJ TCXqJ', where qJ is the matrix (b) with 2V rows and 1
(p)

column, is different from zero only if v + p is even. Thus by giving to p values
of the same and different parities to v, we obtain tensors irreducible with
respect to the group of rotations; where only the (v - 2p)-vectors are not zero.
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Finally by giving p the value v, we obtain a semi-v-vector of the first or of the
second type: if v is even the matrix =: operates, if v is odd the matrix H
operates. (v) (v)

The total number of components of the non-equivalent irreducible
tensors thus obtained from the tensor qJciP'p equals half the sum

... + "Cv - 4 + "Cv - 2 + "Cv + "C\I+2 + "Cv+ 4 + ... = t2 ft = 22v
-

1

i.e., 22v
- 2 which is the number of products qJCJ.qJp.

THEOREM. The product of two semi-spinors of the same type decomposes, with
respect to the group of rotations, into a semi-v-vector~ a (v - 2)-vector,
a (v - 4)-vector, etc.

Note that the product of two semi-spinors of the same given type is not
equivalent to the product of two semi-spinors of the other type; the semi-v­
vectors of different types are not eqltlivalent.

Let us now take the product qJCJ.l/J p of two semi-spinors of different types.
It is necessary for this to consider the quantities eTCX~', where e denotes the

(p)

matrix (j) and e' the matrix (~), and where p is of different parity from v. Thus
from the given product tensor we can obtain a (v - I)-vector, a (v - 3)­
vector, etc., tensors which are not equivalent amongst themselves. The total
number of their components is again 22v

- 2, equal to the number of products
qJCJ.l/Jp, which gives the

THEOREM. The product of two semi-spinors o.f different types decomposes, with
respect to the group of rotations, into a (v - I)-vector, a (v - 3)-vector,
etc.

133. Decomposition of the tensors qJa.qJp and t/Ja.t/Jp

It is necessary to take those p-vectors in the preceding decomposition which
are symmetric with respect to the two semi-spinors qJ, qJ' or l/J, l/J'. This gives the

THEOREM. The tensor qJCJ.qJp decomposes, with respect to the group of rotations,
into a semi-v-vector, a (v - 4)-vector, a (v - 8)-vector, etc. The same
result holds for l/J CJ.l/J p.

For v = 2 this gives a semi-bivector; for v = 3 a semi-trivector; for v = 4
a scalar and a semi-4-vector, etc.

134. Application to the group of rotations when v is odd

In the case of odd v, the quantity qJ TCl/J constructed from two semi-spinors
of different types is invariant under any rotation.

This quantity is equal to

I) -I)P(P+ 1)/2~i1i2 ... ipe'ip+ 1 ... iv,

where the sum extends over all even permutations (i 1 i2 ••• iv) of the indices
1, 2, ... , v with the integer p taking all even values. Arrange the rows and
columns in the matrix associated with any vector, first those with an even
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number of indices in some definite order, and then the others in a corres­
ponding order, so that the compound index (ili2 ... ip ) corresponds to the
compound index (- 1)p(p + 1)/2(ip + 1, ... i,,). If we now denote the 2" - 1 com­
ponents of the semi-spinor ({J by ({Jh ({J2 ... and the corresponding components
of the semi-spinor t/J by t/J h t/J 2, ... we see that any rotation leaves invariant
the sum ({Jlt/Jl + ({J2t/J2 + ... + ({J2V-1t/J2v-1. Therefore if I: is the matrix of
degree 2,,-1 which shows how the ({Jet transform under a rotation, then the
components t/Jet must transform according to (I:T)-l, thus the matrix of
degree 2" associated with this rotation is

s = (I: 0 )o (I: T) - 1 •

If this is applied to a vector X, it will be transformed into

in particular

We thus arrive at the following remarkable result:

THEOREM. In the space E2 ", v odd, any rotation applied to a vector transforms
the associated matrix S of degree 2" - 1 into S' given by

(3)

In particular, taking a different point of view, we see that knowledge of the
effect produced by a rotation on a semi-spinor of the first type determines with­
out ambiguity the effect produced on a semi-spinor of the second type.

135. Case when v is even

In the case where v is even there is no comparable situation. This is because
knowing one of those operations ({J' = I:({J which correspond to the given
rotation allows us to make either of two distinct corresponding operations
on the semi-spinors t/J and on vectors. For example the identity operation
({J' = ({J can correspond either to the identity rotation, which gives
t/J' = t/J, X' = X, or to the reflection in the origin; this reflection corresponds
to either of the two matrices

(1 0) or (-1 0)
o -1 0 1

(here i" = ±1); the first of these gives

<p' = ({J, t/J' = -t/J, X' = -X.

In the same way, the identity operation on semi-spinors of the second
type can be made to correspond to either of two distinct operations on semi­
spinors of the first type.
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To sum up, rotations can operate on three sorts of objects: semi-spinors
of the first type, semi-spinors of the second type, and vectors; they thus pro­
vide three groups; between any pair of them there exists a two-valued corres­
pondence in each direction if v is even.

136. Note

The matrices I: and T which were introduced as operators on semi-spinors
describing the effect of a rotation are all unimodular. To show this let us find
when the determinant of the matrix 3, of degree 2\1- I, associated with a vector,
can be zero. If it is zero, then it is possible to find a non-zero semi-spinor t/J
such that =-l/! = 0 then also X~ = 0, where ~ is the matrix (~), which gives
X2~ = 0; and it follows that the scalar square of the vector is zero. The
determinant of 3 is thus a power of XIX I ' + ... + x\lX V

' multiplied by a
numerical factor which can only be ±1 since in each row of 3, Xl or Xl' can
occur, but not both. If the vector is a unit vector, the determinant of =: is thus
always equal to + 1 or always equal to - 1. The matrix product of two unit
vectors

r:J.) (0 f3) (r:J. f3 - I 0 )
o f3- I 0 = 0 lJ. -lp

thus has the property that the two matrices of which it is composed are
unimodular; the same result holds for the product matrix of any even number
of unit matrices.

We finally note that the determinant of the matrix 3 of a unit vector will
be + 1 or - 1 depending on the order in which the compound indices of a
spinor are arranged.

IV. SPECIAL CASES v = 3 AND v = 4

137. The case when v = 3

In the following chapter we shall examine in detail the case v = 2 which is of
interest in Quantum Mechanics. The cases v = 3 and v = 4 call for some
interesting geometric remarks.

For v = 3 the components ~o, ~23' ~3b ~12 of a semi-spinor of the first
type can be regarded as the homogeneous co-ordinates of a point in a pro­
jective space of three dimensions, and the components (Section 134)
~123' -~b -~2' -~3 of a semi-spinor of the second type as the homogeneous
co-ordinates of a plane in the same space. Equating the quantity

({JTCt/J = ~O~123 -~23~1 - ~31~2 - ~12~3

to zero, gives the condition that the point is in the plane. The quantity cp TCXcp'
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defines an isotropic vector in the Euclidean space E6 ; its covariant components
are

Xl = ~31~'12 - ~12~3b X2 = ~12~~3 - ~23~'lb X3 = ~23~31 - ~31~~3;

X'l = ~O~23 - ~23~O' X2 = ~O~31 - ~31~O' X3 = ~O~'12 - ~12~O.

These components are the Plucker co-ordinates of the line which joins the
two points (fJ and (fJ' in three-dimensional space. In the same way the quantity
t/J TCXt/J, defines an isotropic vector in E6 , with components

Xl = ~123~~ - ~1~~23' X 2 = ~123~~ - ~2~~23' X3 = ~123~3 - ~3~~23;

X'l = ~3~2 - ~2~3' X2 = ~1~3 - ~3~'h X3 = ~2~'1 - ~l~~;

the components of this vector are the Plucker co-ordinates of the line of
intersection of the two planes t/J and t/J' in three-dimensional space.

All semi-spinors are pure. A semi-spinor of the first type (fJ determines
an isotropic triplane in E6, that is, in the space of three dimensions, a two­
parameter family of straight lines: this is the sheaf of lines passing through
the image point of the semi-spinor (fJ. A semi-spinor of the second type't/J deter­
mines in the same way a two-parameter family of lines situated in the image
plane of t/J. The isotropic triplanes associated with two semi-spinors of the
same type must have in E6 a line in common (Section 124); this corresponds
to the obvious theorem that two points in three-dimensional space, or two
planes in that space, determine a line. The theorem which states that the tri­
plane associated with two semi-spinors of different types have either no line
in common in E6 or a biplane in common, corresponds to the theorem that a
planes associated with two semi-spinors of different types have either no line
straight line, but if the point lies in the plane they determine a pencil of lines.

We add that the group is of (6 x 5)/2 = 15 parameters; the matrix I:
related to a rotation is the most general unimodular matrix of degree 4.

138. The case when v = 4; The fundamental trilinear form

In the case v = 4, semi-spinors of each type have eight components; each
type has a quadratic form which is invariant with respect to the group of
rotations, namely

~O~1234 - ~23~14 - ~31~24 - ~12~34

for semi-spinors of the first type, and

~1~234 - ~2~134 + ~3~124 - ~4~123

(4)

(5)

for semi-spinors of the second type.
We have here three spaces each of eight dimensions, that of vectors, that

of semi-spinors of the first type, and that of semi-spinors of the second type,
each having a funda~ental quadratic form and in which there- are three
groups of operations which are the same overall, but with two to two corres­
pondences which are not one-one, since to an operation in one of them there
correspond two distinct operations in each of the others (Section 135).
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(7)

These three groups, considered as acting simultaneously on vectors and
on the two types of semi-spinors, form a group G which leaves invariant the
trilinear form

ff = (fJTCXt/J = Xl(~l2~3l4 - ~3l~124 - ~14~l23 + ~l234~l)

+ X2(~23~124 - ~l2~234 - ~24~l23 + ~l234~2)

+ X3(~3l~234 - ~23~3l4 - ~34~l23 + ~l234~3)

+ x
4

( -~14~234 - ~24~3l4 - ~34~124 + ~1234~4)
(6)

+ x l
'( -~O~234 + ~23~4 - ~24~3 + ~34~2)

+ x
2
'( -~O~3l4 + ~3l~4 - ~34~l + ~l4~3)

+ x
3

'( -~O~l24 + ~12~4 - ~l4~2 + ~24~l)

+ x
4

' ( ~0 ~ 123 - ~ 2 3~ 1 - ~ 3 1~ 2 - ~ 12~ 3),

and the three quadratic forms

F == X
1
X

l
' + X

2
X

2
' + X

3
X

3
' + X

4
X

4
' }

<I> == (fJ TC(fJ == ~ 0 ~ 1 234 - ~2 3 ~ 14 - ~ 3 1~24 - ~ 12~ 34 •

\}I = t/JTCt/J == -~1~234 - ~2~314 - ~3~124 + ~4~l23

Conversely any linear substitutions of the twenty-four variables x and ~

which transforms the vectors and semi-spinors of each type amongst themselves
so as to leave the trilinear form ff invariant will reproduce each of the forms
F, <1>, \}I to within a constant factor. Let us show this for the form F; the results
stated below imply the proof for each of the two other forms <I> and \}I. The
invariance to within a factor of the form F follows from the characteristic
property of an isotropic vector X of making the form ff, which is bilinear in
the (fJa. and t/Jp, degenerate. In fact saying that this form is degenerate is the
same as saying that it is possible to find a semi-spinor t/J such that the form
ff, linear in (fJa., is identically zero; the necessary and sufficient condition for
this to hold is that CXt/J = 0 or Xt/J = 0, and for this equality to hold for a
semi-spinor t/J different from zero it is necessary that X2~/, = °or X2 = 0, and
this is sufficient. The result is thus established.

We now take a linear substitution which leaves the forms ff, F, <1>, and
'II invariant; then it is in the group G. To show this it is sufficient to show that,
if it leaves all vectors invariant, it reduces to (fJ' = (fJ, t/J' = t/J or to (fJ' = - (fJ,

t/J' = - t/J. Now if the xa. are invariant, the coefficients of the xa. in the form ~
will also be invariant. Since Xl' is invariant the transform of ~o must depend
only on ~o, ~23' ~24' ~34; invariance of x 2

' shows this transform depends only
on ~o, ~3b ~34' ~ 14, and similarly for x 3

' and x 4
'; it follows from this that the

transform must be a multiple of ~o and similarly for the other components;
but it is easily seen that these multiples are the same for all components ({J2

and also the same (the inverse of the preceding constants) for the components
t/J(J. The invariance of <I> and \}I then shows that the constants are all + 1 or
all - 1. In the same way it can be seen that the invariance of all the components
CPa. implies either x' = x, t/J' = t/J or x' = -x, t/J' = -t/J.
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139. Principle of triality

We shall now show that the group G can be completed by five other families
of linear substitutions which leave the form ff invariant and interchange the
three forms F, <1>, 'P; the operations of each of these new families gives a
definite permutation of the three sorts of object, vectors, semi-spinors of the
first type, and semi-spinors of the second type.

One of these families, which we denote by G(23)' is obtained by combining
the operations of G with a reflection A which transforms X into - AXA, ({J
into At/!, t/! into - A({J; thus for example take A = H 4 , +'H 4 ; this gives the
operation

Xl ~ Xl, x 2 ~ x 2, x 3 ~ x 3, x4 -+ -x4';

Xl' ~ Xl', x 2' ~ x 2 ', x 3 ' ~ x 3', x 4 ' ~ -x4 ;

~0 ~ ~4, ~2 3 ~ ~23 4, ~ 3 1 -+ ~ 3 14, ~ 12 ~ ~ 124 ;

~ 14 -+ ~ b ~24 ~ ~2, ~34 -+ ~ 3, ~ 1234 ~ ~ 123

~l ~ -~14' ~2 ~ -~24' ~3 -+ ~34' ~4 ~ -~o;

~234 ~ -~23' ~3l4 ~ -~3b ~124 ~ -~12' ~123 ~ -~1234·

This family is just that of reversals.
A second family which we shall call G(l2) transforms vectors and semi­

spinors of the first type into each other; it is obtained by combining G with
the operation

Xl ~ -e23' x 2
~ -~3b x 3 ~ -e12' x 4 ~ -~o,

Xl' ~ ~ 14' x 2
' ~ ~24' x3

' ~ ~34' x4
' -+ - ~ 1234;

~o ~ x 4
, ~23 ~ Xl, ~3l ~ x 2

, ~12 ~ x 3
;

~14 ~ -Xl', ~24 ~ _x2
', ~34 ~ _x3

', ~1234 -+ x4
';

~l ~ ~h e2 ~ ~2' ~3 ~ ~3' ~4 ~ -~1234;

~2 34 ~ ~2 34, ~3 14 -+ e 3 14, ~ 124 ~ ~ 1 24, ~ 1 23 -+ - ~4·

A third family, which we shall call G(l3)' transforms vectors and semi­
spinors of the second type into each other; it is obtained by combining G
with the operation

Xl ~ ~234' x 2
-+ ~3l~ x 3

~ ~124' x 4
~ -~123;

Xl' ~ -eh x2' ~ -~2,X3' ~ -~3,X4' ~ -~4;

~0 ~ - e 1234, ~23 -+ e2 3, ~ 3 1 ~ e 3 h ~ 12 ~ e 12 ;

e14 -+ e14, e24 -+ e24' e34 -+ e34' e1234 -+ - ~o;

'I -+ x1
/, '2 -+ x2

', '3 -+ x3
/, e4 -+ x4

' ;

~2S4 ~ -Xl, ~314 .... -x2
, ~124 .... -x3

• ~123 .... x4
•
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Finally the product G(l2)G(13) generates a fourth family, G(l32)' and the
product G(13)G(l2) a fifth family, G(l23); for example one of the operations of
G(l23) is

x l
-. -~23,X2-. -~3bX3-. -~12,X4-'~1234;

Xl' -. ~14' x 2
' -. ~24' x 3

' -. ~34' x4
' -. ~o;

~o -. - ~ 123, ~23 -. ~234' ~3l -. ~3l4' ~ 12 -. ~ 124;

~14 -. ~l' ~24 -. ~2' ~34 -. ~3' ~1234 -. -~4;

~l -. Xl', ~2 -. x 2
', ~3 -. x3

', ~4 -. -x4
';

~234 -. _Xl, ~3l4 -. -x2
, ~124 -. -x3

, ~123 -. _x4
'.

We thus see that there is, in the geometry of eight-dimensional Euclidean
space about a point, a principle of triality* with three types of objects (vectors,
semi-spinors of the first type, semi-spinors of the second type) which play
exactly the same role. The group of this geometry is composed of six distinct
continuous families corresponding to the six possible permutations of these
three classes of objects; it is characterised by the invariance of ff and of the
form F + <I> + 'P.

140. Parallelism in the space Es

To a unit bivector determined by two unit orthogonal vectors A, A', we can
associate, in the Euclidean space of semi-spinors of a given type, defined by
the fundamental form <I> or 'P, a paratactic congruence of unit bi-semi-spinors
qJ, qJ' such that there exists one and only one of these bi-semi-spinors of which
the first semi-spinor is a given qJ. We shall define a unit semi-spinor as one
which makes the fundamental form <I> equal to unity.

Note, now, that the matrix XqJ, in which neither of the factors is zero,
can only be zero if both the vector X and the semi-spinor qJ are isotropic
(i.e., of zero length). The first point has already been indicated; we can sup­
pose that X has been reduced to the vector HI; the equality Hl~ = 0 implies
the vanishing of all those components ~Q[ which contain the index 1, and as a
result the vanishing of the expression ~TC~, that is of the fundamental form <1>.

We now take qJ to be a unit semi-spinor; let us find a semi-spinor qJ'
such that

or

(A + iA')(qJ + iqJ') = 0, (A - iA') (qJ - iqJ') = 0;

the first equation gives qJ' = A'AqJ, and on substituting in the second we obtain
an identity because AA' + A'A = O. The remark made above now shows that

• cr. E. Cartan, ""Le principe de dualite et la theorie des groupes simples et semi-simples",
Bull. Sc. Math., 49, 1925, 367-374.
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(fJ + i(fJ' and (fJ - i(fJ' are isotropic semi-spinors and it follows that (fJ' is a unit
semi-spinor orthogonal to (fJ.

If we use the language of projection geometry, the three spaces of vectors
and of semi-spinors become seven-dimensional spaces, the line AA' in the
first space determines in each of the two others a paratactic congruence of
straight lines such that one and only one passes through any point not on the
fundamental quadric.

Given the unit vector A, this will allow us to define an "equipollence of
unit bi-semi-spinors" in the space of semi-spinors (fJ (or t/J). Thus let ((fJ, (fJ') be a
given unit bi-semi-spinor; the equalities

A(fJ - A'(fJ' = 0, A(fJ' + A'(fJ = 0,

where A, (fJ and (fJ' are given, have a definite solution for A' ; this depends on
the symmetric role of vectors and semi-spinors*. This being so, we shall say
that the two unit bi-semi-spinors ((fJ, (fJ'), ((fJI' (fJ'I) are equipollent if we find the
same vector A' for both. In the language of projective geometry, we see that,
given a point in one of the three spaces (assumed not to lie on the fundamental
quadric), it defines in the two other spaces a parallelism of straight lines (not
on the fundamental quadric and not tangential to that quadric) such that
through a given p0int passes one and only one parallel to a given straight
line and two lines both parallel to a third are parallel to each othert.

141. Brioschi's formula

It is possible to deduce from the preceding considerations the formula due to
Brioschi which gives the product of two sums each of eight squares in the
form of a sum of eight squares. Let X by a vector, (fJ a semi-spinor; the pro­
duct X(fJ represents a semi-spinor t/J. We have

t/J TCt/J = (fJ TXTCX(fJ = (fJ TCX 2 (fJ,

which gives the result that the scalar square of t/J is equal to the product of
the scalar square of X and the scalar square of (fJ. Note that the components
of t/J are bilinear forms in the components of X and the components of t/J.
The formula can be expanded to give

(XIX
I

' + X
2

X
2

' + X
3

X
3

' + X4X4')(~O~1234 - ~23~14 - ~31~24 - ~12~34)

= (~OXI' - ~31X3 + ~12X2 + ~14X4)(~1234XI - ~23X4' + ~24X3' - ~34X2')

+ (~OX2' - ~12XI + ~23X3 + ~24X4)(~1234X2 - ~3IX4' + ~34XI' - ~14X3')

+ (~oX3' - ~23X2 + ~31XI + ~34X4)(~1234X3 - ~12X4' + ~14X2' - ~24XII)

+ (~OX4' - ~14Xl- ~24X2 - ~34X3)(~1234X4 + ~23XI' + ~3IX2' + ~12X3').

• We can also say that in the given vector space, the semi-spinors cp + icp' and cp - icp'
are pure, and the two associated 4-vectors have no vector in common: we can then construct
through the line in the direction of the vector A one and only one biplane which cuts each of
the two 4-vectors along a line; these two lines are in the direction of A + iA', A - iA'.

t See F. Vane)', "Le parallelisme absolu, etc.". Gauthier-Villars, Paris, 1929.
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If we put Xl', X
2

', X
3

', x 4
' as complex conjugates of Xl, x 2

, x 3
, x 4

, and ~1234'

- ~ 14' - ~24' - ~34 as complex conjugates of ~o, ~23' ~3l' ~ 12, respectively, it
can be seen that in each of the four products on the right-hand side the two
factors are complex conjugates. We thus obtain Brioschi's formula in the real
domain; the product of two sums of eight squares is itself the sum of eight
squares. On putting

Xl = Xo + iX b x 2 = X4 + iX 3, x 3 = X6 + iX 2, x4 = X7 + iXs

~o = Yo + 'Y2, ~14 = Y7 - iY s, ~24 = Y6 + iY 2 , ~34 = -Y4 - iY 3

we obtain the formula

(X5 + xi + X~ + X~ + X~ + x; + X~ + X~)

x (Y5 + Yi + Y~ + Y~ + Y~ + Y; + Y~ + Y7)2

= Z5 + zi + Z~ + Z~ + Z~ + Z~ + Z~ + Z~,

where we have written

Zo = XoYo + Xl YI + X2 Y2 + X3 Y3 + X4 Y4 + XsYs + X6 Y6 + X7Y7,

Zi = XOY i - YOXi + Xi+ 1Y i+S - Xi+SY i + 1 + Xi+ 2Y i + 3 - Xi + 3Y i+ 2

+ Xi + 4Y i +6 - Xi +6 Y i +4

the indices i + 1, i + 2, i + 3, i + 4, i + 5, i + 6 are reduced (mod. 7)
(i = 1,2, ... 7).

An application of Brioschi's formula to two unit vectors X and Y, gives
a representation on a spherical space of 7 dimensions of the topological
product of two spherical spaces of 7 dimensions.

We add one further remark. By setting Xo = Yo = 0 we obtain a
Euclidean space of 7 dimensions. The vector Z with components Zl' Z2"'" Z7

is associated with the bivector formed from the two orthogonal unit vectors
X and Y; it is also perpendicular to the bivector as can be shown by a simple
calculation. The three vectors X, Y, and Z generate a triplane in which each
vector is associated with the biplane to which it is perpendicular. Through
any biplane there passes one and only one triplane of this type.

V. CASE OF REAL EUCLIDEAN SPACE

142. The matrices associated with real vectors

We can take the co-ordinates Xi, Xi' to be complex conjugates. We already
know (Section 112) that the matrix X associated with a real vector is Hermitian,
which amounts to saying that the matrix H of degree 2\1- 1 equals the transpose
of the conjugate of S. If the vector is a unit vector, H is the inverse of E, which
is thus a unitary matrix. It follows easily from this, that in the matrix
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representing a rotation the two component matrices are unitary and uni­
modular.

143. Conjugate spinors

As in the real space E2v + 1, we can take the spinor conjugate to ~ as ~' = iVC~;

~' transforms under a reflection A as a spinor if v is even, but not if v is odd
(Section 114).

From this it follows that the quantities ~TX~ provide a p-vector or an
(p)

(n - p)-vector according to whether p is even or odd (Section 114). The
scalar ~T~ is just the sum of squares of the moduli of the ~Q['

The tensor ~Q[~(J decomposes into a scalar, a vector, a bivector, etc., an
n-vector.

144. Conjugate semi-spinors

The conjugate of a semi-spinor is of the same type if v is even, of a different
type if v is odd.

For odd v the product of a semi-spinor by its conjugate decomposes
into a scalar, a bivector, ... , a (v - I)-vector, all real, For even v the decom­
position also includes a scalar, a bivector, etc., but terminates with a semi-v­
vector.

145. Parallelisms in the elliptic space of 7 dimensions

For v = 4, the three spaces of vectors, of semi-spinors of the first type, and of
semi-spinors of the second type, are real Euclidean spaces. Any real unit vector
in one of these spaces provides in either of the two others an equipollence of
unit bivectors. From the standpoint of projective geometry, this implies, in
the elliptic (real projective) space of seven dimensions, the existence of a double
infinity of parallelisms for directed straight lines.

VI. CASE OF PSEUDO-EUCLIDEAN SPACES

146. Conjugate spinors

As in the space E2v + 1 we assume that the co-ordinates Xi and
Xi' (i = 1, 2, ... , v - h) are complex conjugates and that the co-ordinates
xv - h +1, ••• ,xv ;X(v-h+l)', ••• ,xv' are real. The results stated for E 2v + 1 hold
without modification in E2v ' Thus the conjugate of a spinor ~ can be defined
by ~' = iV-hI~ where

The conjugate of a spinor behaves as a spinor under a real space-like
reflection provided that v is of the same parity as h (Section 117).
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We can here demonstrate that decomposition of the product of a spinor
by its conjugate gives a scalar ~TJ~, a vector, ... ,an n-vector.

147. Conjugate semi-spinors

Two conjugate semi-spinors will be of the same or different types according to
whether h is of the same or different parity to v.

If h is even, the product of a semi-spinor by its conjugate decomposes
into a scalar, a bivector, etc.; the last irreducible tensor belonging to the
decomposition is a (v - 1)-vector if v is odd, a semi-v-vector if v is even.

If h is odd, the product of a semi-spinor by its conjugate decomposes into
a vector, a trivector, etc.; the last tensor is a (v - I)-vector if v is even, a semi­
v-vector if v is odd.

For v = ~ all semi-spinors are pure. If h = 1 or 3, the vector determined
by a semi-spinor and its conjugate lies in the common straight line of the two
associated isotropic triplanes which are complex conjugates of each other;
the vector is thus real and isotropic. If h = 3 the two conjugate semi-spinors
can be identical, in which case the vector is zero. If h = 2 the necessary and
sufficient condition for the two associated triplanes to have a straight line in
common-and they will then have a common real isotropic biplane-is that
the scalar ~TJ~ be zero; this gives

~O~23 + e12~31 - e31~12 - ~23~O = o.



CHAPTER VII

SPINORS IN THE SPACE OF
SPECIAL RELATIVITY
(MINKOWSKI SPACE).
DIRAC'S EQUATIONS

I. THE GROUP OF ROTATIONS IN
EUCLIDEAN SPACE OF FOUR DIMENSIONS

148. The matrices associated with a p-vector

We shall first take as the fundamental form

The general formulae now give without difficulty the matrices associated
with a vector, a bivector, a trivector, and a four-vector.

We have for a vector

0 0 Xl X
2

0 0 2'
X

x= (1)
l'

X
2 0 0X

2' -Xl 0 0X

for a bivector, we have

!(X ll ' + X 22 ') X
12 0 0

X 2 '1' _!(X ll ' + X 22 ') 0 0
x=
(2) 0 0 _!(X ll ' _ X 22 ') X 1'2

0 0 X 2 '1 !(X1l ' _ X 22 ') (2)
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for a trivector, we have

0 0 X 122 ' X 11 '2

0 0 11'2'-x
X -.1- 2

X 1'22' 11' 2 0 0(3) -x
X 11 '2' X 122 ' 0 0

finally for a 4-vector, we have

(3)

X -.1-4
(4)

X 11 '22' 0

X 11 '22'

o
o

0 0

0 0
11 '22' 0-x

0 11 '22'-x

(4)

149. Case of orthogonal co-ordinates

If we take orthogonal co-ordinates by replacing xl, Xl', x 2
, x2

' by

X 1 _ ix2,

for a vector we obtain the matrix

0 0 Xl + ix2 x3 + ix4

0 0 x3
- ix4 -Xl + ix2

X=
Xl - ix2 x3 + ix4 0 0

x3
- ix4 -Xl - ix 2 0 0

The matrix X of a bivector is of the form
(2)

where

(5)

(6)

l-4 ­- -
(2)

(
_ i(X 12 + X34)

X31 + X24 + i(X23 + X14
)

_(X31 + X24
) + i(X 23 + X14

))

i(X 12 + X34
)

(7)

is the matrix of a semi-bivector of the first type with components

and where

_ (X 31 _ X24) _ i(X23 _ X14))

_ i(X 12 _ X34)
(8)
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is the matrix of a semi-bivector of the second type with components

127

If, on the contrary, we take co-ordinates appropriate to special relativity,
with the fundamental form

(X I)2 + (X 2 )2 + (X 3)2 _ C2(X4)2,

we have, for a vector, the matrix

0 0 Xl + ix 2

0 0 X3 - CX4 -Xl + ix2

x=
Xl - ix 2

X
3 + CX4 0 0

X3 - CX4 -Xl - ix2 0 0

then the matrix

(
- i(X 12

- iCX34
)

;7) = X 31 - iCX24 + i(X23 - iCX 14)

represents a semi-bivector of the first type with components

(9)

and the matrix

(

i(X12 + iCX34)

H=
(2) X

31 + iCx 24 _ i(X23 + iCX 14)

represents a semi-bivector of the second type with components

the covariant components of these semi-bivectors are respectively

150. The group of rotations in complex space

Any unit vector A is of the form

A= (0 rx);
rx- 1 0

the matrix rx is of degree 2 and has determinant equal to -1. The reflection
associated with this vector is given in terms of the semi-spinors qJ and t/J by the
relations

cp' = a.t/J,
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(0 2)and in terms of the vector X = H 0 by the formulae

-exHex

H'= -1- -1- ex =..ex .

(12)

The product of two reflections A and B gives the relaticas

cp' = f3ex- 1cp, .p' = f3- 1ex.p, }

2' = f3ex- 12ex- 113
H' = 13- 1exHexf3- 1.

Put f3ex- 1 = S, 13- lex = t; sand t are two unimodular matrices; this gives

q>' = scp, .p' = t.p;

H' = tHs- 1
;

(13)

(14)

these formulae apply for a simple rotation. Those for a general rotation are
obviously of the same form. In particular the effect of any rotation on a
vector X is given by a formula of the form

X' = (s O)x(S-l 0 ) = SXS- 1,

o t 0 t- 1
(15)

where sand t are two unimodular matrices of degree 2.
Conversely, let sand t be any two unimodular matrices of degree 2; then

the relations (15) define a rotation in the space of four dimensions. For this we
must show that:

(i) If X is a matrix associated with a vector, then X' is also a matrix
associated with a vector.

(ii) The scalar square of the vector X' is equal to the scalar square of the
vector X.

The second proposition is obvious, since we have

X12 = SX2S- 1 = X 2SS- 1 = x2 .

As to the first, it is true if X is the matrix of a unit vector, that is, if the
determinant of 2 equals -1 and if H is the inverse of S, for then by (14) the
determinant of 2' also equals - 1, and H' is obviously the inverse of 2'. The
general case follows immediately from the special case.

THEOREM. The most general rotation in four-dimensional complex Euclidean
space is given by the formulae

X' = SXS- 1 (16)

where the matrix S. is of the form (~ ~), with two arbitrary unimodular

complex matrices sand t, both of degree 2.
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The group of rotations is what is known as the direct product of two groups
of linear unimodular substitutions in two variables.

If in particular we consider the transform of a bivector (!) ~), we obtain
(2)

S' = SSS-I,
(2) (2)

H' = tHt- l .
(2) (2) (17)

Each of the two types of semi-bivector transforms according to a group isomor­
phic with the group of rotations in complex three-dimensional space. Note that
the formulae (17) show that the determinant of each matrix Sand H is an in-

(2) (2)

variant of the group of rotations; these invariants are found to be the expres-
sions

(18)

these are quadratic forms in the components of the corresponding semi­
bivectors, which explains the result which we have just found. In orthogonal
co-ordinates we have the two invariants

(X 23 + X14
)2 + (X 31 + X24

)2 + (X 12 + X24
)2,}

(X 23 _ X 14)2 + (X 31 _ X24)2 + (X 12 _ X 24)2,
(19)

from which we deduce by subtraction the invariant X23 X14 + X31 X24 + X12 X34
;

if this is zero then the bivector is simple. In special relativity the invariants are

(X23 _ iCX 14)2 + (X 31 _ icx24)2 + (X 12 _ iCX34)2}

(20)
(X 23 + iCX 14

)2 + (X 31 + icx24
)2 + (X 12 + icx34

)2 .

In particular it is seen that any simple bivector can be represented by
two vectors of the same length in three-dimensional space; the effect produced
on the bivector by a rotation in four-dimensional space is equivalent to the
effects produced on each of the two representative vectors by two rotations
each independent of the other.

151. Case of real Euclidean space

The formula (5) shows that the matrix rx which constitutes one of the compo­
nents of the matrix A associated with a real unit vector is a unitary matrix of
determinant - 1; the matrix A is in ·fact Hermitian, so that ~ = (rx T) - 1. The
unimodular matrices s = - f3rx- 1 and t = - 13- Ill. are therefore unitary, which
gives the

THEOREM. Any rotation in real four-dimensional Euclidean space is expressed
by the formulae (1 ~), where the matrices sand t are any unitary unimodular
matrices whatsoever.

In particular, the components X23 + X14
, X31 + X24

, X12 + X
34 of a semi­

bivector undergo a real orthogonal substitution of determinant 1.
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152. Case of the space of special relativity

In the case of the space of special relativity the matrix (:J. which forms part of the
matrix A associated with a real unit vector is obviously the conjugate of (:J. - 1 :

fi = (:J.-l.

The matrices sand t are thus complex unimodular matrices and complex
conjugates of each other.

THEOREM. The most general proper rotation in the space of special relativity is
given by the formulae

~' = S~, X' = SXS- 1,

where s is an arbitrary unimodular complex matrix of degree 2, and s is its
conjugate.

We see from this that the group of proper Lorentz rotations is isomorphic
with the group of unimodular linear complex transformations of two variables,
that is, isomorphic with the group of rotations of complex three-dimensional
Euclidean space*.

The effect of proper reversals on spinors is given by the relations

q>' = s.p, .p' = sqJ, lsi = -1.

II. DECOMPOSITION OF THE PRODUCT OF TWO SPINORS

153. The product of two different spinors

By the general theorem of Section 131, the product of two spinors decomposes
into a scalar, a vector, a bivector, a trivector, and a 4-vector. The bivector itself
decomposes into two semi-bivectors. The quantities ~TCX~' provide the ten-

(p)

sors in this decomposition. The following results are found:
(i) The scalar is equal to

~O~'12 - ~ 12~O + ~2~'1 - ~ 1~~.

(ii) The covariant components of the trivector are

X122' = ~1 ~'12 - ~ 12~'1'

Xl '22' = - ~2~O + ~O~;'

Xll'2 = ~2~'12 - ~ 12~;'

Xll'2' = -~O~'l + ~l~O·

* A semi-vector of the first (second) type of Einstein and Mayer is a set of two semi-spinors
of the first (second) type; it has no purely geometrical definition; its transformation law is given
by the matrix s[sJ. See A. Einstein and W. Mayer, "Semi-Vektoren und Spinoren", Sitzungsb.
Akad. Berlin, 1932, 522-550, and J. A. Schouten, "Zur generellen Feldtheorie. Semi-Vektoren
und Spinraum", Zeitschr. jUr Physik, 84, 1933, 92-111.
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(iii) The covariant components of the semi-bivector of the first type are

Xl 2 = -eI2e'12, XI '2' = -eoeo, XII' + X22' = -(eOe{2 + eI2eO),

and those of the semi-bivector of the second type are

XI '2 = e2e;, X12' = ele'l, XII' - X2 2' = -(ele; + e2e'I)·

(iv) The covariant components of the vector are

X I = 1<e Ie'12 + e I2e'l),

X'l = ~eoe; + e2eO),

X2 = 1<e2e'12 + e12e;)

X; = -~eOe'l + eleO)·

(v) Finally the 4-vector has its component

XI I'22' = !(eOe'12 - el2eO + ele2 - e2e'I)·

154. Semi-spioors defined as polarised isotropic bivectors

A less abstract definition of semi-spinors as polarised isotropic semi-bivectors
is obtained by putting e' = e; this gives for an isotropic bivector of the first
type

Xl2 = -ef2'

XI'2 = 0,

XI'2' = - e5,
X 12' = 0, XII' - X22' = 0,

and for an isotropic bivector of the second type·

XI'2 = e~,

Xl2 = 0,

X12' = ef,

XI'2' = 0,

XII' - X22' = -2ele2 ;

XII' + X22' = o.
In the space of special relativity we can give another interpretation of

semi-spinors. We use the co-ordinates previously introduced: xl, x2
, x 3

, x4
•

The semi-bivector of a spinor is given by the formulae

CX 14 + iX23 = ~ - e5 + ef2),

and

CX
l4

- iX23 = !(ef - e~),

CX
24

- iX
31 = ~(ei + eh

CX34 - iX l2 = eI e2·

(21)

(22)

• E. T. Whittaker noticed this relation between certain bivectors in the space of special rela­
tivity and semi-spinors: BOn the relations of the tensor-calculus to the spinor-calculus", Proc.
R. Soc. London, 158, 1937, 38-46.
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The formulae (21) allow us to represent the semi-spinor (~o, ~ 12) in terms
of a real bivector xij which satisfies the two relations

C
2

[(X
14

)2 + (X
24

)2 + (X
34

)2] = (X
23

)2 + (X
31

)2 + (X 12 )2,}
(23)

X
14

X
23 + X

24
X

31 + X
34

X
12 = 0;

the semi-spinor is, then, the polarised bivector. Physically this bivector can be
regarded as the combination of an electric field (x 14, X 24, X 34) and a magnetic
field (X 23 , X 31 , X 12 ), at right angles to each other and with intensities in the
ratio 11c, the reciprocal of the speed of light; this is the form in which the two
fields occur in the electromagnetic theory of light. The semi-spinor (~b ~2) can
be given an analogous interpretation using the formulae (22).

An interpretation of this sort in terms of a real image is possible only in the
space of special relativity, but not in real Euclidean four-dimensional space.

III. CONJUGATE VECTORS AND SPINORS IN THE
SPACE OF SPECIAL RELATIVITY

155. Conjugate spinors

The matrices associated with two conjugate imaginary vectors are

0 0 Xl x2 0 0 Xl' x2

0 0 2' 0 0 x2 ' -1x
and -x

l' x2 0 0 Xl x2 0 0X

2' -Xl 0 0 x2 ' -1' 0 0X -x

that is

(: ~) and (~ ~).
The latter Y can be deduced from the former X by the formula (Section 116)

Y = - IXI T = (H 1 - H 1,)X(H 1 - HI')'

In the same way, for the spinor ~' conjugate to a given spinor ewe have the
formula

~'=i(HI-H'l)~=i( 0 1)~,
-1 0

which gives

or, in more detail

q>' = i'P, .p' = -iip,

(24)



(26)

(27)
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156. Decomposition of the product of two conjugate spinors

The results of Section 146 give immediately the decomposition of the product
of two conjugate spinors into a scalar, a vector, a bivector, a trivector, and a
four-vector.

We shall calculate these various tensors using the co-ordinates of special
relativity, for which the fundamental form is

(X 1)2 + (X 2)2 + (X 3)2 _ C2(X4 )2;

the matrices associated with the basis vectors are respectively

Al = HI + HI" A2 = i(H I - HI'), A3 = H 2 + H 2 " A4 = c(H 2 - H 2 ,)·

Here the matrix J of Section 116 is H 2 - H 2 , and we shall consider the
quantities ~TJXe, but we shall multiply each one by a constant factor so as to

(p)

obtain real p-vectors.

(i) There is a four-vector with component

i~TJ~ = -i(~O~2 - ~12~1 + ~1~12 - ~2~O). (25)

(ii) There is a vector given by the quantity ~TJX~, having as contra-
variant components

Xl = - (~ 0 ~1 2 + ~ 12~ 0 + ~ 1~2 + ~ 2 ~ 1),

x2 = i( ~0 ~12 - ~ 12~0 - ~ 1~2 + ~ 2~ 1),

x3 = ~O~O - ~12~12 + ~1~1 - ~2~2'

4 1 - - - -
x = -(~O~O + ~12~12 + ~1~1 + e2~2)·c

By a general theorem of Section 119, this is a time-like vector, of
which the scalar square is

-4(eO~2 - e12~1)(~2~O - el~12)·

(iii) There is a bivector given by the quantity ~TJX~, having as contra-
variant components (2)

X
23 = i(~O~l - ~12~2 - ~l~O + ~2~12)'

X
31 = ~O~l + ~12~2 + ~l~O + ~2~12'

X
12 = i(~O~2 + ~12~1 - ~1~12 - ~2~O)'

14 1 - - - -
x = -(-~O~l + ~12~2 - ~l~O + ~2~12)'

C



(28)
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This decomposes into two conjugate imaginary semi-bivectors

X23 - iCX 14 = 2i(~O~1 - ~12~2)'

X
3

1 - icx 24 = 2(~ O~ 1 + ~ 1 2~2),

X12 - iCx34 = 2i(~O~2 + ~12~1);

X23 + iCX 14 = 2i( - ~1~O + ~2~12)'

X31 + iCX 24 = 2(~ 1~O + ~2~ 12),

X12 + iCx34 = -2i(~1~12 + ~2~O)·

The sum of the squares of the components of the first is equal to
-4(~O~2 - ~12~1)2; the sum of the squares of the components of the
second is -4(~2~O - ~1~12)2.

(iv) There is a trivector given by the quantity i~TJX~, with components
(3)

234 1 - - 1= - 1= -)
X = -(-~O~12 - ~12~O + ~1~2 + ~2~1'

C

X123 = ~O~O + ~12~12 - ~1~1 - ~2~2·

(v) Finally there is a scalar

~O~2 - ~12~1 - ~1~12 + ~2~O·

IV. DIRAC'S EQUATIONS

(29)

(30)

157. The covariant vector a/ax

Consider in the space of special relativity referred to co-ordinates xl, x 2, x 3, x4,
a function of position f; the differential df is an invariant scalar under all
direct or inverse Lorentz transformations; now

_ of 1 of 2 of 3 of 4 •
df = ox1dx + ox2 dx + ox3 dx + ox4 dx ,

the differentials dx i transform as the components of a contravariant vector
and consequently we can regard the four operators %x i as the components
of a covariant vector; the contravariant components of this vector are

a a a 1 a
ax 1 ' ax2 ' ax3 ' - c2 ax4

°
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o

o

o

o

a a
---;-ax l ax2

o

o

a
ax

We shall denote the associated matrix by a/ax, that is

a a
ax l + iax2

With this notation the Dirac equations for an electron in an electro­
magnetic field are as follows. We introduce four wave functions which are the
components of a spinor eand functions of position (x); let V be the matrix
associated with the vector potential and K the matrix already considered
(Section 126)

-1 0

o -1
K=

o
o

o
o

o
o

o

o
o
o

Dirac's equations are summarised in the equation

(
h a e )
~ - + - V - mocK e= 0,,ax c

where the symbols h, e, c, mo have well-known physical meanings. On writing
out each of the four equations we obtain*

~ (ae1 + ,. ae1 + ae2 _ ~ ae2) e [( 1 V2)~ (3 V4)~] ~
2 3 4 + - V + i ~1 + V + i ~2 = -moc~o'

i ax1 ax ax c ax c

h (a ~ 1 1 ae 1 ae2 . a~2) e 3 4 l' 2-:- -a3 + --a4 - -a1 + I-a2 + -[(V - cV )el - (V - IV )~2] = -mOc~12I x c X x xc'
h (aeo .aeo ae12 1 ael2) e 1 . 2 3 4-:- -a1 - I-a2 + -a3 - --a4 + -[(V - ,V leo + (V + cV )eI2] = mOc~I'
IX x x cx c

h (a ~ 0 1ae0 ae12 .ae12) e 3 4 4· 2
~ -a3 + --a4 - -a1 -l-a2 + -[(V - cV )~o - (V + ,V )~12] = mOe~2.
'x ex x x e

(31 )

* See for example B. L. van der Waerden, HDie gruppentheoretische Methode in der Quanten­
mechanik", 1932, p. 97; we can pass from the equations (23.7) of that book to the formulae (31)
of the text by replacing 'II by (~I' - ~2) and 'II by (~12' ~o). We can pass from the notation in the
text to that of Dirac by replacing ~o by "'2 - "'4' ~I by "'I + "'3' ~2 by -"'2 - "'4' and ~12 by

"'I - "'J'
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158. The divergence of the current vector

It is now easy to show that, if the spinor ~ satisfies Dirac's equations, then
the divergence of the vector (26) is zero. In Quantum Mechanics this vector
plays the role of current vector. In fact the scalar product of an arbitrary real
vector X by the current vector is the real quantity ~TJXe. The divergence of the
current vector is the sum of two conjugate imaginary quantities, one comes
from the derivatives of the components eex, the other from the derivatives of
the components ~ex. The first quantity is ~TJ(a/ax)~ which by Dirac's equations
is equal to

now the quantity ~TJVe is real since the vector V is real; in the same way the
quantity ~TJKe is equal to the scalar (30)

eO~2 + e2~O - el~12 - e12~1;

we thus obtain for ~TJ(a/ax)e a purely imaginary value; the divergence we are
looking for, the sum of two purely imaginary quantities, conjugates of each
other, is thus zero.

Dirac's equations are invariant under all proper (direct or ihverse)
transformations of the Lorentz group, for under a real space reflection A, the
two matrices Ve and Ke with one column and four rows transform in the
same way; the first becomes - A(Ve), the second KAe = - A(Ke).

159. Note

In a space with an odd number of dimensions, systems of equations analogous
to Dirac's equations and which are invariant under displacements and rever­
sals do not exist; this follows from the fact that the spinor (a/ax)e (or Ve)
is not equivalerlt to the spinor ewith respect to reversals. But in a space with
any even number of dimensions whatsoever, Dirac's equations generalise as
they stand.



CHAPTER VIII

LINEAR REPRESENTATIONS OF
THE LORENTZ GROUP

I. LINEAR REPRESENTATIONS OF THE GROUP OF
LORENTZ ROTATIONS

160. Reduction to the group of complex rotations in E3

The theorem of Section 75 shows that there exists a one to one correspondence
between the irreducible linear representations of:

(i) The group of rotations in real Euclidean space of four dimensions.
(ii) The group of Lorentz rotations (proper rotations).

(iii) The group of proper rotations in the pseudo-Euclidean space which
has fundamental form reducible to the sum of two positive and two
negative squares.

By passage from real to complex, each of these three groups gives the
same group, namely that of complex rotations.

In the first group, the semi-spinor (e l' e2) undergoes a unimodular
unitary substitution and the semi-spinor (eo, e12) undergoes a substitution of
the same type as, but independent of, the first.

In the second group, the semi-spinor (e h e2) undergoes a unimodular
linear substitution s with complex coefficients and the semi-spinor (~o, e12)
undergoes the complex conjugate substitution s (Section 152).

In the third group, the two semi-spinors undergo independent real
unimodular substitutions.

We have already determined the linear representations of the group of
complex rotations in three-dimensional space (Sections 82-84) and this group
is isomorphic to the Lorentz group. A complete system of non-equivalent
irreducible representations is given by the representations q)p/2, q/2 with
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generating polynomials

161. Particular cases

For p = q = 1 we obtain a tensor of degree 4 which is equivalent to a vector;
in fact the expression eTCXe', where e is a semi-spinor (eh ~2) and ~' a semi­
spinor (eo, eI2), gives a vector with components

Xl = Xl' = ~leI2' X2 = x 2
' = ~2~12' Xl' = Xl = ~2~O' X2' = x

2 = -eleo·

The generating polynomial of this tensor can be written

Fl.l == (ael + be2)(e~O + del2) '"" bex l - aex2 + adx l ' + bdx2'.

If we assume p > q, we can substitute, for the generating polynomial of
q}p/2,q/2' the form

Fp,q'"" (bex l - aex2 + adx l ' + bdx2')q(a~1 + be2)p-q.

For p = q we obtain a tensor of degree (p + 1)2; the components are
homogeneous integral polynomials of degree p in xl, x 2

, Xl', x 2
' which satisfy

the Laplace equation

J 2V J2 V
Jx1Jx2' + Jx2Jx2' = 0;

these are the harmonic polynomials of degree p; the proof is immediate.
For p = 2, q = 0, the tensor has as components ei, ~ I e2' e~; it is equi­

valent to a semi-bivector of the second type, and one can take as generating
polynomial

in the same way

F02 '"" e2xI'2' + ed(xII' + X22') + d
2
x 12.

If p and q have the same parity, we can take the generating form of
~pI2.qI2 in terms of vectors and semi-bivectors only.

II. REPRESENTATIONS OF THE LORENTZ GROUP OF
ROTATIONS AND REVERSALS

162. The two categories of irreducible representations

The group of rotations and reversals of real four-dimensional Euclidean space,
the group of proper rotations and reversals in the space of special relativity,
and finally the group of proper rotations and reversals in the real pseudo­
Euclidean space with fundamental form reducible to the sum of two positive
squares and two negative squares, all have the same linear representations.
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In anyone of them, the reflection H 2 + H 2 , transforms ~o into ~2 and ~2

into ~o, and thus transforms the component ~b~~ of the irreducible tensor
~p/2,q/2 into the component ~b~~ of the tensor ~q/2,p/2' Application of the
theorems of Sections 88 and 89 thus leads to the following theorem.

THEOREM. The irreducible representations of the group of (proper) rotations
and reversals in Euclidean space of four dimensions can be classified into
two categories:

(i) Those which induce in the group of rotations one irreducible linear
representation,. this is necessarily of the form ~p/2, p/2; to each value of p
there correspond two non-equivalent irreducible linear representations of
the .full group.
(ii) Those which induce a reducible linear representation in the group of
rotations; this decomposes into two non-equivalent irreducible repre­
sentations ~P/2,q/2 and ~q/2,p/2 (p "# q). To each pair (p, q) of d~fferent

integers corresponds a single irreducible representation of the full group.

We shall denote by ~(;/2,q/2) the tensor with components which transform
as do those of the tensor with generating form

(a~ 1 + b~ 2)P(c~o + d~ 12)P,

and by !?}(~/2, p/2) the tensor which has components which transform in the
same way except that they change sign under any reversal. For p = 1, ~(t,t)

represents a vector, and thus it follows that ~(t, t) represents a trivector.
We denote by ~(p/2,q/2) (p "# q) the tensor with generating form

(a~ 1 + b~2)P(c~o + d~ 12)q + (a~ 1 + b~2)q(c~o + d~ 12)P.

163. Decomposition of the product q}"tr,/z, p/Z) x q}(~'/2,p'/2)

The components of the two tensors are provided by the generating polynomials

(a~l + b~2)P(c~o + d~12)P,

(a~'l + b~~)P'(c~~ + d~'12)P',

Form the polynomials

Pi,j = (~1~~ - ~2~'1)i(~O~'12 - ~12~~)j(a~1 + b~2)P-i(a~'1 + b~~)P'-i

x (c~o + d~12)P-j(c~~ + d~'12)P'-j (0 ~ i ~ p',O ~ j ~ p',p ~ p').

The coefficients of the various monomials in a, b, c, d give (p + p' - 2i + 1)
(p + p' - 2j + 1) linear combinations of components of the product tensor.
The sum of all such numbers equals the square of the sum of the quantities
p + p' - 2i + 1 (i = 0, 1, ... p'); it is therefore equal to (p + 1)2(p' + 1)2. But
this latter number is exactly the degree of the product tensor of which the
decomposition is required. Each of the polynomials Pij determines an irre­
ducible tensor of the group of rotations, namely the tensor ~(p+p'/2)-i, (p+ p'/2)- j ;

we thus have the required decomposition

~(;/2,'/2) x ~(;'/2"'/2) = L ~{(p+p'/2)-i,(p+p'/2)-n + L ~i(,+p'/2)-i,(p+"/2)-i];
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the first sum extends over all pairs of integers i, j such that 0 ~ i < j ~ p' ~ p,
the second over all integers i such that 0 ~ i ~ p' ~ p. The tensors in the
second sum are ~ +, thus we have

Pi,i = (~1~~ - e2e'1)i(~oe'12 - ~12~~)i(a~1 + b~2)P-i(ae'l + b~~)p-i

x (c~o + d~12)P'-i(ee~ + d~'12)P'-i;

under a reversal the two quantities (~l~~ - e2e'l) and (~O~'12 - ~ 12~~) trans­
form, with a change in sign, into each other; therefore the polynomial Pi,c is
equivalent to the generating polynomial of f0£7p+p'/2)-i,(p+p'/2)-i]'

If the two factors on the left-hand side are both f0 -, the result will be the
same. If only one of these factors is a ~-, then all the tensors in the second
sum will be ~-.

For example we have

~(t,t) x ~(t,t) = ~(~, 1) + ~(1,O) + ~(t,O);

the product of two trivectors decomposes into a scalar (the scalar product),
a bivector, and a tensor equivalent to the set of harmonic polynomials of the
second degree.

164. Decomposition of the product Pfi"tr,12, p12) X !:4p'/2',Q'/2)

The decomposition can be carried out in an analogous way. The irreducible
parts of the product are (p' # q') the ~[(p+p'/2)-i, (p+q'/2)- j] where i and j,
independently of each other, take the values (0 ~ i ~ p, 0 ~ i ~ p') and
(0 ~ j ~ p, 0 ~ j ~ q'); but if (p + p'j2) - i = (p + q'j2) - j, it is necessary
to include this tensor twice, once with a superfix +, and once with a superfix -.

For example, the product of a trivector and a spinor (p = 1, p' = 1, q' = 0)
leads to values 0 and 1 for i, and 0 for j; this gives ~(1,t) and ~(O,t). An
equivalent decomposition can be obtained by starting from a vector and a
spinor. In general the two products ~(;/2'P/2) x ~(p'/2,q'/2) and ~(;,/2,p/2)

x ~(p'/2,q'/2) are equivalent (p' # q'), even though the two products which
both have the same second factor, have non-equivalent first factors.

In the example considered, the part of the decomposition ~(1,t) has as
generating polynomial

(- aex2' + bexI' + adxI + bdx2)(ael + be2 + eeo + deI2)'

If we replace the vector x by ajax, we obtain the irreducible tensor

(-ae 0:2'+ be 0:1'+ ad 0~1 + bd 0~2)(a~1 + b~2 + e~o + d~12)'
Each component of this tensor forms one of the irreducible parts of the
derivative of a field of spinors. The spinor fields which make this tensor zero
are given by

~l = lXXI' + px 2 + y, ~2 = lXX
2

' - px 1 + {),
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where ex, p, y, fJ, iJ.', p', y', fJ' are arbitrary constants. Any displacement or
reversal whatsoever transforms a spinor field of this type into a spinor field
of the same type.

165. Decomposition of the product ~(p/2,q/2) x ~(P'/2, q'/2)

An analogous argument leads to the decomposition (p' "# q')

f)(p/2,q/2) X f)(p'/2,q'/2) = Lf)[(P+P'/2)-i,(q+q'/2)-j] + Lf)[(p+q'/2)-k,(q+p'/2)-h],

where the sums extend over all values of i,j, k, h which satisfy

o~ i ~ p, 0 ~ i ~ p'; 0 ~ j ~ q, 0 ~ j ~ q' ;

o~ k ~ p, 0 ~ k ~ q', 0 ~ h ~ q, 0 ~ h ~ p'.

If we have

p + p' - i = q + q' - j or p + q' - k = q + p' - h
2 2 2 2

then we must replace the corresponding symbol f) by f) + + f) - .

For example, we have for the product of two spinors

~(t,O) x .@(t,O) = ~(1,O) + f)(t,t) + f)(t,t) + f)(~,O) + f)iO,o);

the decomposition gives a bivector, a vector, a trivector, a scalar, and a four­
vector, which agrees with the reduction obtained directly. In particular the
vector and bivector are given by the generating polynomials

(ael + be2)(Ce~ + de'12) + (ceo + deI2)(ae'l + be~),

(ael + be2)(Ce~ + de'12) - (ceo + deI2)(ae'l + be~),

of which the former is equivalent to the polynomial (ael + b~2) (ceo + deI2)·

III. LINEAR REPRESENTATIONS OF THE GROUP OF
ROTATIONS IN THE REAL EUCLIDEAN SPACE En

166. Introduction

E. Cartan has determined all irreducible linear representations of the group
of rotations in real Euclidean space of n dimensions*. We also have the result,
due to H. Weyl (Section 81, footnotet), that the theorem of complete reduci­
bility holds for all linear representations of this group. These results extend
as they stand to the group of proper rotations in real pseudo-Euclidean spaces.

* See E. Cartan, "Les groupes projectifs qui ne laissent invariante aucune multiplicite plane",
Bull. Soc. Math. France, 41, 19i3, 53-96. A totally different method is due to R. Brauer: "Ober die
Darstellung der Drehungsgruppe durch Gruppen linearer Substitutionen", Inaugural-Dissertation,
Gottingen, 1925. For the group of complex rotations, see also R. Brauer: "Die stetigen Darstel­
lungen der komplcxen Orthogonalgruppe", Sitzungsb. Akad. Berlin, 1929, 3-15.
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The method applied in Sections 82-84 enables us to deduce from this all the
representations of the group of complex rotations.

We must distinguish between the case of odd n and even n.

167. Case of the space E2 \1 + 1

We take as fundamental form

(X O)2 + X 1X 1' + X 2 X 2' + ... + xvxv'.

Then any irreducible linear representation of the group of (proper) rotations
can be obtained by starting from the expression

eb(x 1)Pl(x I2 )P2 ... (X 12 ... (v-1))Pv- 1,

and applying to it the different rotations of the group. The exponents P, Pb
P2' .•. , Pv-l are arbitrary positive or zero integers. For example the repre­
sentation (p = 2, PI = P2 = ... = Pv- 1 = 0) gives a v-vector; in fact the
v-vector associated with a spinor e and obtained from the expression ~TCXe

(v)

contains the component XI '2' ... v' = ±~6; it follows that on applying the
various rotations to e6 we obtain an irreducible tensor equivalent to that
given by applying these rotations to the component X

12 ... v of a v-vector, and
in this latter case we obtain a v-vector.

168. Case of the space E2 l'

We still take as fundamental form

Any irreducible linear representation of the group of rotations can be obtained
by starting from the expression

~b~el(xl)P2 . .. (X 12 ... (v-2»)PV-l,

and applying to it the different rotations of the group.
For P = 1, PI = P2 = ... = Pv-l = 0 we obtain a semi-spinor with an

even number of indices; for P = 0, PI = 1, P2 = ... = Pv - 1 = 0 a semi­
spinor with an odd number of indices. The tensors (p = 2, PI = P2 = .. , =
Pv- 1 = 0) and (p = 0, PI = 2, P2 = ... = Pv- 1 = 0) are semi-v-vectors of the
first and second types; the tensor (p = 1, PI = 1, P2 = ... = Pv _ 1 = 0) is a
(v - I)-vector. To show the latter result it is only necessary to note that the
e:xpression

gives a (v - I)-vector associated with two semi-spinors qJ and l/J and that for
this (v - I)-vector we have

XI' 2' ... (v - 1)' = ±eoev;
the tensor obtained by applying the various rotations to the product eoev is
thus equivalent to that obtained by applying these rotations to x 12 ... (v - 1),

that is to a (v - I)-vector.
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169. Irreducible linear representations of the group of rotations and reversals

In the space E2v + l' any reversal leaves invariant each of the v irreducible
fundamental tensors generated by the components ~o, Xl, X 12, ••• X 12 ... (v-1);

it follows that, given any linear representation whatsoever of the group of
rotations and reversals which induces a reducible representation in the group
of rotations, any reversal transforms one of these irreducible parts into
another equivalent part. Thus, by the theorem of Section 88,

THEOREM. Any irreducible representation of the group of (proper) rotations and
reversals in E2v + 1 induces an irreducible representation in the group of
rotations, and conversely to any irreducible representation of the group of
rotations there correspond two non-equivalent irreducible representations
of the group of rotations and reversals.

In the case of the space E 2v' any reversal leaves invariant each of the
irreducible tensors generated by Xl, X 12, ... , X 12 ... (v - 2), but transforms a
semi-spinor into a semi-spinor of a different type. There are thus two sorts of
irreducible linear representations of the group of (proper) rotations and
reversals in E2v .

(i) Any irreducible tensor for which p = PI provides two non-equivalent
irreducible linear representations of the group of rotations and
reversals;

(ii) The set of all components of the two tensors (p, Pb P2'· .. ,Pv-l)
and (PbP,P2, ... ,Pv-l) with p"# PI provides one and only one
irreducible representation of the group of rotations and reversals.

Note that, since the expression ~ o~v generates a (v - 1)-vector, tensors of
the first category, or rather half of these tensors, can be obtained by applying
the various rotations to an expression of the form

(X 1 )Pl(X 12 )P2 .. . (X 12 ... v - 1)PV-l.

As an example of an irreducible tensor of the second category we need only
mention spinors.

We notice that there are fundamental differences between the case of
space of even dimension and the case of space of odd dimension.

170. Particular case when n = 8

In the case n = 8 the first three fundamental irreducible representations of
the group of (proper) rotations are semi-spinors of the first type, semi-spinors
of the second type, and vectors. We have shown (Section 139) that it is possible
to adjoin to the group of rotations five other families of operations of such
a nature that all the operations of each family permute the three types of
tensor under consideration in the same way; the permutation varies from
one family to another. The components of the irreducible tensors of the total
group formed by these six families under consideration are obtained by add­
ing to the components of the tensor (p, PI' P2' P3') the components of the tensors
obtained by carrying out all possible permutations on the first three exponents
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(p, Pl' P2)' We notice that the fourth fundamental tensor, namely bivectors, is
invariant under all transformations of the total group. For example, it is
easy to verify that the tensor eexep- e{Je~, where eex and ~~ are components of
two semi-spinors of the same type, is equivalent to a bivector, since in the
bivector given by the expression qJTCXqJ, the component XI'2' is equal to

(2)

- eOe~4 + e34e~; applying the various rotations to the expression
~O~~4 - e34e~ thus gives a tensor equivalent to a bivector.

171. Note

The method of H. Weyl for the determination of irreducible linear representa­
tions of compact groups· enables us to find without difficulty the degree of each
of the different irreducible linear representations indicated above. We cite just
one example for the space Es. The degree of the irreducible representation
(P, Pb P2, P3) is equal to

F(p + 1, PI + 1, P2 + 1, P3 + 1)
F(I, 1, 1, 1)

where

F(x, Xb x 2, X3) = XX I X2 X 3(X + X3)(XI + X3)(X2 + X3)(X + Xl + X3)

x (X + X2 + X3)(XI + X2 + X3)(X + Xl + X2 + X3)(X + Xl + X2 + 2X3)

For example the degree of the representation (1, 1, 1,0) is equal to 350.

... H. Weyl, HTheorie der Darstellung kontinuierlicher halbeinfacher Gruppen durch lineare
Transformationen", Math. Zeitschr., 23,1925,271-309; 24,1925,328-395.



CHAPTER IX

SPINORS AND DIRAC'S
EQUATIONS IN RIEMANNIAN

GEOMETRY

I. SPINOR FIELDS IN EUCLIDEAN GEOMETRY

172. Infinitesimal rotations acting on spinors

We have already shown (Section 19) that any infinitesimal rotation in a
Euclidean space En forms a tensor equivalent to a bivector. We shall rederive
this result by a different method which at the same time shows how this bi­
vector operates on spinors.

Take first a simple rotation through an angle a given by a pair of reflec­
tions associated with two unit vectors making an angle a/2 with each other.
Let A1 be the first of these unit vectors and let A2 be the unit vector perpendic­
ular to A1 in the biplane of the simple rotation: the rotation under considera­
tion will be represented by the matrix

(At cos ~ + A2 sin ~)At = cos ~ - sin ~AtA2.

If we assume a to be infinitely small, the principal part is 1 - taA 1A2. The
effect produced on a vector X will be given by

X' = (1 - taA 1A2)X(1 + !aA1A2) = X + !a(XA1A2 - A 1A2X);

the effect produced on a spinor ~ will be

~' = (1 - taA1A2)~.

It follows that if we denote the matrix associated with the bivector
aA1A2 by U, we have the infinitesimal transformation

£5X = t<XU - UX),

£5~ = -tu~.

(1)

(2)



146 IX. SPINORS AND DIRAC'S EQUATIONS IN RIEMANNIAN GEOMETRY

If, for example, we refer the space to n basis vectors AI' A2 , ... , An where

!(AiAj + AjAi) = gij,

the infinitesimal rotation denoted by

will give, when applied to a vector xkAk,
~ k I .. k
bx . Ak = 4:alJx (AkAiAj - AiAjAk)

I .. k[= galJx Ak(AiAj - AjAJ - (A;Aj - AjA;)AkJ.

The quantity in brackets is equal to

- Ai(AjAk + AkAj) + AiAiAk + AkAi) - (A jAk + AkAj)A; + (AiAk + AkAJAj

= - 4(gjkA i - gikA j)'

We thus have

bxk . Ak = -taijxk(gjkAi - gijA) = aijgikXkAj = alxkAj ,

from which

(3)

(4)

Formula (2) becomes

b~ = -!aijAiAj~' (2')

For example, for n = 3, keeping to the notation of Chapter III, we can
put

U = i(aH I + f3H 2 + VH3)

£5~ = -ti(aH I + f3H 2 + yH3)~'

from which, taking into account the expressions (Section 55) for the matrices

Hi'

£5~o = -tiy~o - ti(a - f3i)~I' }

£5~ I = - ti(a + f3i)~o + tiy~ I ;

in terms of the general notation given above, the coefficients a, 13, yare a = a2 3'

f3 = a31' Y = a1 2 '

173. Alternative intepretation

We can given a different interpretation to the results we have obtained.
Imagine the components of a fixed vector or a fixed spinor referred succes­
sively to two Cartesian frames of reference (R) and (R') of which the new frame
(R') is obtained from the old frame (R) by a given infinitesimal rotation. If
we use the sign to denote components of the vector, or spinor, referred to the
new frame, then the vector, or spinor, which when referred to the old frame has
these new components, can be obtained from the given vector, or spinor, by
the inverse of the given infinitesimal rotation. We have thus the
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THEOREM. Given a vector X or a spinor ~ referred successively to a .frame of
reference (R) and to a frame of reference (R') which can be obtained .from
(R) by the infinitesimal rotation U J the infinitesimal variations undergone
by the components of this vector or spinor are given by the formulae

£5X = !<UX - XU),

£5~ = tu~,

of which the .first can be written

In particular the formulre (4) become

£5~o = tiy~o + ti(a - f3i)~ l'

£5~ 1 = ti(a + f3i)~O - ti}'~ l'

(5)

(6)

(7)

174. The absolute differential of a vector and of a spinor

Consider a field of vectors or a field of spinors in a given space, each vector
(or spinor) being attached to a point in space. Imagine that there is at each
point of space a Cartesian reference system so that, referred to these systems,
the fundamental form at each point always has the same coefficients (i.e., the
reference system is everywhere equal to itself in the sense of Euclidean geo­
metry).

Let n be the bivector which represents the infinitesimal rotation which
makes the reference frame (R) with origin M equipollent with the reference
frame (R') with the infinitely close origin M'; the components of this bivector
will be denoted by OJii. Let Xi be the components of the field vector at M re­
ferred to (R) and Xi + dxi be the components of the field vector at M' referred
to (R'). To pass from the first to the second, we pass from the first to a vector
at M' having the same components Xi when referred to (R'); this can be done
by using the rotation n which brings (R) to (R'); then by adding dx i to Xi we
can pass to the second vector.

The elementary geometric variation Dxi which is undergone by the
field vector is then, by Equation (3),

Dx i = dx i + OJ~Xk or DX = dX + t(Xn - QX); (8)

for a spinor field, we have in the same way

(9)

dX or d~ represents the relative variation, -!(XQ - nX) (or - tn~) the varia­
tion of transport. DX and D~ are the absolute differentials of the vector or
spinor.

175. Dirac's equations

Suppose space-time of special relativity to be referred to a Galilean frame of
reference at each point of space and let

(W 1)2 + (W2)2 + (W3)2 _ C2(W4)2
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be the scalar square of the vector which joins the point M to the infinitesi­
mally near point M'; w 1

, w2
, w3

, w4 are the contravariant components of the
vector MM'. The matrix !l which defines the infinitesimal rotation which
brings the reference frame (R) with origin M into equipollence with the
reference frame (R') with origin M' is (Section 149)

n = (~ ~)
with

(

_ ;(W12 _ iC(34)

1t == W 31 _ iCW 24 + i(W 23 _ iC( 14)

Iff defines a function of position (i.e., space-time), we write

df== d 1 f.w
1 + d 2 f.w 2 + d 3 f.w 3 + d4 f·w 4

;

when space is referred to the reference frame (R), the vector a/ox must be re-
placed (Section 157) by

0 0
1

D 1 + iD2 D 3 - -D4
C

1
0 0 D 3 + -D4 -D 1 + iD 2

C
D== , (11 )

D 1 - iD2
1

0 0D 3 - -D4
C

1
D 3 + -D4 -D 1 - iD2 0 0

c

with the following meaning for the symbols D i • We put

Df == D 1f. w 1 + D 2f. w2 + D 3f. w3 + D 4f. w4
, (12)

and we have

1( 1) 1(; 1 )D~o = d~o +.2 ;W12 - ~W34 ~o + 2 W31 + CW24 - ;W23 + ~W14 ~12'

1(; 1 \ If 1)De12 = de12 - 2" W31 + ~W24 + iW23 - ~(14) eo - 2" ~W12 - CW34 e12'
(13)

1( 1 \ 1(; 1 \Del = del - 2" iW12 + C(34) el + 2" W31 - CW24 + iW23 + C(14) e2'

1(; 1) It I \
De2 = de2 - 2" W31 - CW24 - iW23 - CW14 el + 2" ~W12 + cW31 e2'

In equations (13) we have introduced the covariant components Wij

which can be calculated from the contravariant components by the relations
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With this notation Dirac's equations can be written as the matrix relation

(~D + ~ V - mOCk)~ = 0 (14)

whereas in Section 157, the matrix K is of the form

each block representing a matrix of degree 2.

II. SPINOR FIELDS IN RIEMANNIAN GEOMETRY

176. Case of general relativity

There is no need to change the preceding formulre provided we associate with
each point in space-time a local Galilean reference frame which has as fun­
damental form

4~
(1) = y 1 -7dt.OJ2 = r sin () dqJ,

and take the forms OJij as those which define the affine connection of space­
time*.

Let us take as an example the (ds)2 of Schwarzschild (with a change of
sign); this corresponds to the forms

3 dr
OJ = ----)1 _2;'

The only non-zero forms OJij are

OJ12 = cos edqJ, (1)32 = J1-2; sin 0 dqJ,

The matrix D is thus of the form

where L\ and ~ are two complex conjugate matrices, and where we have

(15)

• The proof given in Section 158 of the theorem which implies the result that the divergence
of the current vector is zero. can be repeated without modification here.
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with
1 a i a cot 0

all =--+---+--,
r ao r sin 0 aqJ 2r

~ a 1 a 2r- 3m
aI2=y1-7ar- f 2m ct + pm'

c 1 - - 2r2 1 --
r r

~ a 1 0 2r- 3ma2
1 =y 1 - 7 or + pm at + pm'

c 1 - - 2r2 1 --
r r

1 a i a cot ()
a22 = - ~ ae + r sin () aqJ - ~;

~ can be deduced from L\ by changing each i into - i.

177. Case of any Cartesian reference frame whatsoever

(16)

In the preceding discussion we have assumed that the Riemannian space is
referred to a particular family of Cartesian frames of reference; and it is
necessary that from the metrical point of view these should be equal to one
another. This is the point of view which has been adopted by most authors
who have sought to extend Dirac's equations to general relativity*. But
these authors do not regard spinors as well-defined geometric entities; V. Fock
deduces the law of transformation of a spinor from the law of transformation
of the vector generated by the spinor and its conjugate; this introduces an
indeterminacy which he regards as giving rise to an electromagnetic field.
Other physicists, not wishing to employ local Galilean reference frames, have
sought to generalise Dirac's equations by using the classical technique of
Riemannian geometryt; this technique rests on the use of Cartesian reference
frames which depend on the choice of co-ordinates; these reference frames can,
from the metrical point of view, have any fundamental forms whatsoever.
We shall see t~at if we adopt this point of view and wish to continue to regard
spinors as well-defined geometric entities, which behave as tensors in the most
general sense of that term, then the generalisation of Dirac's equations will
become impossiblet.

The point at issue is whether spinors retain their tensorial character
under all linear transformations of n variables. In reality the problem is
slightly less restrictive, since certain Euclidean tensors of a certain degree r,

• See for example E. Schrodinger, HDiracsches Elektron im Schwerfeld", Sitzungsb. Akad.
f Physik, 57, 1929, p. 261-277 and also H. Weyl. HElektron und Gravitation", Zeitsch.f Physik,
56, 1929, 330-352, who takes a different point of view.

t See for example E. Schrodinger, HDiracsches Elektron im Schwerfeld", Sitzungsb. Akad.
Berlin, 1932, 105.

t Certain physicists regard spinors as entities which are, in a sense, unaffected by the rota­
tions which classical geometric entities (vectors etc.) can undergo, and of which the components
in a given reference system are susceptible of undergoing linear transformations which are in a
sense autonomous. See for example L. Infeld and B. L. van der Waerden, "Die Wellengleichungen
des Elektrons in der allgemeinen RelativiUitstheorie", Sitzungsb. Akad. Berlin, 1933, 380.
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which are not affine tensors, can nevertheless be analytically defined with
respect to any Cartesian reference frame whatsoever~ by the components of an
affine tensor of degree R (greater than r) such that, when referred to a rect­
angular frame of reference, R - r of these components vanish, the r other
components being those of the given Euclidean tensor. Thus, for n == 4, a
semi-bivector can be represented by the components Pii + jgpkh (ijkh is an
even permutation) of a bivector. We thus require to know whether it is possible,
in the affine space of n = 2v + 1 or 2v dimensions, to find an affine tensor with
N components such that, referred to a Cartesian frame of reference, N - 2v

of these components vanish, and the other 2v components behave as the
components of a spinor under a change of rectangular frame of reference. We
shall see that this is impossible.

By using the passage from real to complex, we can assume that we are
dealing with the complex domain. Suppose that the fundamental form has
been reduced to a sum of squares

F == xi + x~ + ... + x;.
We shall have a linear representation of the group of all linear substitutions;
this will provide, in particular, a linear representation of the group

X'l == (XXI + f3X 2' x~ == YX t + bX2' X3 = X3' ... , x~ == xn
((Xb - f3y == 1). (17)

This representation will be many valued, since under the Euclidean rotation

where () is real and varies in a continuous manner from 0 to 2n, the spinor
undergoes a linear substitution which passes in a continuous manner from the
identity substitution ~' = ~ to the substitution ~' = -~. We shall thus have a
many-valued representation of the group (17), and we have seen (Section 85)
that this is impossible.

We could take, without making any change in the proof, instead of the
group (17), the unimodular unitary group in the variables Xl and X2; we have
given (in Section 85), a topological argument to show the non-existence of
multivalued linear representations of this group.

We thus arrive at the following fundamental theorem.

THEOREM. With the geometric sense we have given to the word "spinor" it is
impossible to introduce fields of spinors into the classical Riemannian
technique; that is, having chosen an arbitrary system of co-ordinates Xi

for the space, it is impossible to represent a spinor by any finite number
N whatsoever, of components Ua such that the Ua have covariant derivatives
of the form

where the A~i are determinate functions ofx h*.
• It is clear that this impossibility provides an ex planation of the point of view of L. Infeld

and van der Waerden (see the preceding footnote). which is however geometrically and even
physically so startlina.
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