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 The practitioner of  Pediatric Critical Care Medicine  should be facile with a broad scope of 
knowledge from human developmental biology, to pathophysiologic dysfunction of virtually 
every organ system, and to complex organizational management. The practitioner should 
select, synthesize and apply the information in a discriminative manner. And fi nally and most 
importantly, the practitioner should constantly “listen” to the patient and the responses to inter-
ventions in order to understand the basis for the disturbances that create life-threatening or 
severely debilitating conditions. 

 Whether learning the specialty as a trainee or growing as a practitioner, the pediatric inten-
sivist must adopt the mantle of a perpetual student. Every professional colleague, specialist 
and generalist alike, provides new knowledge or fresh insight on familiar subjects. Every 
patient presents a new combination of challenges and a new volley of important questions to 
the receptive and inquiring mind. 

 A textbook of pediatric critical care fi lls special niches for the discipline and the student of 
the discipline. As an historical document, this compilation records the progress of the spe-
cialty. Future versions will undoubtedly show advances in the basic biology that are most 
important to bedside care. However, the prevalence and manifestation of disease invariably 
will shift, driven by epidemiologic forces, and genetic factors, improvements in care and, 
hopefully, by successful prevention of disease. Whether the specialty will remain as broadly 
comprehensive as is currently practiced is not clear, or whether sub-specialties such as cardiac- 
and neurointensive care will warrant separate study and practice remains to be determined. 

 As a repository of and reference for current knowledge, textbooks face increasing and 
imposing limitations compared with the dynamic and virtually limitless information gateway 
available through the internet. Nonetheless, a central standard serves as a defi ning anchor from 
which students and their teachers can begin with a common understanding and vocabulary and 
thereby support their mutual professional advancement. Moreover, it permits perspective, 
punctuation and guidance to be superimposed by a thoughtful expert who is familiar with the 
expanding mass of medical information. 

 Pediatric intensivists owe Drs. Wheeler, Wong, and Shanley a great debt for their work in 
authoring and editing this volume. Their effort was enormously ambitious, but matched to the 
discipline itself in depth, breadth, and vigor. The scientifi c basis of critical care is integrally 
woven with the details of bedside management throughout the work, providing both a satisfy-
ing rationale for current practice, as well as a clearer picture of where we can improve. The 
coverage of specialized areas such as intensive care of trauma victims and patients following 
congenital heart surgery make this a uniquely comprehensive text. The editors have assembled 
an outstanding collection of expert authors for this work. The large number of international 
contributors is striking, but speaks to the rapid growth of this specialty throughout the world. 

 We hope that this volume will achieve a wide readership, thereby enhancing the exchange 
of current scientifi c and managerial knowledge for the care of critically ill children, and stimu-
lating the student to seek answers to fi ll our obvious gaps in understanding.  

    Chicago, Illinois, USA  Thomas     P.     Green   
   New Haven, CT, USA  George     Lister    

   Foreword to the First Edition   
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 The specialty of pediatric critical care medicine continues to grow and evolve! The modern 
PICU of today is vastly different, even compared to as recently as 5 years ago. Technological 
innovations in monitoring, information management, and even medical documentation have 
seemed to change virtually overnight. We have witnessed the gradual disappearance of some 
time-honored, traditional devices such as the pulmonary artery catheter. At the same time, we 
have observed the rapid evolution and adoption of newer monitoring techniques such as con-
tinuous venous oximetry and near-infrared spectroscopy. Some PICUs are even now using 
telemedicine to remotely provide care for critically ill children. Many of us can recall a time 
when cellular phones were prohibited in the PICU – today, many of us can remotely monitor 
the status of our patients from these same cellular phones! Advances in molecular biology have 
led to the era of personalized medicine – we can now individualize our treatment approach to 
the unique and specifi c needs of a patient. We now routinely rely on a vast array of condition- 
specifi c biomarkers to initiate and titrate therapy. Some of these advances in molecular biology 
have uncovered new diseases and conditions altogether! At the same time, pediatric critical 
care medicine has become more global. We are sharing our knowledge with the world com-
munity. Through our collective efforts, we are advancing the care of our patients. Pediatric 
critical care medicine will continue to grow and evolve – more technological advancements 
and scientifi c achievements will surely come in the future. We will become even more global 
in scope. However, the human element of what pediatric critical care providers do will never 
change. “For all of the science inherent in the specialty of pediatric critical care medicine, 
there is still art in providing comfort and solace to our patients and their families. No technol-
ogy will ever replace the compassion in the touch of a hand or the soothing words of a calm 
and gentle voice” [1]. I remain humbled by the gifts that I have received in my life. And I still 
remember the promise I made to myself so many years ago – the promise that I would dedicate 
the rest of my professional career to advancing the fi eld of pediatric critical care medicine as 
payment for these gifts. It is my sincere hope that the second edition of this textbook will edu-
cate a whole new generation of critical care professionals, and in so-doing help me continue 
my promise.  

 Cincinnati, OH, USA Derek S. Wheeler, MD, MMM 

 Reference 

 1. Wheeler DS. Care of the critically ill pediatric patient. Pediatr Clin North Am 2013;60:xv–xvi. Copied with 
permission by Elsevier, Inc. 
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    Promises to Keep 

 The fi eld of critical care medicine is growing at a tremendous pace, and tremendous advances 
in the understanding of critical illness have been realized in the last decade. My family has 
directly benefi ted from some of the technological and scientifi c advances made in the care of 
critically ill children. My son Ryan was born during my third year of medical school. By some 
peculiar happenstance, I was nearing completion of a 4-week rotation in the Newborn Intensive 
Care Unit. The head of the Pediatrics clerkship was kind enough to let me have a few days off 
around the time of the delivery – my wife Cathy was 2 weeks past her due date and had been 
scheduled for elective induction. Ryan was delivered through thick meconium-stained amni-
otic fl uid and developed breathing diffi culty shortly after delivery. His breathing worsened 
over the next few hours, so he was placed on the ventilator. I will never forget the feelings of 
utter helplessness my wife and I felt as the NICU Transport Team wheeled Ryan away in the 
transport isolette. The transport physician, one of my supervising third year pediatrics resi-
dents during my rotation the past month, told me that Ryan was more than likely going to 
require ECMO. I knew enough about ECMO at that time to know that I should be scared! The 
next 4 days were some of the most diffi cult moments I have ever experienced as a parent, 
watching the blood being pumped out of my tiny son’s body through the membrane oxygen-
ator and roller pump, slowly back into his body (Figs.  1  and  2 ). I remember the fear of each 
day when we would be told of the results of his daily head ultrasound, looking for evidence of 

  Preface to the F irst Edition      

  Fig. 1          
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  Fig. 2          

intracranial hemorrhage, and then the relief when we were told that there was no bleeding. I 
remember the hope and excitement on the day Ryan came off ECMO, as well as the concern 
when he had to be sent home on supplemental oxygen. Today, Ryan is happy, healthy, and 
strong. We are thankful to all the doctors, nurses, respiratory therapists, and ECMO specialists 
who cared for Ryan and made him well. We still keep in touch with many of them. Without the 
technological advances and medical breakthroughs made in the fi elds of neonatal intensive 
care and pediatric critical care medicine, things very well could have been much different. I 
made a promise to myself long ago that I would dedicate the rest of my professional career to 
advancing the fi eld of pediatric critical care medicine as payment for the gifts that we, my wife 
and I, have been truly blessed. It is my sincere hope that this textbook, which has truly been a 
labor of joy, will educate a whole new generation of critical care professionals, and in so-doing 
help make that fi rst step towards keeping my promise.   

 Cincinnati, OH, USA Derek S. Wheeler, MD, MMM   
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 With any such undertaking, there are people along the way who, save for their dedication, 
inspiration, and assistance, a project such as this would never be completed. I am personally 
indebted to Michael D. Sova, our Developmental Editor, who has been a true blessing. He has 
kept this project going the entire way and has been an incredible help to me personally through-
out the completion of this textbook. There were days when I thought that we would never fi n-
ish – and he was always there to lift my spirits and keep me focused on the task at hand. I will 
be forever grateful to him. I am also grateful for the continued assistance of Grant Weston at 
Springer. Grant has been with me since the very beginning of the fi rst edition of this textbook. 
He has been a tremendous advocate for our specialty, as well as a great mentor and friend. I 
would be remiss if I did not thank Brenda Robb for her clerical and administrative assistance 
during the completion of this project. Juggling my schedule and keeping me on time during 
this whole process was not easy! I have been extremely fortunate throughout my career to have 
had incredible mentors, including Jim Lemons, Brad Poss, Hector Wong, and Tom Shanley. 
All four are gifted and dedicated clinicians and remain passionate advocates for critically ill 
children, the specialties of neonatology and pediatric critical care medicine, and me! I want to 
personally thank both Hector and Tom for serving again as Associate Editors for the second 
edition of this textbook. Their guidance and advice has been immeasurable. I have been truly 
fortunate to work with an outstanding group of contributors. All of them are my colleagues and 
many have been my friends for several years. It goes without saying that writing textbook 
chapters is a diffi cult and arduous task that often comes without a lot of benefi ts. Their exper-
tise and dedication to our specialty and to the care of critically ill children have made this 
project possible. The textbook you now hold in your hands is truly their gift to the future of our 
specialty. I would also like to acknowledge the spouses and families of our contributors – par-
ticipating in a project such as this takes a lot of time and energy (most of which occurs outside 
of the hospital!). Last, but certainly not least, I would like to especially thank my family – my 
wife Cathy, who has been my best friend and companion, number one advocate, and sounding 
board for the last 22 years, as well as my four children – Ryan, Katie, Maggie, and Molly, to 
whom I dedicate this textbook and all that I do.  

  Acknowledgements  



 



xv

Part I The Practice of Pediatric Critical Care Medicine
Susan L. Bratton

 1 Pediatric Critical Care: A Global View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3
Andrew C. Argent and Niranjan Kissoon

 2 Pediatric Critical Care and the Law: Medical Malpractice  . . . . . . . . . . . . . . .  11
Ramesh C. Sachdeva

 3 Architectural Design of Critical Care Units: 
A Comparison of Best Practice Units and Design. . . . . . . . . . . . . . . . . . . . . . . .  17
Charles D. Cadenhead

 4 PICU Administration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  33
Cortney B. Foster and David C. Stockwell

 5 Nursing Care in the Pediatric Intensive Care Unit . . . . . . . . . . . . . . . . . . . . . . .  41
Franco A. Carnevale and Maryse Dagenais

 6 Scoring Systems in Critical Care  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47
Sandra D.W. Buttram, Paul R. Bakerman, and Murray M. Pollack

 7 Pharmacology in the PICU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55
James B. Besunder and John Pope

 8 Telemedicine in the Pediatric Intensive Care Unit  . . . . . . . . . . . . . . . . . . . . . . .  75
James P. Marcin, Madan Dharmar, and Candace Sadorra

 9 Quality Improvement Science in the PICU . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  83
Matthew F. Niedner

10 Patient Safety in the PICU  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  101
Matthew C. Scanlon

11 Outcomes Research in the PICU  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  107
Folafoluwa Olutobi Odetola

12 Resident and Nurse Education in Pediatric Intensive Care Unit  . . . . . . . . . . .  117
Girish G. Deshpande, Gwen J. Lombard, and Adalberto Torres Jr.

13 Epidemiology of Critical Illness  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  125
R. Scott Watson and Mary Elizabeth Hartman

14 Ethics in the Pediatric Intensive Care Unit: 
Controversies and Considerations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133
Rani Ganesan and K. Sarah Hoehn

   Contents    



xvi

15 Palliative Care in the PICU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  141
Kelly Nicole Michelson and Linda B. Siegel

16 Evidence-based Pediatric Critical Care Medicine  . . . . . . . . . . . . . . . . . . . . . . .  149
Donald L. Boyer and Adrienne G. Randolph

17 Simulation Training in Pediatric Critical Care Medicine  . . . . . . . . . . . . . . . . .  157
Catherine K. Allan, Ravi R. Thiagarajan, and Peter H. Weinstock

18 Career Development in Pediatric Critical Care Medicine . . . . . . . . . . . . . . . . .  167
M. Michele Mariscalco

Part II The Science of Pediatric Critical Care Medicine
Michael W. Quasney

19 Genetic Polymorphisms in Critical Illness and Injury . . . . . . . . . . . . . . . . . . . .  177
Mary K. Dahmer and Michael W. Quasney

20 Genomics in Critical Illness  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  203
Hector R. Wong

21 Signal Transduction Pathways in Critical Illness and Injury  . . . . . . . . . . . . . .  217
Timothy T. Cornell, Waseem Ostwani, Lei Sun, Steven L. Kunkel, 
and Thomas P. Shanley

22 Pro-infl ammatory and Anti- infl ammatory Mediators in Critical 
Illness and Injury . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  231
Jennifer A. Muszynski, W. Joshua Frazier, and Mark W. Hall

23 Oxidative and Nitrosative Stress in Critical Illness and Injury. . . . . . . . . . . . .  239
Katherine Mason

24 Ischemia-Reperfusion Injury  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  251
Michael J. Hobson and Basilia Zingarelli

Part III  Resuscitation, Stabilization, and Transport 
of the Critically Ill or Injured Child
Vinay Nadkarni

25 Post-resuscitation Care  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  271
Monica E. Kleinman and Meredith G. van der Velden

26 Predicting Outcomes Following Resuscitation  . . . . . . . . . . . . . . . . . . . . . . . . . .  291
Akira Nishisaki

27 Basic Management of the Pediatric Airway  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  299
Derek S. Wheeler

28 Pediatric Diffi cult Airway Management: Principles and Approach 
in the Critical Care Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  329
Paul A. Stricker, John Fiadjoe, and Todd J. Kilbaugh

29 Central Venous Vascular Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  345
Jennifer Kaplan, Matthew F. Niedner, and Richard J. Brilli

30 Shock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  371
Derek S. Wheeler and Joseph A. Carcillo Jr. 

31 Acute Respiratory Failure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  401
Kyle J. Rehder, Jennifer L. Turi, and Ira M. Cheifetz

Contents



xvii

32 The Multiply Injured Child  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  413
Gad Bar-Joseph, Amir Hadash, Anat Ilivitzki, and Hany Bahouth

33 Coma and Altered Mental Status . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  433
Alexis Topjian and Nicholas S. Abend

34 Interfacility Transport. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  447
Cecilia D. Thompson, Michael T. Bigham, and John S. Giuliano Jr.

35 Multiple Organ Dysfunction Syndrome. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  457
François Proulx, Stéphane Leteurtre, Jean Sébastien Joyal, 
and Philippe Jouvet

36 Withdrawal of Life Support  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  475
Ajit A. Sarnaik and Kathleen L. Meert

37 Brain Death. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  481
Sam D. Shemie and Sonny Dhanani

38 The Physiology of Brain Death and Organ Donor Management  . . . . . . . . . . .  497
Sam D. Shemie and Sonny Dhanani

Part IV Monitoring the Critically Ill or Injured Child
Shane M. Tibby

39 Respiratory Monitoring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  521
Derek S. Wheeler and Peter C. Rimensberger

40 Hemodynamic Monitoring  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  543
Shane M. Tibby

41 Neurological Monitoring of the Critically-Ill Child  . . . . . . . . . . . . . . . . . . . . . .  569
Elizabeth A. Newell, Bokhary Abdulmohsen, and Michael J. Bell

42 Nutrition Monitoring in the PICU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  579
George Briassoulis

43 Monitoring Kidney Function in the Pediatric Intensive Care Unit. . . . . . . . . .  603
Catherine D. Krawczeski, Stuart L. Goldstein, Rajit K. Basu, 
Prasad Devarajan, and Derek S. Wheeler

Part V Special Situations in Pediatric Critical Care Medicine
W. Bradley Poss

44 Principles of Mass Casualty and Disaster Medicine . . . . . . . . . . . . . . . . . . . . . .  621
David Markenson

45 Care in an Austere Environment  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  637
Jennifer S. Storch and Philip C. Spinella

46 Agents of Biological and Chemical Terrorism. . . . . . . . . . . . . . . . . . . . . . . . . . .  645
Michael T. Meyer, Philip C. Spinella, and Ted Cieslak

47 Pandemic Infl uenza  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  657
Jill S. Sweney, Eric J. Kasowski, and W. Bradley Poss

48 Pediatric Drowning  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  665
Jason Coryell and Laura M. Ibsen

49 Heat Illness and Hypothermia  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  677
Luke A. Zabrocki, David K. Shellington, and Susan L. Bratton

Contents



xviii

50 Toxic Ingestions  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  695
Janice E. Sullivan and Mark J. McDonald

51 Envenomations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  729
James Tibballs, Christopher P. Holstege, and Derek S. Wheeler

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  751 

Contents



xix

     Bokhary     Abdulmohsen  ,   MD       Department of Pediatric Critical Care , 
 Al Hada Armed Forces Hospital  ,  Tai ,  Kingdom of Saudi Arabia     

      Nicholas     S.     Abend  ,   MD       Department of Neurology and Pediatrics , 
 The Children’s Hospital of Philadelphia  ,  Philadelphia ,  PA ,  USA     

      Catherine     K.     Allan  ,   MD       Division of Cardiac Intensive Care, Department of Cardiology , 
 Boston Children’s Hospital  ,  Boston ,  MA ,  USA     

      Andrew     C.     Argent  ,   MB, BCh, MMed, FCPaeds, DCH       School of Child and Adolescent 
Health ,  University of Cape Town  ,  Cape Town ,  South Africa   

  Paediatric Intensive Care Unit ,  Red Cross War Memorial Children’s Hospital  ,  Cape Town , 
 South Africa     

      Hany     Bahouth  ,   MD       Department of Trauma and Emergency Surgery ,  Rambam Medical 
Center  ,  Haifa ,  Israel     

      Paul     R.     Bakerman  ,   MD       Critical Care Medicine ,  Phoeniz Children’s Hospital  , 
 Phoenix ,  AZ ,  USA     

      Gad     Bar-Joseph  ,   MD       Department of Pediatric Intensive Care ,  Meyer Children’s Hospital, 
Rambam Medical Center  ,  Haifa ,  Israel     

      Rajit     K.     Basu  ,   MD, FAAP       Division of Critical Care Medicine , 
 Cincinnati Children’s Hospital Medical Center  ,  Cincinnati ,  OH ,  USA     

      Michael     J.     Bell  ,   MD       Department of Critical Care Medicine , 
 Children’s Hospital of Pittsburgh  ,  Pittsburgh ,  PA ,  USA     

      James     B.     Besunder  ,   DO       Department of Pediatrics ,  Akron Children’s Hospital  ,  Akron , 
 OH ,  USA     

      Michael     T.     Bigham  ,   MD       Division of Critical Care Medicine, Department of Pediatrics , 
 Akron Children’s Hospital  ,  Akron ,  OH ,  USA     

      Donald     L.     Boyer  ,   MD       Department of Anesthesiology and Critical Care Medicine ,  The 
Children’s Hospital of Philadelphia and the Perelman School of Medicine at the University 
of Pennsylvania  ,  Philadelphia ,  PA ,  USA     

      Susan     L.     Bratton  ,   MD, MPH       Department of Pediatrics ,  Primary Children’s Medical 
Center  ,  Salt Lake City ,  UT ,  USA     

      George     Briassoulis  ,   MD, PhD       PICU ,  University Hospital, University of Crete  , 
 Heraklion, Crete ,  Greece     

      Richard     J.     Brilli  ,   MD       Division of Critical Care Medicine, Department of Pediatrics , 
 Nationwide Children’s Hospital, The Ohio State University College of Medicine  ,  Columbus , 
 OH ,  USA     

  Contributors 



xx

      Sandra     D.    W.     Buttram  ,   MD       Critical Care Medicine ,  Phoenix Children’s Hospital  , 
 Phoenix ,  AZ ,  USA     

      Charles     D.     Cadenhead  ,   FAIA, FACHA, FCCM       WHR Architects  ,  Houston ,  TX ,  USA     

      Joseph     A.     Carcillo     Jr.  ,   MD       Pediatric Intensive Care Unit , 
 Children’s Hospital of Pittsburgh of UPMC  ,  Pittsburgh ,  PA ,  USA     

      Franco     A.     Carnevale  ,   RN, PhD       Pediatric Critical Care ,  Montreal Children’s Hospital, 
McGill University  ,  Montreal ,  QC ,  Canada     

      Ira     M.     Cheifetz  ,   MD, FCCM, FAARC       Division of Pediatric Critical Care Medicine, 
Department of Pediatrics ,  Duke Children’s Hospital  ,  Durham ,  NC ,  USA     

      Ted     Cieslak  ,   MD       Clinical Services Division ,  US Army Medical Command, Army Surgeon 
General  ,  Fort Sam Houston ,  TX ,  USA     

      Timothy     T.     Cornell  ,   MD       Department of Pediatrics and Communicable Diseases , 
 C.S. Mott Children’s Hospital University of Michigan  ,  Ann Arbor ,  MI ,  USA     

      Jason     Coryell  ,   MD       Department of Pediatrics ,  Doernbecher Children’s Hospital, Oregon 
Health and Sciences University  ,  Portland ,  OR ,  USA     

      Maryse     Dagenais  ,   RN, MSc (A)       Pediatric Intensive Care Unit ,  Montreal Children’s 
Hospital  ,  Montreal ,  QC ,  Canada     

      Mary     K.     Dahmer  ,   PhD       Department of Pediatrics, Critical Care Medicine , 
 The University of Michigan  ,  Ann Arbor ,  MI ,  USA     

      Girish     G.     Deshpande  ,   MD       Department of Pediatrics ,  Children’s Hospital of Illinois  , 
 Peoria ,  IL ,  USA     

      Prasad     Devarajan  ,   MD       Division of Nephrology and Hypertension , 
 Cincinnati Children’s Hospital Medical Center  ,  Cincinnati ,  OH ,  USA     

      Sonny     Dhanani  ,   BSc (Pharm), MD, FRCPC       Pediatric Intensive Care Unit , 
 Children’s Hospital of Eastern Ontario  ,  Ottawa ,  ON ,  Canada     

      Madan     Dharmar  ,   MBBS, PhD       Department of Pediatrics ,  UC Davis Children’s Hospital  , 
 Sacramento ,  CA ,  USA     

      John     Fiadjoe  ,   MD       Department of Anesthesiology and Critical Care Medicine , 
 Children’s Hospital of Philadelphia  ,  Philadelphia ,  PA ,  USA     

      Cortney     B.     Foster  ,   DO       Department of Pediatric Critical Care , 
 University of Maryland School of Medicine  ,  Baltimore ,  MD ,  USA     

      W.     Joshua     Frazier  ,   MD       Division of Critical Care Medicine , 
 Nationwide Children’s Hospital  ,  Columbus ,  OH ,  USA     

      Rani     Ganesan  ,   MD       Department of Pediatrics ,  Rush University Medical Center  , 
 Chicago ,  IL ,  USA     

      John     S.     Giuliano     Jr.  ,   MD       Department of Pediatrics ,  Yale University School of Medicine  , 
 New Haven ,  CT ,  USA     

      Stuart     L.     Goldstein  ,   MD       Division of Nephrology and Hypertension, Center for Acute Care 
Nephrology, Cincinnati Children’s Hospital Medical Center  ,  Cincinnati ,  OH ,  USA     

      Amir     Hadash  ,   MD       Department of Pediatric Intensive Care ,  Meyer Children’s Hospital, 
Rambam Medical Center  ,  Haifa ,  Israel     

      Mark     W.     Hall  ,   MD       Division of Critical Care Medicine ,  Nationwide Children’s Hospital  , 
 Columbus ,  OH ,  USA     

Contributors



xxi

      Mary     Elizabeth     Hartman  ,   MD, MPH       Department of Pediatric Critical Care Medicine , 
 St. Louis Children’s Hospital, Washington University in St. Louis  ,  St. Louis ,  MO ,  USA     

      Michael     J.     Hobson  ,   MD       Division of Critical Care Medicine ,  Cincinnati Children’s Hospital 
Medical Center  ,  Cincinnati ,  OH ,  USA     

      K.     Sarah     Hoehn  ,   MD, MBe         University of Kansas Medical Center  , 
 Kansas City ,  KS ,  USA     

      Christopher     P.     Holstege  ,   MD       Department of Emergency Medicine ,  University of Virginia 
Health System  ,  Charlottesville ,  VA ,  USA     

      Laura     M.     Ibsen  ,   MD       Department of Pediatrics ,  Doernbecher Children’s Hospital, Oregon 
Health and Sciences University  ,  Portland ,  OR ,  USA     

      Anat     Ilivitzki  ,   MD       Department of Radiology ,  Rambam Medical Center  ,  Haifa ,  Israel     

      Philippe     Jouvet  ,   MD, PhD       Department of Pediatrics ,  Sainte-Justine  ,  Montreal ,  QC ,  Canada     

      Jean     Sébastien     Joyal  ,   MD, PhD       Department of Pediatrics ,  Sainte-Justine  ,  Montreal , 
 QC ,  Canada     

      Jennifer     Kaplan  ,   MD, MS       Division of Critical Care Medicine, Department of Pediatrics , 
 Cincinnati Children’s Hospital Medical Center, University of Cincinnati College of 
Medicine  ,  Cincinnati ,  OH ,  USA     

      Eric     J.     Kasowski  ,   DVM, MD, MPH       US Centers for Disease Control and Prevention  , 
 Atlanta ,  GA ,  USA     

      Todd     J.     Kilbaugh  ,   MD       Department of Anesthesiology and Critical Care Medicine , 
 Children’s Hospital of Philadelphia  ,  Philadelphia ,  PA ,  USA     

      Niranjan     Kissoon  ,   MD, FRCP(C), FAAP, FCCM, FACPE       Department of Pediatrics and 
Emergency Medicine ,  The University of British Columbia  ,  Vancouver ,  BC ,  Canada   

  Department of Medical Affairs ,  BC Children’s Hospital and Sunny Hill Health Centre for 
Children  ,  Vancouver ,  BC ,  Canada     

      Monica     E.     Kleinman  ,   MD       Division of Critical Care Medicine, Department of 
Anesthesiology ,  Children’s Hospital Boston  ,  Boston ,  MA ,  USA     

      Catherine     D.     Krawczeski  ,   MD       Division of Pediatric Cardiology, Stanford University 
School of Medicine  ,  Palo Alto ,  CA ,  USA     

      Steven     L.     Kunkel  ,   MS, PhD       Department of Pathology, University of Michigan ,     Ann Arbor , 
 MI ,  USA     

      Stéphane     Leteurtre  ,   MD, PhD       Department of Pediatrics ,  Jeanne de Flandre  ,  Lille ,  France     

      Gwen     J.     Lombard  ,   PhD, RN       Department of Neurosurgery ,  University of Florida  , 
 Gainesville ,  FL ,  USA     

      James     P.     Marcin  ,   MD, MPH       Department of Pediatrics ,  UC Davis Children’s Hospital  , 
 Sacramento ,  CA ,  USA     

      M.     Michele     Mariscalco  ,   MD       Department of Pediatrics ,  University of Illinois College 
of medicine at Urbana Champaign  ,  Urbana ,  IL ,  USA     

      David     Markenson  ,   MD       Disaster Medicine and Regional Emergency Services ,  Maria Fareri 
Children’s Hospital and Westchester Medical Center  ,  Valhalla ,  NY ,  USA     

      Katherine     Mason  ,   MD       Department of Pediatrics ,  Rainbow Babies Children’s Hospital  , 
 Cleveland ,  OH ,  USA     

Contributors



xxii

      Mark     J.     McDonald  ,   MD       Department of Pediatrics ,  University of Louisville  ,  Louisville , 
 KY ,  USA     

      Kathleen     L.     Meert  ,   MD       Department of Pediatrics ,  Children’s Hospital of Michigan  , 
 Detroit ,  MI ,  USA     

      Michael     T.     Meyer  ,   MD       Division of Pediatric Critical Care Medicine , 
 Medical College of Wisconsin, Children’s Hospital of Wisconsin  ,  Milwaukee ,  WI ,  USA     

      Kelly     Nicole     Michelson  ,   MD, PhD       Division of Pediatric Critical Care Medicine, 
Department of Pediatrics ,  Ann and Robert H. Lurie Children’s Hospital of Chicago  ,  Chicago , 
 IL ,  USA     

      Jennifer     A.     Muszynski  ,   MD       Division of Critical Care Medicine , 
 The Ohio State University College of Medicine, Nationwide Children’s Hospital  , 
 Columbus ,  OH ,  USA     

      Elizabeth     A.     Newell  ,   MD       Department of Critical Care Medicine , 
 Children’s Hospital of Pittsburgh  ,  Pittsburgh ,  PA ,  USA     

      Matthew     F.     Niedner  ,   MD       Pediatric Intensive Care Unit, Division of Critical Care Medicine, 
Department of Pediatrics ,  University of Michigan Medical Center, Mott Children’s Hospital  , 
 Ann Arbor ,  MI ,  USA     

      Akira     Nishisaki  ,   MD, MSCE       Department of Anesthesiology and Critical Care Medicine , 
 The Children’s Hospital of Philadelphia  ,  Philadelphia ,  PA ,  USA     

      Folafoluwa     Olutobi     Odetola  ,   MD, MPH       Pediatrics and Communicable Diseases , 
 University of Michigan Hospital and Health Systems  ,  Ann Arbor ,  MI ,  USA     

      Waseem     Ostwani  ,   MD       Department of Pediatric Critical Care Medicine , 
 C.S. Mott Children’s Hospital  ,  Ann Arbor ,  MI ,  USA     

      Murray     M.     Pollack  ,   MD       Department of Child Health , 
 University of Arizona College of Medicine – Phoenix  ,  Phoenix ,  AZ ,  USA     

      John     Pope  ,   MD       Department of Pediatrics ,  Akron Children’s Hospital  ,  Akron ,  OH ,  USA     

      W.     Bradley     Poss  ,   MD       Department of Pediatric Critical Care, University of Utah  , 
 Salt Lake ,  UT ,  USA     

      François     Proulx  ,   MD       Department of Pediatrics ,  Sainte-Justine  ,  Montreal ,  QC ,  Canada     

      Michael     W.     Quasney  ,   MD, PhD       Department of Pediatrics, Critical Care Medicine , 
 The University of Michigan  ,  Ann Arbor ,  MI ,  USA     

      Adrienne     G.     Randolph  ,   MD, MSc       Division of Critical Care Medicine, Department of 
Anesthesia, Perioperative and Pain Medicine ,  Children’s Hospital Boston  ,  Boston ,  MA ,  USA     

      Kyle     J.     Rehder  ,   MD       Division of Pediatric Critical Care Medicine, 
Department of Pediatrics ,  Duke Children’s Hospital  ,  Durham ,  NC ,  USA     

      Peter     C.     Rimensberger  ,   MD       Department of Pediatrics, Service of Neonatology and 
Pediatric Intensive Care ,  University Hospital of Geneva  ,  Geneva ,  Switzerland     

      Ramesh     C.     Sachdeva  ,   MD, PhD, JD, FAAP, FCCM       Department of Pediatric Critical 
Care ,  Medical College of Wisconsin  ,  Milwaukee ,  WI ,  USA     

      Candace     Sadorra  ,   BS       Department of Pediatrics ,  UC Davis Children’s Hospital  , 
 Sacramento ,  CA ,  USA     

      Ajit     A.     Sarnaik  ,   MD       Department of Pediatrics ,  Children’s Hospital of Michigan  , 
 Detroit ,  MI ,  USA     

Contributors



xxiii

      Matthew     C.     Scanlon  ,   MD       Department of Pediatric Critical Care , 
 Medical College of Wisconsin, Children’s Hospital of Wisconsin  ,  Milwaukee ,  WI ,  USA     

      Thomas     P.     Shanley  ,   MD       Michigan Institute for Clinical and Health Research , 
 University of Michigan Medical School  ,  Ann Arbor ,  MI ,  USA     

      David     K.     Shellington  ,   MD       Division of Pediatric Critical Care , 
 University of California, San Diego  ,  San Diego ,  CA ,  USA     

      Sam     D.     Shemie  ,   PhD       Department of Critical Care ,  Montreal Children’s Hospital  , 
 Montreal ,  QC ,  Canada     

      Linda     B.     Siegel  ,   MD, FAAP       Divisions of Pediatric Critical Care Medicine and Pediatric 
Palliative CareCohen , Children’s Medical Center   ,  New Hyde Park ,  NY ,  USA     

      Philip     C.     Spinella  ,   MD, FCCM       Division of Critical Care, Critical Care Translation 
Research Program ,  Washington University in St. Louis Medical School  ,  St. Louis ,  MO ,  USA     

      David     C.     Stockwell  ,   MD, MBA       Department of Critical Care Medicine , 
 Children’s National  ,  Washington ,  DC ,  USA     

      Jennifer     S.     Storch  ,   RN, CNRN, CCRN       Regional Burn Center ICU , 
 University of California San Diego Medical Center  ,  San Diego ,  CA ,  USA     

      Paul     A.     Stricker  ,   MD       Department of Anesthesiology and Critical Care Medicine , 
 The Children’s Hospital of Philadelphia and the Perelman School of Medicine at the 
University of Pennsylvania  ,  Philadelphia ,  PA ,  USA     

      Janice     E.     Sullivan  ,   MD       Department of Pediatrics and Pharmacology & Toxicology , 
 University of Louisville  ,  Louisville ,  KY ,  USA     

      Lei     Sun  ,   PhD       Department of Pediatrics and Communicable Diseases , 
 University of Michigan, C.S.Mott Children’s Hospital, Von Voigtlander Women’s hospital  , 
 Ann Arbor ,  MI ,  USA     

      Jill     S.     Sweney  ,   MD       Department of Pediatric Critical Care ,  University of Utah  , 
 Salt Lake City ,  UT ,  USA     

      Ravi     R.     Thiagarajan  ,   MBBS, MPH       Department of Cardiology , 
 Boston Children’s Hospital  ,  Boston ,  MA ,  USA     

      Cecilia     D.     Thompson  ,   MD       Division of Critical Care Medicine , 
 Mount Sinai Kravis Children’s Hospital  ,  New York ,  NY ,  USA     

      James     Tibballs  ,   MBBS, MEd, MBA, MD       Pediatric Intensive Care Unit , 
 Royal Children’s Hospital, Melbourne  ,  Melbourne ,  VIC ,  Australia     

      Shane     M.     Tibby  ,   MBChB, MRCP, MSc (appl stat)       PICU Department , 
 Evelina London Children’s Hospital  ,  London ,  UK     

      Alexis     Topjian  ,   MD, MSCE       Department of Anesthesia and Critical Care , 
 The Children’s Hospital of Philadelphia  ,  Philadelphia ,  PA ,  USA     

      Adalberto     Torres     Jr.  ,   MD, MS       Department of Pediatrics , 
 University of Illinois College of Medicine at Peoria  ,  Peoria ,  IL ,  USA     

      Jennifer     L.     Turi  ,   MD       Division of Pediatric Critical Care Medicine, 
Department of Pediatrics ,  Duke Children’s Hospital  ,  Durham ,  NC ,  USA     

      Meredith     G.     van der     Velden  ,   MD       Department of Anesthesia ,  Children’s Hospital Boston  , 
 Boston ,  MA ,  USA     

Contributors



xxiv

      R.     Scott     Watson  ,   MD, MPH       Department of Pediatric Critical Care Medicine , 
 Children’s Hospital of Pittsburgh of UPMC  ,  Pittsburgh ,  PA ,  USA     

      Peter     H.     Weinstock  ,   MD, PhD       Division of Critical Care, Department of Anesthesia, 
Perioperative and Pain Medicine ,  Boston Children’s Hospital  ,  Boston ,  MA ,  USA     

      Derek     S.     Wheeler  ,   MD, MMM       Division of Critical Care Medicine ,  Cincinnati Children’s 
Hospital Medical Center and University of Cincinnati College of Medicine  , 
 Cincinnati ,  OH ,  USA     

      Hector     R.     Wong  ,   MD       Division of Critical Care Medicine,   Cincinnati Children’s Hospital 
Medical Center, University of Cincinnati College of Medicine  ,  Cincinnati ,  OH ,  USA     

      Luke A.     Zabrocki  ,   MD       Division of Pediatric Critical Care ,  Naval Medical Center San 
Diego  ,  San Diego ,  CA ,  USA     

      Basilia     Zingarelli  ,   MD, PhD       Division of Critical Care Medicine , 
 Cincinnati Children’s Hospital Medical Center  ,  Cincinnati ,  OH ,  USA      

Contributors



   Part I 

   The Practice of Pediatric Critical Care Medicine 

        Susan     L.     Bratton               



3D.S. Wheeler et al. (eds.), Pediatric Critical Care Medicine, 
DOI 10.1007/978-1-4471-6362-6_1, © Springer-Verlag London 2014

        Introduction 

 The ultimate aim of critical care services is to save lives and 
limit morbidity in the critically ill. However, globally the 
majority of children live in poorer countries and most child-
hood deaths occur in a few poor countries. Most children, 

who die, live in circumstances where they have extremely 
limited access to any medical services and no intensive care 
facilities. Indeed, there is a link between mortality among 
children <5 years of age and the country per capita income, 
as can be clearly seen in Fig.  1.1 , with most childhood deaths 
occurring in the poorest countries of the world. However, 
Fig.  1.1  also demonstrates that countries with similar 
incomes may have widely different mortality among chil-
dren <5 years (consider South Africa, Brazil, and Chile), and 
countries with widely divergent incomes, may have similar 
mortality among children <5 years (consider Cuba and the 
United States of America). It is thus important to focus not 
only the resources that are available for the care of sick chil-
dren, but among a myriad of factors, also on the way in 
which those resources are deployed and utilized.

   Frustratingly we already know how to save most of the 
23,000 children who die every day [ 1 ] although the imple-
mentation of those measures are complex and vary among 
different locations [ 2 ]. The interventions required to save 
those lives have been clearly outlined by several authors in 
the last decade [ 3 – 7 ]. The fi nancial requirements of 
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 implementing those interventions have also been calculated, 
posing huge ethical challenges and dilemmas for policy 
makers and citizens in the small proportion of the world who 
control most of the international fi nancial resources [ 5 ,  8 ,  9 ]. 
There can be little doubt, in countries where mortality for 
children <5 years exceeds 50/1,000 live births that the focus 
of child death prevention should be on immunization, mater-
nal education and health, provision of clean water and ade-
quate sanitation (together with programs to ensure personal 
hygiene and hand washing throughout communities), and 
access to basic healthcare resources [ 10 ]. There have been 
dramatic improvements in child survival wherever these ser-
vices are implemented [ 3 ,  11 ]. 

 Although the term “pediatric critical care” is often applied 
specifi cally to the care of children in the pediatric intensive 
care unit (PICU), the term more appropriately applies to “the 
treatment of any child with a life threatening illness or injury 
(or who requires major elective surgery) from the time of fi rst 
presentation to health care services until discharge home and 
completion of rehabilitation” [ 12 ]. In this context, critical 
care services are not confi ned to any special unit or location 

and includes interventions in a wide range of situations 
throughout healthcare systems, including training of  villagers 
in basic fi rst aid and resuscitation [ 13 ], provision of low- cost 
antibiotics to village healthcare workers [ 14 ], appropriate 
modifi cation of the World Health Organization’s (WHO) 
Integrated Management of Childhood Illness (IMCI) proto-
cols (see below), development of district hospital services 
[ 15 ,  16 ] and development of other aspects of hospital services 
[ 17 ], reorganization of emergency services at referral hospi-
tals [ 18 ], provision of oxygen therapy for hypoxemic children 
[ 19 – 21 ], and development of emergency medicine services.  

    What Is Required to Provide Critical Care? 

 The underlying principles intrinsic to the development of 
critical care services for children are outlined in Table  1.1  
and highlight the need for integrated systems that provide 
consistent and effective therapy for sick or injured chil-
dren from presentation through discharge home (Fig.  1.2 ) 
[ 22 ]. In resource poor environments, many system changes 

  Fig. 1.1    The relationship between per capita income and under-5 mortality (Reprinted with permission from   http://www.worldmapper.org     © 
Copyright 2006 SASI Group (University of Sheffi eld) and Mark Newman (University of Michigan))       
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   Table 1.1    The essential components of pediatric critical care   

 Focus  Recognition of life-threatening injury or illness 
 Rapid response (in structured format) to issues that are likely to threaten life (ABC approach) 
 Rapid intervention (surgery or medical therapy or both) to try and stop the development of further problems 
 Ongoing attention to basic care (Airway, Breathing, Circulation, Disability/Drug therapy, Fluids, Glucose levels, 
Nutrition etc.) 
 Search for underlying diseases processes that are amenable to therapy and then timely provision of that therapy 

 Team approach  Need for continuous care that is consistent and delivery by a multidisciplinary team with complementary skills 
 Concern for the overall context of the child including the family and the community 
 Care that crosses the conventional boundaries of medical disciplines 

 Structured organization  Need for a stable organizational structure and function that ensures that all the services, consumables, staff etc. 
are available as and when required 
 Use of evidence based protocols (preferably ones that have been developed for local conditions and implemented 
using the team approach) 
 Development structured protocols on issues such as discharge and admission policies (preferably ones that have 
been developed and agreed up by the health structures) 
 Integration within the health care services of the region 

 Accountability  Monitoring of outcomes (and ideally resource utilization) 
 Accountability to all interested parties 

 Sustainability  An underlying premise of the development of a critical care service must be that the resources are available to 
maintain and sustain that service over a reasonable period of time, without undermining other services within the 
health care services 

 Equipment  The equipment required for critical care can range from very basic (provision of oxygen and intravenous fl uids) 
through to highly complex machines that are expensive and have very high operating costs 
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DH RH TH

Communication

Transport
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  Fig. 1.2    The journey in seeking healthcare for the critically ill child.  DC  district clinic,  DH  district hospital,  RH  regional hospital,  TH  tertiary 
hospital,  VHW  village health worker,  IMCI  integrated management of childhood illnesses,  ETAT  emergency triage assessment and treatment       
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that can improve care and outcomes for the critically ill do 
not require major capital investments or substantial 
increases in resources. For example, a number of authors 
have described how reorganization of trauma and emer-
gency services can signifi cantly lower pediatric mortality 
from acute illness or injury [ 23 ]. In settings such as 
Northern Cambodia and Iraq, substantial reductions in 
trauma mortality were achieved by providing training to 
prehospital personnel [ 24 ,  25 ], while in Ghana innovative 
training programs for professional drivers reduced trauma 
mortality [ 26 ]. In Malawi, reorganization of pediatric 
emergency services at a large urban hospital substantially 
reduced pediatric mortality at minimal expense [ 18 ]. An 
important component of this particular reorganization was 
that pediatric trauma patients were channeled through a 
pediatric service, and not through an adult trauma service. 
Even within the developed world, there is evidence that 
children have better outcomes following severe trauma 
when managed in centers and by services that are focused 
on the needs of children [ 27 – 29 ]! At an international 
level, the WHO sponsored program for IMCI was devel-
oped in an attempt to standardize and improve the care 
quality of sick children across the world, with at least 
some evidence of success [ 2 ,  30 – 33 ]. The WHO program 
appropriately focuses on improvement in hospital care of 
sick children [ 17 ,  34 ].

    Thus critical care principles can and should be applied 
to the provision of healthcare services for severely ill or 
injured children throughout the world and are not limited 
to intensive care units. However one of the specifi c require-
ments of critical care is the time dependency of effective 
therapy. In a range of settings, it has clearly been shown 
that early and effective therapy may substantially improve 
outcomes for critically ill patients. Time sensitive treat-
ment is important in both adults [ 35 ,  36 ] and children [ 37 , 
 38 ]. This may provide substantial challenges in resource 
limited settings, where transport services and access to 
surgical and anesthetic services (particularly for children) 
may be severely limited.  

    What Is Required to Provide Intensive Care? 

 Recently, a number of authors have suggested that intensive 
care services should be available to both adults and children 
throughout the world [ 39 – 42 ]. There is hardly any ethical 
justifi cation for children in different parts of the world hav-
ing different access to intensive care [ 10 ]. Ideally every child 
in the world should have ready access to appropriate medical 
care, however the simple reality is that in many parts of the 
world intensive care is unaffordable to children, as shown in 
Table  1.2  which highlights some of the resources available 
for healthcare in various parts of the world. When <$10 is 
available per capita per annum for healthcare expenditure, it 
is simply not possible to spend $100 per day on basic ventila-
tory facilities [ 40 ] let alone the $1,000 per day as is com-
monly spent in modern intensive care facilities in the rich 
countries. However it is perhaps possible to spend the $51 
per patient required to provide oxygen therapy to children 
with pneumonia [ 20 ], and it is certainly possible to spend the 
$6 per annum required to implement most of the measures 
required to substantially reduce child mortality, and the very 
low expenditure required to provide early antibiotic therapy 
to sick neonates in rural communities [ 14 ,  43 ,  44 ].

   In contrast to critical care, intensive care can only be pro-
vided where there is substantial infrastructure in place. 
Recommendations for the facilities required for intensive 
care in countries such as the United States of America [ 45 , 
 46 ] and the United Kingdom include substantial  requirements 
for services such as trained staff (in PICU, in operating rooms, 
surgical staff, anesthesia), laboratory services, blood bank 
supplies, imaging equipment, etc. For many of the poorer 
countries in the world such facilities are either simply not 
available, or access and availability is extremely limited. 
However, the WHO recommends that intensive care facilities 
should be available in all hospitals that provide for major sur-
gery [ 47 ]. In this context, they are referring to the provision of 
facilities with increased capacity for monitoring and interven-
tion, not necessarily “intensive care” as would be expected in 
the richer countries. This recommendation  highlights the 

   Table 1.2    Resources available for healthcare   

 Country 
 Income per capita 
(GDP per capita in US$) 

 Government health expenditure 
per person per annum (current US$)  Doctors per 1,000 population  Nurses per 1,000 population 

 USA  $39,710  $2,548  2.56  9.37 
 South Africa  $10,960  $114  0.77  4.08 
 Chile  $10,500  $137  1.09  0.63 
 Brazil  $8,020  $96  1.15  3.84 
 India  $3,100  $7  0.6  0.8 
 Nigeria  $930  $6  0.28  1.7 

  Based on data obtained from World Health Statistics 2006. World Health Organization (WHO). France; 2006  
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 signifi cant role that intensive care services may play in facili-
tating the development of surgical programs, with the capac-
ity to perform major surgery on children. 

 It is also important to note that within the last decade there 
has been a substantial increase in the number of countries that 
have lowered the mortality rate among children <5 years to 
<20–30 per 1,000 live births, and where there has been an 
improvement in per capita income, and in the amount of 
resources available for the provision of healthcare services. In 
this context there is an appropriate growth in the availability 
of intensive care services for children. It is diffi cult to estab-
lish the growth in the number of PICUs across the world, but 
in countries such as China there have been substantial 
increases in the number of PICUs established and functional, 
as is illustrated by a recent report from 26 intensive care units 
with 11,521 patients over a 12 month period [ 48 ]. There is 
considerable variation in the reported outcomes for children 
from intensive care units in developing countries, with many 
units reporting very high mortality rates. Many reasons may 
contribute to the high mortality, including a high incidence of 
infectious disease [ 49 ] and trauma (compared to the high pro-
portion of elective surgical patients seen in the PICUs of rich 
countries), late referral of patients due to diffi culties in the 
overall delivery of critical care, inadequate PICU numbers for 
the patient load, poor selection of patients for PICU admis-
sion and management, high rates of nosocomial infection, 
low staffi ng ratios and infrequent presence of pediatric inten-
sivists, and poor education of staff among others. To this end, 
a number of studies demonstrated that the presence of a pedi-
atric intensivist lowers mortality in a developing world con-
text [ 50 ,  51 ] with similar effects related to centralization of 
pediatric intensive care facilities [ 52 ]. 

 There are considerable challenges in the provision of train-
ing programs for pediatric intensive care in the developing 
world, and a number of organizations such as the World 
Federation of Pediatric Intensive and Critical Care Societies 
(WFPICCS) have recently focused on programmes to provide 
educational materials [ 12 ]. There is also considerable debate 
around issues such as whether intensivists (or anesthetists) 
from the developing world should travel to rich countries for 
training, or whether it is preferable for rich countries to provide 
training support to developing countries [ 53 ,  54 ] – both options 
may be appropriate depending upon local circumstances.  

    Critical Care in Mass Disaster Situations 

 Complex emergencies include crisis, wars and natural disas-
ters that adversely and acutely impact public health systems 
and its protective infrastructure (water, sanitation, shelter, 
food, health). Under these circumstances there is excess 

mortality, usually greater than one death per 10,000 of the 
population per day. These complex emergencies seem to be 
more common in poorer regions of the world and their 
adverse impact greater because of inadequate resources even 
under stable conditions. Complex emergencies are dynamic 
with variable duration of impact, need for emergency ser-
vices, recovery, rehabilitation and developmental processes. 
Critical care has a major role to play in these emergencies. 
While in the developed world there are networks of care and 
transport systems, robust infrastructure in many cases to 
combat these emergencies, in many parts of the world they 
are sorely lacking. The challenge in these settings may well 
be to improve existing critical care facilities (which will 
improve day to day care of patients) and hence increase the 
capacity to cope with disaster situations. Critical care during 
mass disaster situations and in austere environments are cov-
ered separately elsewhere in this textbook.  

    Ethical Considerations 

 While there are no ethical grounds for limiting the access of 
children in poor countries to intensive care [ 10 ], the reality is 
that children in poorer settings have access to fewer intensive 
care resources. In this situation there is a signifi cant need to 
focus on the appropriate allocation of limited resources. 
When resources are limited ethical decisions around access 
to intensive care are related not only to the needs of the indi-
vidual child, but also to the needs of the healthcare system 
and the implications of access to intensive care for the devel-
opment of other important health programs. Thus there is 
increased focus on the ethical grounds underpinning the allo-
cation of scarce critical care resources in developing coun-
tries [ 55 ,  56 ], with programs such as the accountability for 
reasonableness showing potential as a framework for deci-
sion making [ 11 ,  57 ,  58 ]. This stands in contrast to some of 
the ethical issues that seem to be in the forefront in richer 
countries [ 59 ].  

    Conclusions 

 While pediatric critical care is focused on saving the lives 
of sick and injured children, most children world wide die 
without access to paediatric critical care. With progress 
towards attainment of the Millenium development goals 
across the world, there has been a signifi cant drop in child 
mortality in most countries. As issues such as nutrition, 
immunization, access to clean water and sanitation, access 
to healthcare are addressed, pediatric critical care will 
become an increasingly important part of any strategy to 
further reduce childhood deaths. Critical care can only 
function in the context of an integrated health system, but 
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the time –sensitive nature of the care required by sick 
children poses specifi c challenges to the development of 
these systems. As processes to recognize and treat sick 
children improve the role of and need for intensive care 
services will increase. It is fundamentally important that 
these services be as effi cient as possible and should not 
develop  de novo  but within an integrated network for the 
provision of care for critically ill children.     
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    Abstract 

 Although some basic concepts related to medicolegal aspects for the practicing physician 
have remained unchanged over several years, there is a rapid increase in case-law and new 
trends emerging in this fi eld. Accordingly, this chapter is divided into three parts. First, a 
basic overview related to medico-legal civil liability for the practicing physician is dis-
cussed, including steps that physicians should consider to minimize this liability. Second, 
some of the unique legal issues in the practice of pediatric critical care are discussed. Third, 
several PICUs are in the midst of implementing electronic health records (EHR). The 
implementation of electronic health records and availability of electronic patient data cre-
ates unique challenges and legal issues previously unknown, and key concepts related to 
these new emerging areas are also discussed.  
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       Introduction 

 Given the high acuity and associated risks of patients treated 
in the pediatric intensive care unit (PICU), it is important 
that pediatric critical care physicians have a thorough under-
standing of the medicolegal aspects related to their practice 
(Fig.  2.1 ). Pediatric critical care physicians need to be aware 
of four distinct areas of civil liability (discussed below). This 
chapter primarily discusses the medico-legal concepts related 
to medical negligence, with a brief discussion of the False 
Claims Act. However, critical care physicians should also 
be aware of interactions between ethical and legal  concepts 

related to withdrawal of care and brain death, and also issues 
related to obtaining informed consent particularly in elective 
situations in contrast to emergency situations in the PICU. 
These issues are discussed in greater detail in other chapters 
of this textbook.

   Although some basic concepts related to medicolegal 
aspects for the practicing physician have remained 
unchanged over several years, there is a rapid increase in 
case-law and new trends emerging in this fi eld. Accordingly, 
this chapter is divided into three parts from the perspective 
of the physicians in the U.S. First, a basic overview related 
to medico-legal civil liability for the practicing physician is 
discussed, including steps that physicians should consider 
to minimize this liability. Second, some of the unique legal 
issues in the practice of pediatric critical care are discussed. 
Third, several PICUs are in the midst of implementing elec-
tronic health records (EHR). The implementation of 
 electronic health records and availability of electronic 
patient data creates unique challenges and legal issues pre-
viously unknown, and key concepts related to these new 
emerging areas are also discussed.  

mailto:rsachdeva@aap.org
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    Medico-legal Civil Liability for Pediatric 
Critical Physicians 

 Typically, medico-legal civil liability for pediatric critical phy-
sicians relates to medical malpractice claims for negligence. 
The underlying premise is that there is no intent for the injury 
caused to the child. Such negligence claims require that the 
family of the injured child (plaintiff) affi rmatively prove four 
key elements –  duty ,  breach ,  causation ,  and harm  (this is 
extensively discussed in many legal writings) [ 1 ]. The physi-
cian must have a  duty  to the patient. This is generally not an 
issue in the PICU where the physician is responsible for the 
children receiving medical care.  Harm  is also generally not a 
controversial issue with respect to proof because it typically 
forms a basis of initiating the claim. The two elements that 
become the subject of debate include  breach  and  causation. 
Breach  relates to the notation that a departure from the stan-
dard of care occurred. It is important to point out that this stan-
dard of care represents a national standard as highlighted in 
the case  Hall  vs.  Hilbun  [ 2 ]. In this particular case, the under-
lying issue was whether a surgeon breached the standard of 
care when he was at home and the patient suffered a complica-
tion after an exploratory laporatomy resulting in cardiorespira-
tory arrest. The surgeon argued that the care was consistent 
with the local practice (locality rule). However, the Supreme 
Court of Mississippi held that the surgeon be judged based 
upon a national standard of care. With respect to the applica-
tion of this concept for the pediatric critical care physician, it 
is important to recognize that local practices within the PICU, 
although acceptable and popular locally, may be considered as 
departures from the standard of care if a national standard for 
that particular critical care condition exists. 

 The other element in an injury claim that is frequently 
subject to debate relates to the notion of  causation. Causation  
implies that the physician’s actions resulted in the alleged 
harm. This can have unique implications in the pediatric 
critical care setting, where care is provided on a successive 
basis by multiple physicians during the course of care. 
Accordingly, it is generally not an acceptable defense that a 
physician did not cause harm if the underlying problem was 
precipitated by physician care provided earlier in the course 
of the care. A hypothetical example would be the situation in 
which a critical care physician inadvertently placed a central 
venous catheter in an artery and the care of the child is then 
taken over by a second physician. The second physician fails 
to detect this error and the patient suffers harm. In this case, 
it would generally not be a defense for the second physician 
that the procedure was performed by someone else. This 
concept relates to the legal theory of multiple defendants, 
where several physicians may work in series or tandem and 
be responsible for patient injury. 

 Once the injured party (family) feels that the child has 
suffered an injury and obtains legal counsel, the fi rst step 
relates to the concept of the  Statute of Limitations . This is a 
predefi ned number of years established by state law during 
which time the medical malpractice claim can be initiated. 
This step typically is followed by a series of discovery dur-
ing which interrogatories and depositions may be conducted 
and there is a thorough medical record review. The case 
can be settled by both parties anytime during the litigation 
period. A small number of cases proceed to a jury trial where 
both parties have the opportunity to provide legal argu-
ments to the jury before making a fi nal decision. As medical 
malpractice liability is based upon state laws which differ 
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signifi cantly across states, it is important for the pediatric 
critical physician to be fairly familiar with laws where they 
practice. Differences in state laws not only result in differ-
ences in liability but also in differences in the fi nal payments 
to the injured party.  

    Steps to Minimize Medico-legal Liability 
for the Pediatric Critical Care Physician 

 In order to minimize the medico-legal liability, physicians 
must carefully keep the following considerations in mind. 
First, in the practice of pediatric critical care, it is important 
to be up-to-date on national recommendations for various 
clinical conditions. As mentioned earlier, it is generally not a 
defense that the standard of care being practiced was consis-
tent with a local practice but inconsistent with a national 
standard. Second, physicians should maintain impeccable 
medical records and documentation of the care being pro-
vided. With the trend towards adoption of electronic health 
records, many of the issues related to legibility of handwrit-
ing will evaporate, but newer issues previously not addressed 
will emerge. Third, it is important to have open and honest 
communication with families. The emerging literature from 
patient safety supports that full disclosure of mistakes and 
patient safety related adverse events to the family in a timely 
manner in fact reduces the likelihood of subsequent lawsuits. 
Finally, it is important to approach the medico-legal litiga-
tion in professional manner. Typically when physicians are 
sued, many view this as a direct attack on their professional 
credibility. This is understandable. However, in order for 
successful resolution of the underlying lawsuit, it is impor-
tant to fully cooperate with the investigation in a professional 
and truthful manner. 

 Figure  2.2  illustrates the progression of a hypothetical med-
ico-legal case highlighting the change in approaches to medical 
errors and mistakes based upon the emerging quality and 
patient safety literature. In the past, the traditional approach to 
medical errors included avoiding any discussion with the fam-
ily. The modern approach encourages early and full disclosure 
with an apology for the situation to the family. The physician 
should consult with their legal counsel as quickly as possible 
after learning of a patient safety event. Also, it is important to 
distinguish between an apology for a particular situation that a 
family is dealing with versus an admission of a mistake, and the 
physician should discuss this carefully with their legal counsel 
to ensure that the goals of full disclosure and transparency for 
patient safety are met without increasing the individual likeli-
hood of incurring liability.

       Legal Standards for Admissibility of Medical 
Evidence and Expert Testimony 

 A common issue emerging in medical malpractice related 
litigation surrounds the notion of determining the standard of 
care. Typically this standard of care would be established by 
expert testimony. There are two standards utilized in deter-
mining the admissibility of scientifi c evidence into legal evi-
dence. First, the  Frye  standard which relates to the notion of 
general acceptance of the scientifi c evidence in the relevant 
fi eld [ 3 ]. The role of the court is to prevent less than optimal 
science from being admitted into evidence. Many states have 
utilized the  Frye  standard for determining scientifi c admis-
sibility. Subsequently, in the  Daubert  vs.  Merrell Dow  [ 4 ] 
case, the U.S. Supreme Court rejected the  Frye  test of gen-
eral acceptance and established the  Daubert  standard, which 
relates to the notion that the scientifi c knowledge must be 
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derived from scientifi cally sound methods for ensuring reli-
ability and relevancy. Under the  Daubert  approach the court 
could use a broad range of criteria to establish the scientifi c 
reliability and relevance of the expert evidence. In order to 
determine the reliability factors using the  Daubert  standard, 
the court evaluates the totality of circumstances including 
considering factors whether the scientifi c theory being pro-
posed has been empirically tested, whether there has been 
peer review and publication, determination of the potential 
error rate including the notion of Type 1 and Type 2 statisti-
cal error rates, and the need for the technique and results to 
be explained in simple terms. Although the  Daubert  standard 
typically emerged as a federal standard, it has increasingly 
been adopted by several states as their evidentiary standards. 
This has a unique application in the PICU where new 
research techniques are frequently leveraged in innovative 
new therapies and management techniques of care. Generally, 
the standard of care would be established by experts provid-
ing testimony for both parties. Recent decisions in the  Kumho 
Tire  [ 5 ] case highlighted that experts do not need to necessar-
ily have a specifi c level of certifi cation or education, and in 
fact, suffi cient training and experience may be adequate to 
deem an individual an expert for establish credibility towards 
the expert testimony.  

    Unique Issues in the Pediatric Intensive Care 
Unit Setting 

 The discussion in this chapter is largely limited to civil 
medico- legal situations. However, it is important for the crit-
ical care physician to recognize the breath of legal issues that 
surround decision making in the PICU setting. Several issues 
span underlying ethical principles, including research and 
policies on medical futility, end of life decisions, withdrawal 
of care, and determination of brain death. The full discussion 
of these topics is beyond the scope of this chapter. However, 
an emerging area of interest for the critical care physician 
related to  qui tam litigation  is briefl y discussed below. The 
concepts of  qui tam litigation  (derived from the Latin phrase, 
 qui tam pro domino rege quam pro se ipso in hac parte 
sequitur , meaning  he who sues in this matter for the king as 
well as for himself , in which an individual who assists a pros-
ecution can receive all or part of any penalty imposed) stem 
from the legal provisions of the False Claims Act [ 6 ]. The 
False Claims Act essentially prohibits falsifi cation of billing 
to government (Centers for Medicare and Medicaid) for ser-
vices provided. At the superfi cial level, this can be viewed in 
terms of obvious fraudulent actions such as billing for ser-
vices or procedures that were not performed. However, the 
False Claims Act has recently been expanded to also cover 
gross breaches in the quality of care provided, which may be 
viewed as the absence of care. For example, case law from 

the nursing homes suggests that patients who developed 
pressure ulcers due to lack of appropriate nursing home staff-
ing may be subject to liability under the False Claims Act 
[ 7 ]. Further, the False Claims Act provision includes protec-
tion and incentivization for whistleblowers. The application 
of the False Claims Act for combating healthcare fraud is an 
area of increasing interest in the U.S. 

 The potential implications for the PICU setting may be 
important. For example, recently the Centers for Medicare and 
Medicaid (CMS) adopted policies for nonpayment of “never” 
events. These complications will not be reimbursed by insur-
ance because they should never occur if the hospital care is 
functioning appropriately. Examples of “never” events include 
wrong site surgery, hospital acquired conditions such as pres-
sure ulcers, and more recently, hospital acquired catheter asso-
ciated blood stream infections. This could create unique new 
problems from a billing perspective for critical care physicians 
and their institutions. Therefore, it is important for the pediat-
ric critical care physician to be abreast of these new emerging 
rules and policies to avoid the unintentional liability that may 
arise because of compliance failure.  

    Emerging Medico-legal Issues Resulting 
from the Availability of Electronic Data 
from EHR 

 Most institutions in the U.S. healthcare system are in the 
midst of EHR implementation. Many PICUs have already 
adopted electronic health records. This is intended to improve 
the care quality of including patient safety. However, the 
increasing availability of electronic data can result in unin-
tended consequences from a medico-legal standpoint. A case 
from the Wisconsin Supreme Court,  Johnson  vs.  Kokemoor  
[ 8 ] highlights the potential implications. In this case, the 
plaintiff had an operation for a carotid aneurysm. 
Unfortunately, the plaintiff had a complication. The ensuing 
litigation was based on an argument of battery for the lack of 
obtaining informed consent utilizing available outcomes 
data. The plaintiff argued that the surgeon was aware of the 
comparative outcomes data for his performance compared to 
a renowned health system in the region which also had avail-
able outcomes data for the procedure. The surgeon failed to 
share these comparative outcomes data with the patient while 
obtaining informed consent for the surgical procedure. The 
Wisconsin State Supreme Court determined that this was 
material for the decision making by the patient and the fail-
ure of having this information was interpreted as failure of 
obtaining full informed consent. The  Johnson  vs.  Kokemoor  
decision, although a landmark decision in this fi eld, has 
gained limited acceptance in other jurisdictions over the past 
few years. This may be secondary to the lack of readily avail-
able outcomes data to perform meaningful statistical com-
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parisons as was highlighted in this opinion. However, the 
availability of EHR in the future will result in this issue 
being magnifi ed as physicians, hospitals, and insurance 
agencies rapidly acquire physician level performance data 
which can then be subjected to statistical comparisons with 
other providers [ 9 ]. 

 The fi eld of pediatric critical care medicine is particularly 
well-suited for comparative outcomes information to be used 
in the legal setting because of the availability of validated 
risk adjustment tools that have gained peer reviewed accep-
tance. An example of this is the Pediatric Risk of Mortality 
(PRISM) Score [ 10 ]. As most critical care physicians are 
familiar, risk adjustment tools such as the PRISM Score 
allows for comparison of standardized mortality that adjusts 
for severity of illness at the time of PICU admission. For 
example, mortality within PICUs can be risk adjusted to 
allow for comparisons across PICUs as well as over time 
within a PICU however, the algorithm requires periodic 
recalibration. 

 However, risk of mortality scores such as the PRISM, 
allow for meaningful physiologic based clinical risk adjust-
ment among groups of patients and was never intended to be 
used at the individual level to predict risk of death. Therefore, 
such systems should not be used for prognosis for an indi-
vidual patient. With the availability of large granular data 
sets, resulting from the adoption of electronic health records, 
and with the increasing sophistication of statistical and ana-
lytical techniques, it will be likely that risk adjustment can 
be computed at the patient level in the future. Efforts to per-
form quality comparisons at the regional and national level 
have already been successfully implemented [ 11 ]. Although 
this methodology is still early in its development, the rapid 
growth of large data sets will likely allow the continued 
refi nement of such methodologies. The legal implications of 
the possibility are presently unknown but would likely be 
used by the legal community. 

 Other electronic sources are also available (including the 
KIDS database, PHIS, Society for Thoracic Surgeons 
Congenital Heart Disease registry, etc.). Some data sets can 
be evaluated for changes in outcome or care over time to 
identify trends that may not otherwise be known. Data min-
ing may allow the identifi cation of unique trends related to 
quality of care for specifi c physicians. These approaches are 
still at the level medical outcomes research and have not yet 
been introduced into the courtroom. However, future 
 mediolegal litigation will very likely attempt to expand the 
scope of evidence to include results from such analyses 
using large databases and patient registries. 

 There has already been a growing interest and movement 
within the legal profession to incorporate such information 
to enhance the scope of evidence and the various aspects of 
litigation [ 12 ]. Another application of these increasing elec-
tronic patient data sources are evaluation of quality of care 
and the potential introduction of such results into legal evi-
dence remains unknown at present but it would be extremely 
important for the pediatric critical care physician to remain 
aware of the growing trends in this area which will likely 
impact their practice in the future. 

 The intersection of medicine and law continues to raise 
new issues and challenges as both of these fi elds continue to 
evolve. In the future, the intersection of medicine and law 
related to electronic data, discoverability, and admissibility 
into evidence will continue to be intensely debated in set-
tings such as pediatric critical care which represent the fore-
front of advances in medicine.     
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        Introduction 

 The purpose of this chapter is to develop an awareness of 
important elements in hospital critical care architectural design. 
Intended for the non-designer, the focus will be on functional 
programmatic elements, fundamental planning concepts, phys-
ical ICU organization and future trends. Engineering material 
is not discussed (mechanical, electrical and structural), 
although its importance should not be underestimated. The 
sources and references provided will lead the interested reader 
to extensive materials which will broaden the knowledge of 
both design practice and evidence-based design research.  

    A Little History and Statistics 

 For most readers intensive care units (ICU) have always 
existed, in the same way we of today feel that hospitals have 
always existed. However, it is generally accepted that the 
fi rst designated ICUs were opened in Copenhagen, Denmark, 

in 1953, and at Dartmouth-Hitchcock Medical Center, New 
Hampshire, in 1955 [ 1 ]. The fi rst North American children’s 
hospital was the Children’s Hospital of Philadelphia (CHOP), 
which opened in 1855. CHOP also opened the fi rst pediatric 
ICU (PICU) in the United States [ 2 ]. Without doubt, inten-
sive care was provided to patients prior to these dates, but 
more likely in general wards and former recovery rooms, 
rather than areas and spaces specifi cally designed for the 
purpose. As of 2009, there were 5,795 licensed hospitals in 
the US, each with at least one critical care unit [ 3 ]. In 2007 
there were 67,357 adult ICU beds and 4,044 PICU beds 
within 337 PICUs. To round out critical care in the US, in 
addition to the above, there were approximately 1,500 
Neonatal ICUs, with a total of about 20,000 beds [ 4 ,  5 ]. In 
2005, the national fi nancial resources to support critical care 
medicine was approximately $81.7B, representing 13.4 % of 
hospital costs and 4.1 % of national health expenditures [ 5 ].  

    Advances in Health Design and Sources 
for Inspiration 

 The rapid improvement in healthcare design over the past 
four decades is truly exciting. Although not universal, the 
uninspired hospital designs of pre and post-WW ll are being 
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replaced by the much improved health centers of today. This 
chapter includes information and resources from the author’s 
2009 study of award winning ICU designs, beginning with a 
competition in 1992, and ending with the 2009 design com-
petition winner [ 6 ,  7 ] (Figs.  3.1  and  3.2 ). Design Competition 
winners from 2010 to 2013 have also been reviewed by the 
author and, when useful, these ICU projects have been used to 
describe certain design features. These award-winning units 
have been designated as best-practice units by  physicians, 

nurses, other multidisciplinary ICU team members, and 
architects that were, or are, members of the Society of 
Critical Care Medicine (SCCM), the American Association 
of Critical Care Nurses (AACN) and the American Institute 
of Architects/Academy of Architecture for Health (AIA/
AAH). In addition, design research by medical and archi-
tectural practitioners is discussed, and practical information 
related to the design process is included. Graphic illustrations 
are incorporated – they are truly “worth a thousand words.”

  Fig. 3.1    1992 ICU design 
competition winner. Swedish 
Medical Center. Englewood, 
Colorado (Courtesy of WHR 
Architects)       

  Fig. 3.2    2009 ICU design 
competition winner. Memorial 
Sloan-Kettering Cancer Center 
New York City, New York 
(Courtesy of MSKCC and Neil 
Halpern, M.D., ICU Medical 
Director)       
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        Case Studies, Comparisons and Practice 

 An interesting way to develop ICU design knowledge is to 
study exemplary units. The objective of the SCCM study is 
twofold: (1) to discover themes that correlate with therapeu-
tic and supportive environments, and (2) to use the rich infor-
mation available from the annual SCCM design competition 
to identify contributions to evidence-based design data. This 
analysis describes program, architectural planning and trends 
in highly respected ICU designs. 

 All types of critical care units are eligible for entry into 
the design competition, including pediatric, neonatal, adult 
care units and those of various medical subspecialties. All 
SCCM design competition entries are accompanied by a set 
of forms completed by each submitting ICU. This informa-
tion provides background data for those judging the entries 
and also includes a small scale fl oor plan of the unit. In addi-
tion, each ICU provides a video walk-through with a voice- 
over description of the unit illustrating the attributes the staff 
feels are especially important. This entry information was 
established for the fi rst competition in 1992 and has been 
continually received from the submittals since. 

 From 1992 until 2009, the competition received only 
North American entries. As such, most submittals have fol-

lowed the  Guidelines for Design and Construction of 
Healthcare Facilities , published by the Facility Guidelines 
Institute and the AIA/AAH [ 8 ]. Since 2010, several entries 
have been international submissions, providing interesting 
comparisons among ICU designs worldwide. The design 
competition study included 12 adult ICUs built between 
1990 and 2007 (Fig.  3.3 ).

   Each of the winning units in the selected sample under-
went a room-by-room and area-by-area analysis of fl oor 
plans to document the detailed functional program, net 
square footage/meters (NSF/NSM) of each room, depart-
mental gross square footage/meters (DGSF/DGSM) and 
building gross square footage/meters (BGSF/BGSM) of 
each unit. Protocol for the area take-offs was based on the 
2008 “Analysis of Departmental Area in Contemporary 
Hospitals: Calculation Methodologies & Design Factors in 
Major Patient Care Departments”, ensuring a consistent and 
pre-validated method of area analysis [ 9 ]. Additional design 
characteristics unique to each ICU were obtained by fl oor 
plan review and from the submittal materials and video and 
documented in a spreadsheet format. The author has also had 
the opportunity to visit fi ve of the 12 winning designs, pro-
viding interesting “lessons learned” that are not so obvious 
from the entry information and present the opportunity to 

  Fig. 3.3    SCCM ICU design competition winning entries included in sample size       
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see units several years after opening and observe how they 
have fared. The design competition entry data, information 
collected through post-occupancy tours and architectural 
plan analysis, have yielded interesting comparisons of past 
SCCM ICU winning designs. The fi ndings compare and con-
trast planning approach and concept, space program compo-
nents and areas, social organization of the unit, architectural 
 layout, confi gurations and circulation patterns. 

    Construction Types 

 Most of the design competition units, 7 of the 12, were new 
construction. Three were renovation and two were mixed 
(new construction and renovation). It is rare for an ICU proj-
ect to be built in isolation and existing conditions, new or 
old, are always a major challenge in ICU design. These con-
ditions could be square footage availability, the site geome-
try required to work around other hospital functions, and the 
structural pattern of columns or location of large mechanical 
or electrical equipment. Balancing these physical conditions 
with medical programmatic goals, and the administrators’ 
budgetary demands, calls for creativity and fl exibility on 
everyone’s part. What is true is that some of the best ICUs 
have come from projects with the greatest limitations – new, 
renovation, on a rooftop or within an old building.  

    Functional Types 

 A typology of adult ICUs often includes the following medi-
cal specialties: medical ICU, surgical ICU, neurological 
ICU, coronary care unit (CCU), respiratory ICU, burn ICU, 
and mixed service ICU. In the design competition, 6 of the 
12 units provide mixed critical care services. The remaining 
units provide specialized services. It is unusual for hospitals 
of a moderate size, say up to 300 beds, to have more than one 
ICU. The operational expense and diffi culty of staffi ng lead 
to larger, single ICUs with multiple medical specialties to be 
provided. In designing these types of multipurpose units, 
there is always great debate about providing the best care 
environment for the various needs of patients. The neuro-
logical patients may benefi t by ceiling-hung, pendent boom 
systems, whereas other patients may not require this expen-
sive system for medical utilities. Flexibility in admitting pat-
terns comes into play, and standardization is always important 
for supporting nursing care.  

    Layout Types 

 Rashid [ 10 ] presents an analysis of the physical design char-
acteristics of a set of ICUs which include a number of the 
SCCM best-practice examples [ 10 ]. His research indicates 

that, “ the layout of an ICU is arguably the most important 
design feature affecting all aspects of intensive care services 
including patient privacy, comfort and safety, staff working 
condition, and family integration ” (p.285). In general terms, 
no single ICU geometry has been found to be clearly supe-
rior over another. A wide-ranging consensus appears to be 
that patient room size and unit comprehensive scale and pro-
gram more effectively impact healing. Layout generally 
determines the location, confi guration and relationship 
between different spaces within a unit, and possible sharing 
of space and functions (Fig.  3.4 ).

   While no single plan confi guration has been proven supe-
rior to others, unit layout signifi cantly infl uences the impor-
tant ability of the caregiver to see the patient. In all ICU 
designs, whether a centralized, decentralized or combina-
tion approach is taken, nurses remain vigilant about their 
ability to see and access patients. In an interesting 2010 
research paper,  Relationship Between ICU Design and 
Mortality  [ 11 ], the conclusion was reached that, “severely ill 
patients may experience higher mortality rates when 
assigned to ICU rooms that are poorly visualized by nursing 
staff and  physicians.” The setting of this study was an older 

Linear Configuration

Racetrack Configuration

Pod Configuration

Patient space Staff space

  Fig. 3.4    Layout typologies of hospital units (Courtesy of WHR 
Architects)       
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MICU in a large urban teaching hospital and the data of all 
patients admitted during 2008 was evaluated. This unit has a 
single nursing station and does not have decentralized docu-
mentation stations located near the beds. Not unusual in 
these older units, only a few patients can be clearly observed 
from the nurse station, some can be only partially seen, and 
others not at all. 

 In the SCCM design competition study, the largest num-
ber of units utilized the pod, or grouping, concept of decen-
tralization, with varying bed numbers ranging from four to 
eight beds per pod. St. Joseph’s Health Center ICU, Kansas 
City, Missouri, the 2001 SCCM design winner, utilizes a 
fully decentralized charting model, with two groups of six 
beds and one group of four beds (Fig.  3.5 ). One of the units 
demonstrates a more linear confi guration, while three pres-
ent pure racetrack confi gurations. “Racetrack” implies ser-
vice in the center and patient beds on the perimeter with a 
loop corridor space connecting all the elements in between. 
The pod arrangement, for beds and support spaces, appears 
to be a frequently employed concept among winning designs, 
likely for ease of patient monitoring and decreased walking 
distances by staff. However, few of the units are purely one 
layout, with several including characteristics of multiple lay-
out types.

       Unit Circulation 

 The designation of space for circulation has moved towards 
an “on-stage/off-stage” model in more recent years and cer-
tainly in the past three winning entries (interestingly, this 
theme is taken from the Disney-World design concept of 
separating public from service). It must be noted that incor-
porating multiple circulation routes adds to the overall 

departmental square footage area of an ICU, thus increasing 
costs associated with construction of units. However, cost 
and space allowing, this notion of separate paths of move-
ment and circulation will likely continue to be a tendency 
seen in future critical care designs. In our practice, we have 
found this design approach to be a benefi cial circulation 
strategy for both patient and family and support staff. 

 The new Ann & Robert H. Lurie Children’s Hospital of 
Chicago, 2013 winner of the SCCM ICU design competi-
tion, does a remarkable job of clearly separating patient and 
family circulation from staff and materials circulation on a 
complex fl oor (Fig.  3.6 ). In this vertical and very urban hos-
pital solution, no fewer than three elevator cores support the 
40-bed PICU fl oor. Floor plan review implies that staff and 
physicians can circulate the entire fl oor without unnecessar-
ily crossing paths with families. The circulation path even 
preserves exterior views for some staff support spaces.

       Departmental Areas 

 Departmental gross square feet (DGSF) area per bed, all the 
usable space, excluding that which cannot be used to directly 
support the ICU, shows a clear increase in the past 5 years. A 
number of the design competition study units, and continu-
ing with the most recent three winners (2011–2013), are 
approximately 1,100 DGSF/Bed (102 DGSM/Bed), or 
larger. The 2011 36-bed Dutch winning unit, University 
Medical Center Utrecht, is approximately 1,380 DGSF per 
bed, the largest of any unit in the 21-year history of the com-
petition (Fig.  3.7 ). This ICU project was a roof-top vertical 
expansion with a very comprehensive program, both of 
which may have contributed to size.

   Overall, best-practice ICUs have a wide range of gross 
departmental area per bed, varying between 654 DGSF 
(60 sq m) and 1,380 DGSF (100 sq m). In addition, the aver-
age departmental areas consistently differ depending on con-
struction type. Signifi cant reasons for this size variation 
appear to relate to whether:
•    All ICU administrative, educational, and/or research 

offi ces are included within the ICU  
•   Any diagnostic and/or therapeutic services have been 

included, e.g., pharmacy, imaging  
•   Dedicated spaces for families are included, e.g., sleep 

areas, consultation rooms, lockers  
•   On-stage/off-stage circulation has been included     

    Patient Room Design and Bed Number 

 The patient room is the most fundamental working mod-
ule of a critical care unit. Our study of intensive care envi-
ronments dates back almost two decades and 20 years ago 
the trend to private patient rooms appeared to be rapidly 

  Fig. 3.5    St. Joseph’s Health Center ICU, Kansas City, Missouri, 2001 
winner. Pod design incorporating fully decentralized charting model 
(Courtesy of WHR Architects)       
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 becoming the norm. This is further supported by the fact that 
no double occupancy rooms were noted in any of the adult 
units surveyed. Pediatric ICUs continue to include some 
double- occupancy rooms, citing the need for sibling utiliza-
tion. Starting in 2010, largely for infection control reasons, 
the FGI Guidelines [ 3 ] no longer allow semi-private patient 
rooms in new construction. These same Guidelines, used by 
most States for healthcare facilities, require that all patient 
rooms, acute and ICU, include an exterior window for nat-
ural light and views to the outside, and a dedicated waste 
disposal system connected to each patient room (a toilet or 
soiled hopper sink). 

 Our SCCM study fi nds unit size, as measured by bed 
number, of adult ICUs varying between 12 and 40 patient 
beds, with the average number being 24, and the number of 
beds occurring most frequently being 20. This is higher than 
the 8 to 12 bed target recommended by the SCCM 2012 
 Guidelines for Intensive Care Unit Design  [ 12 ]. It should be 
noted that in the larger units, beds are typically grouped into 
smaller numbers generally refl ecting the eight to 12 bed 
target. 

 A comparison of net square footage areas of patient rooms 
shows a range of values, with the largest rooms in units from 
years 2000 (Clarion Health Group Methodist Hospital, 353 
SF) (Fig.  3.8 ) and 2008 (Emory University, 352 SF) 
(Fig.  3.9 ). In both these submittals, while not universally 
adopted among units, signifi cant family space has been 
included in or adjacent to the patient room. The Emory 
University patient room includes a family space of 115 SF 
(10.5 SM). In the majority of units, the average size of a 
patient room has remained at approximately 250 sq ft (SF) 
(23 sq m) over the last 17 years.

        Space Allocation by Category 

 Although patient room sizes appear relatively consistent, 
total departmental areas per bed have steadily increased in 
recent years. A look at the amount of departmental gross 
SF for patient rooms in each unit demonstrates an average 
of almost 50 % (Fig.  3.10 ). The remaining space serves as 
support for the unit. Therefore, various support areas and 

CIRCULATION

PUBIC CORRIDOR

SUPPORT CORRIDOR

PATIENT CORRIDOR

EEXTERIOR TERRACE

  Fig. 3.6    Ann & Robert H. 
Lurie Children’s Hospital of 
Chicago, Chicago, Illinois, 
2013 winner (Courtesy of 
WHR Architects)       
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  Fig. 3.7    University Medical 
Center, Utrecht, Netherlands, 
2011 winner (Courtesy of WHR 
Architects)       

  Fig. 3.8    Clarian Health Group 
Methodist Hospital Cardiac ICU, 
Indianapolis, Indiana, 2000 
winner. Acuity adaptable room 
and headwall (Courtesy of BSA 
LifeStructures)       
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service spaces are an important, and growing, determinant 
of ICU gross area requirements. Recent years have also 
seen an increase in administrative, education and support 
located within units, particularly in academic teaching cen-
ters (Fig.  3.11 ).

         Discussion and Exemplary Designs 

 The following discussion highlights examples of best- 
practice ICU designs in conjunction with the categories used 
in the area take-off analysis of the units. Figure  3.10  provides 
an overview of program components included in each cate-
gory. Although not included in the area take-off analysis, 
outdoor space is included in the following section, given the 
growing importance of outdoor space to the well-being of 
patients, family and staff. 

    Patient Care 

    Patient Toilet Facilities and Waste Disposal 
 All of the units studied include both a modular sink and toilet 
within the patient room, or a toilet room directly accessible 
from the patient bed. Two units were found to have private 
enclosed toilet rooms, now required, adjoining the patient 
room, while three others employ a combination of private 
and shared toilet rooms. The remaining units employed 
waste disposal systems adjacent to the bed. No award win-
ning facility built or renovated after 1998 has shared toilet 
rooms. The 2000 winning unit, with a full bath/toilet, was 
designed as an acuity-adaptable unit serving patients through 
the continuum of their stay (Fig.  3.8 ).  

    Patient Bed Location and Medical Utilities 
 Within the critical care environment, it is crucial to main-
tain access to the patient, making the bed placement and 
delivery of medical support important design  considerations. 

  Fig. 3.9    Emory University Hospital Neurosciences ICU, Atlanta, 
Georgia, 2008 winner. Family zone within the patient room (Courtesy 
of WHR Architects)       

  Fig. 3.10    Program categories 
used during area take-off analysis 
of best-practice ICU designs & 
percentages of total department 
area       
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Traditionally, medical devices have been located on a 
 vertical surface at the head of the patient bed, the “head-
wall.” More recently the trend has been to use an articulat-
ing ceiling- mounted arm(s) with all monitoring, outlets and 
gases included, known as a “boom” (Fig.  3.12 ). Four of the 
winning units have headwalls. One unit, the 1992 winner, 
used a single fi xed power column. Ceiling mounted booms 
were used in the majority of units; three ICUs employed 
a single arm boom, while four others employed dual arm 
booms. The dual arm booms have added enormous fl exibility 
by freeing the bed from the wall, and integrating technology 
to deliver critical utilities and monitoring. Current research 
demonstrates that booms have an advantage over headwalls 
in the case of high-acuity ICU patients, and when proce-
dures are performed at the bedside. Booms may not provide 
a proportionate level of advantage, when compared with the 
additional cost involved in their procurement, in the case of 
lower-acuity ICU patients, as well as when procedures are 
not typically conducted in the patient room [ 13 ].

       Patient Room and Technology 
 The most current competition winner in the study, Memorial 
Sloan-Kettering Cancer Center ICU, from 2009, is a good 

example of a technologically advanced ICU. The included 
composite and annotated photograph captures the many 
features of this unit and patient room, including E-glass (a 
type of glass that when electrically charged becomes 
opaque) sliding doors and vision panels between rooms, 
in-room barcode reader and label printer, wireless IR trans-
mitter and webcam, secure nurse server, and other features 
(Fig.  3.13 ).

        Staff and Material Support 

    Degree of Nursing Centralization 
 In older units, it is common to see a central nurse station as 
the primary gathering and work space within the staff work 
area. Generally, this nurse station was located in the mid-
dle of the ICU. More recently, this centralized work and 
charting area, now referred to as a multidisciplinary team 
station [ 12 ], has often been augmented or replaced with 
decentralized stations. Interestingly, all ICUs surveyed 
had some form of decentralized charting space with none 
employing exclusively centralized nursing support. The 
1992 Swedish Medical Center ICU allocates space for four 

Administrative Space

Respiratory Therapy Suite

Dialysis Rooms with ICU Surge Capacity

  Fig. 3.11    Memorial Sloan-Kettering Cancer Center ICU, New York City, New York, 2009 winner. Administrative and support spaces within the 
unit (Courtesy of WHR Architects)       
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Ceiling-Mounted
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Headwall System

Drawing Key

Wall-Mounted
Pendent System

1 Patient Zone: 15.4’×15.5’ (W×D)
2 Bariatric Patient Zone: 15.5’×17’ (W×D)
3 Family Zone
4 Hygiene Zone
5 Clinical Zone

6 Nurse Charting Station
7 Ceiling Height: 9’ to 11’
8 Clearance: 8’ to 10’
9 Clearance: 7’ to 9’

  Fig. 3.12    ICU patient support options (Courtesy of WHR Architects)       

  Fig. 3.13    Memorial Sloan-Kettering Cancer Center (MSKCC) ICU, 
New York City, New York, 2009 winner. Incorporation of advanced 
technology for patient care and monitoring purposes (Courtesy of 
MSKCC & Neil Halpern, M.D., ICU Medical Director). Features of new 
ICU patient rooms help improve effi ciency:  1  nurse server provides sup-
plies to ICU room and opens from outside & inside with secure ID card 

access reader,  2  E-glass slide and break away doors,  3  inside  opening 
of nurse server,  4  wireless clock,  5  storage cabinets,  6  computer with 
double monitor,  7  barcode reader and lab label printer,  8  twin mobile 
articulating arms (BOOMS),  9  wireless IR transmitter,  10  web cam,  11  
patient closet and DVD player,  12  fl at screen TV on articulating arm, 
 13  toilet,  14  nursing work area with computer, sink, phone, and storage       
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central stations, each serving an eight bed pod, and incor-
porating computer charting terminals inside each patient 
room (Fig.  3.14 ). St. Joseph’s Health Center is unique to 
the group as a completely decentralized unit, stating in 
the submission narrative the main reason for this design 
shift being noise control (Fig.  3.5 ). Although nursing sup-
port areas do not appear to have grown in overall area dur-
ing the last two decades, the notion of decentralization is 
seen throughout by way of charting stations within patient 
rooms or within corridors looking into single or pairs of 
patient rooms. This study demonstrates that the confi gu-
ration of staff work spaces has not yet been resolved in 
the best-practice adult ICUs. It remains to be seen whether 
pure decentralization will be utilized in future designs or 

whether a hybrid model will continue, perhaps indicating 
the value of communication, training and socialization 
between caregivers.

        Staff Facilities 

    Staff Access to Nature 
 There appears to be an increased emphasis on stress- relieving 
respite spaces for staff incorporating a connection to nature. 
The Queen’s Medical Center in Honolulu, Hawaii, located a 
central staff lounge for views to the ocean and maintained 
three lanais, or outdoor patios, for both staff and family 
access and benefi t. The 2006 winner, Sharp Grossmont 

1

1 Cardiac
Catheterization
Suite

  Fig. 3.14    Swedish Medical 
Center ICU, Englewood, 
Colorado, 1992 winner. Proximity 
of ICU to cardiac catheterization 
suite (Courtesy of WHR 
Architects)       
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Hospital ICU, has a 1,500 SF (140 SM) exterior courtyard in 
the center of the critical care unit. The courtyard also con-
tains a skylight feature which allows for daylight access to 
the emergency department located directly below this space 
(Fig.  3.15 ). Along with dedicated staff lounge spaces seen in 
all units, fi ve of the 12 ICUs provide an exterior courtyard or 
terrace for staff access. On call suites with sleep rooms and 
shower facilities located on the unit itself are seen in the 
majority (eight) of the ICUs surveyed, with several locating 
the overnight facilities just outside the unit for easy access.

        Diagnostic and Therapeutic 

    Proximity to Diagnostic and Treatment Support 
 An interesting trend noted across all units is the proximity to 
diagnostic and treatment support spaces, located either within 
the actual ICU, close to the unit on the same level, or con-
nected vertically to a location directly above or below the unit 
by elevator. The 1992 Swedish Medical Center ICU is located 
next to the cardiac catheterization suite and was placed strate-
gically within the hospital to allow lateral access to the emer-
gency room, operating room, recovery room, radiology, and 
laboratory (Fig.  3.14 ). At the Memorial Sloan-Kettering 
Cancer Center, the hospital’s hemodialysis suite is incorpo-
rated within the ICU providing  round-the- clock access to 

renal technicians while providing two dialysis rooms for ICU 
surge capacity. The respiratory therapy suite is also located on 
the fl oor, serving both the ICU and the overall hospital, and 
the MRI suite is horizontally accessible (Fig.  3.11 ). An inte-
gral part of Emory University Hospital’s Neurosciences ICU 
design was the location of a CT scanner within the unit itself, 
allowing critically ill patients to conveniently undergo scan-
ning without the need for transport to the radiology depart-
ment (Fig.  3.16 ). This trend of proximity to diagnostic and 
treatment facilities appears in numerous units in different 
forms. Interestingly, although this decision of placing the 
diagnostic facilities within the ICU itself can sometimes mean 
fewer patient rooms, proximity to D&T services has been 
chosen over patient rooms in several instances, indicating the 
importance of these spaces in the view of care providers.

        Administration and Education 

    Proximity to Administration and Education 
Spaces 
 Space allocation for administrative and educational areas 
within units appears to be on an upward trend, most notably 
in academic medical centers where teaching and research is 
an integral part of daily ICU activities. All units surveyed 
contain some amount of offi ces on the unit, while others 
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  Fig. 3.15    Sharp Grossmont 
Hospital ICU, La Mesa, 
California, 2006 winner. Centrally 
located exterior courtyard: 
1,500 sq ft (approx. 140 sq m) 
(Courtesy of WHR Architects)       
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include all departmental offi ces, conference and seminar 
rooms within the ICU itself. This tendency is illustrated by 
the two most recent winning entries where a signifi cant 
amount of unit area is given towards administrative and 
teaching functions. In the case of Emory University Hospital, 
9 % of the departmental gross area is dedicated space for this 
programmatic function, while at Memorial Sloan-Kettering 
Cancer Center’s ICU, this number has increased to 14 %. 
Furthermore, there appears to be a preference for staff meet-
ing and education spaces located on the unit itself, if this is 
at all feasible. At Memorial Sloan-Kettering this was deter-
mined to be important enough that a research lab was relo-
cated to allow the administrative suite to be located adjacent 
to the bed unit. Conference and rounding rooms, incorporat-
ing advanced technology allowing for remote patient care 
planning, are being seen in recent years, specifi cally in the 
2009 winner Memorial Sloan-Kettering Cancer Center. It is 
likely we will observe a continuing trend of administrative 
and education space incorporated into the designs of critical 
care environments, especially teaching facilities, given the 
importance placed on proximity and fl exibility of these 
spaces with patient care areas (Figs.  3.11  and  3.16 ).   

    Public and Family 

    Family Space 
 Jastremski and Harvey [ 14 ] suggest that an ideal patient 
room should incorporate three zones: a patient zone, a fam-
ily zone and a caregiver zone [ 14 ]. Several of the winning 
designs have completely re-evaluated the patient room to 
incorporate designated family space, including families as an 
integral part of the healing process. Perhaps the most distinc-
tive in this category is the 2008 winner, Emory University 
Hospital’s Neurosciences ICU. This unit is unique in its allo-
cation of 115 SF (10.5 m 2 ) of space for a family room incor-
porated within the patient room, separated by a glass block 
partition, allowing natural light to penetrate through the fam-
ily room into the patient zone. This “adjacent studio apart-
ment” acts as a private place for respite and communication 
(Fig.  3.17 ). The patient room size, including this family 
space, is over 350 SF. Interestingly, 18 % of the unit’s depart-
mental gross area is dedicated to family space in this ICU, 
including each family zone within the patient rooms, waiting 
areas, lounge and amenities such as a kitchen,  showers, and 
laundry facilities.

1

2

1 1 Administrative Space

CT Scanner2

  Fig. 3.16    Emory University Hospital Neurosciences ICU, Atlanta, Georgia, 2008 winner. Administrative and support spaces within the unit 
(Courtesy of WHR Architects)       
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        Outdoor Space 

    Green Space 
 With a number of studies showing the benefi ts of access to 
nature and its healing properties, it is becoming more com-
mon to see natural elements in the intensive care environ-
ment [ 15 ]. Legacy Good Samaritan Hospital is perhaps the 

most extreme example of this by the provision of an  extensive 
external plaza surrounding the unit for use by all users, 
including staff, patients and families. This unit design is all 
the more impressive in that it was a vertical rooftop expan-
sion above a garage. The design intent was to provide 
patients who may be clinically stable access the outdoors 
directly from their rooms onto the outdoor plaza (Fig.  3.18 ). 

  Fig. 3.17    Emory University 
Hospital Neurosciences ICU, 
Atlanta, Georgia, 2008 winner. 
View of the patient room with 
family zone (Courtesy of Owen 
Samuels, M.D., ICU Medical 
Director)       

  Fig. 3.18    Legacy Good Samaritan Multidisciplinary ICU, Portland, Oregon, 1996 winner. Unique geometry allowing increased unit perimeter 
and plaza access; on-stage/off-stage circulation (Courtesy of WHR Architects)       
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Several units analyzed have incorporated light courts into 
the designs, allowing for an increase in exterior perimeter 
and therefore patient room numbers. The majority of units 
(seven) incorporate some form of outdoor spaces into the 
unit design.

         Conclusion and Future Trends 

 Intensive care units rely on the most advanced care, tech-
nology and staff hospitals can provide. Strategies for 
improving the work environment and positively improv-
ing patient safety and outcomes are exemplifi ed in many of 
these design winning ICUs and are important to the future 
world of critical care medicine. This overview has identifi ed 
important physical design features of some of the best-prac-
tice example ICUs in the United States, Canada and Europe. 
Critically observing many ICU designs has led to a certain 
amount of future prognostication. Below is a collection of 
future trends (Fig.  3.19 ). Thus far, these trend statements 
have held their value.
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        Introduction 

 The pediatric intensive care unit (PICU) encompasses multiple 
disciplines which share the care of the critically ill and medi-
cally complex child. The fi eld of pediatric critical care medicine 
has developed considerably over the past three decades, and the 
complexity of care and involvement of specialists continues to 
grow [ 1 ,  2 ]. Extensive research has focused on the role of the 
PICU and of the intensivist in the care of critically ill children, 
and has demonstrated substantial decreases in mortality [ 3 ]. 
With the increasing complexity of services and care provided in 
the PICU, the role of administration in outlining unit structure 
and enhancing team development and multidisciplinary care is 
crucial to ensuring quality care, patient safety and the best 
achievable patient outcomes for critically ill children.  
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    Abstract 

 In the past 50 years, the pediatric intensive care unit (PICU) has evolved into a multidisciplinary 
organization delivering care to critically ill children with diverse diagnoses and physiological 
support needs. The development of pediatric critical care medicine subspecialists as the pri-
mary care team functioning within the PICU has led to vast improvements in pediatric mortal-
ity. With the increasing complexity of the PICU, the role of administration in outlining unit 
structure and enhancing team development and multidisciplinary care is crucial to ensuring 
quality care, patient safety and the best achievable patient outcomes for critically ill children. 

 The care team, under the leadership of a medical director, includes pediatric intensivists, 
subspecialists, physician extenders, nurses, respiratory therapists, pharmacists, nutritionists 
and other ancillary staff. A cohesive team, with strong communication and coordination, 
can maximize the contributions of all members toward the common goal of excellent patient 
care. However, the PICU must additionally provide other patient and institutional services 
such as a family centered approach with parental involvement in bedside rounds and 
throughout their children’s illness. The PICU plays a resource role within the hospital, and 
a close working relationship with other divisions is integral for maintaining smooth patient 
fl ow and continuity of care. Additionally the unit is a research and training site for new 
intensivists and other clinicians.  

  Keywords 
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    Pediatric Intensive Care Unit Structure 

    Historical Perspective 

 The fi eld of pediatric critical care medicine has evolved 
greatly over the past several decades due to advances in the 
knowledge of disease pathophysiology and technology avail-
able to treat patients suffering from disease. In 1985, the 
American Board of Pediatrics (ABP) recognized the subspe-
cialty of pediatric critical care medicine and determined cri-
teria for certifi cation in the fi eld, and in 1990 the Residency 
Review Committee of the Accreditation Council for Graduate 
Medical Education (ACGME) accomplished the accredita-
tion of the fi rst pediatric critical care training programs [ 1 ]. 

 In the early 1990s very little was written about the com-
position and organization of the nascent pediatric intensive 
care unit. However, research was beginning to demonstrate 
consistent associations between aspects of the organization, 
structure of PICUs and patient outcomes [ 4 ]. A regional 
study in the Northwest United States demonstrated that care 
in tertiary centers with intensive care units dedicated to chil-
dren was associated with a lower mortality rate, adjusted for 
severity of illness, than care in non-tertiary centers without 
PICUs [ 5 ]. 

 Subsequent investigations into the many existing PICUs 
revealed a wide diversity of features. A national survey of 
235 hospitals published in 1993 revealed that the largest pro-
portion of intensive care units were comprised of four to six 
beds, while only 6 % had greater than 18 beds. Mortality 
rates differed signifi cantly between the size-based groups, 
with an increase in mortality coinciding with increased bed 
capacity. A pediatric intensivist was available to 73.2 % of 
intensive care units and 79.6 % of units had a full time medi-
cal director [ 4 ].  

    Levels of Care 

 The concept of Level I and Level II pediatric intensive care 
units was developed and outlined by the American Academy 
of Pediatrics (AAP) Section on Critical Care and Committee 
on Hospital Care in 1993, and guidelines for specifi cations 
of each were updated in 2004. A Level I PICU provides mul-
tidisciplinary, defi nitive care to all ages of pediatric patients 
with a wide range of complex and evolving illnesses. It is 
differentiated from a Level II PICU primarily by organiza-
tional structure, staff and resource availability, pre-hospital 
care, quality improvement, and training and educational pro-
grams. In order to qualify as a Level I PICU, a unit must 
meet many specifi cations, including having a physician of 
postgraduate year 3 level or above in house 24 h per day, a 
pediatric intensivist available within 30 min or less, and a 
wide range of pediatric subspecialists available within 1 h or 

less. In addition, in contrast to a Level II PICU, a Level I 
PICU must have an associated emergency department with 
two available resuscitation areas, access to fl uoroscopy and 
MRI, capabilities of cardiopulmonary bypass, bronchos-
copy, endoscopy, and availability of a second operating room 
within 45 min, 24 h per day [ 1 ]. 

 In some institutions, an intermediate care unit exists for 
patients requiring a higher level than routine inpatient care, 
but not intensive care. Such patients may require more fre-
quent vital sign monitoring or nursing assessments, but do 
not require invasive monitoring. Such a unit improves fl ex-
ibility in patient triage, and allows patient care to be tar-
geted more closely to patient needs based on the severity of 
illness [ 6 ].  

    Patient Population 

 The Society of Critical Care Medicine (SCCM) Pediatric 
Section Admission Criteria Task Force created guidelines for 
admission and discharge policies for the PICU from a con-
sensus opinion of nurses, physicians and associated health-
care professionals. Admission criteria include any child with 
severe or life threatening single organ dysfunction or multi- 
system disease requiring complex interventions exceeding 
the maximal support able to be provided on the general hos-
pital unit. Discharge criteria are met when the disease pro-
cess is reversed or the unstable condition that required 
admission into the PICU has resolved and the child no longer 
requires intervention in excess of general hospital unit capa-
bilities [ 7 ].  

    Subspecialty Care 

 Several subspecialties exist within the realm of pediatric 
critical care and over the last few decades have emerged as 
dedicated clinical entities [ 8 ]. One such fi eld is pediatric car-
diac intensive care, which focuses on critically ill adult, pedi-
atric, and neonatal patients with congenital and acquired 
heart disease [ 9 ]. Other subspecialties within pediatric criti-
cal care include neurologic intensive care, surgical intensive 
care and trauma intensive care.   

    Team Structure 

    Medical Director 

 The pediatric intensive care unit medical director must main-
tain certifi cation by the ABP in general pediatrics as well as 
certifi cation in either pediatric critical care medicine, anes-
thesiology with specialized training in pediatric critical care 
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or in pediatric surgery with additional qualifi cations in surgi-
cal critical care. According to guidelines formulated by the 
AAP and SCCM, if the medical director is not a pediatrician, 
a pediatric intensivist should be appointed as co-director. 
The medical director of the pediatric intensive care unit has 
many roles and responsibilities including participation in the 
creation, review and implementation of multidisciplinary 
PICU policies. In addition, the medical director should help 
coordinate staff education, maintain a database describing 
unit statistics and performance, participate in budget plan-
ning, supervise resuscitations, and foster communication 
with referring clinicians and subspecialists. In conjunction 
with the nursing director, he or she should also implement 
quality improvement measures, and encourage research par-
ticipation [ 1 ].  

    Physician Team 

 Currently, intensive care physician staffi ng models are var-
ied, and the model that provides the best care at the greatest 
value remains to be determined. However there are organiza-
tions advocating for standards. A consortium of healthcare 
purchasers entitled the Leapfrog Group, recommends that 
intensivists be present in the ICU during daytime hours 
7 days per week and available to discuss cases at all other 
times. The Leapfrog Group recommendations are based on 
studies demonstrating improved mortality rates and the effi -
ciency of bed utilization when a pediatric intensivist partici-
pates as a care team member [ 10 ]. A subsequent study 
reported that extending intensivist staffi ng to 24-h coverage 
was associated with further reduction in mortality [ 11 ]. 
However, only 30 % of hospitals reported compliance with 
the Leapfrog recommendation in 2011 [ 12 ]. 

 Extending attending coverage to 24 h per day resulted in 
no difference in mortality, but did result in decreased length 
of stays and increased adherence to patient care protocols 
when evaluated in adult medical ICUs [ 13 ]. A recent pro-
spective study conducted at a 24 bed adult ICU in the 
Midwest found that 24-h intensive care unit coverage by an 
intensivist decreased length of stay and cost estimates for 
critically ill patients admitted overnight when compared to 
resident and fellow coverage overnight with on-call intensiv-
ist coverage [ 12 ]. 

 A Level I PICU allows care to be transferred from the 
attending physician to an in-house physician at the post-
graduate year three training level in pediatrics or anesthe-
sia, but an attending physician should always be available 
within 30 min for assistance. Care may also be transferred to 
physician extenders including physician assistants (PAs) or 
nurse practitioners (NPs). A 1994 U.S. based survey found 
the use of PAs or NPs in 17 % of 69 institutions with PICUs. 
A 5 year study of physician assistants in a six bed unit in 

New York found the PA role to be one not only of patient 
care, but also of resident education and support of nursing, 
respiratory therapy, and ancillary staff [ 14 ]. These fi ndings 
were consistent with a 2008 review of the impact of NPs 
and PAs in ICUs which found involvement in patient care, 
research, reinforcement of practice guidelines as well as par-
ent and staff education. At that time over 115,000 NPs and 
63,000 PAs were practicing in the U.S., with 68 % of acute 
care NPs in the ICU setting. These numbers are expected to 
grow. The Committee on Manpower for the Pulmonary and 
Critical Care Societies projects increasing gaps between the 
intensivist workforce and patient care needs. This shortfall is 
expected to be 35 % by 2030, with physician extenders likely 
to fi ll the growing gap. However, at the time of review, only 
two randomized controlled studies had assessed the use of 
physician extenders in the ICU, with limited data regarding 
quality of care, comparative outcomes and cost of care. More 
research is needed in this area in the coming years [ 15 ]. 

 In addition to the pediatric intensivist, subspecialty sup-
port is integral to patient care in the PICU. Available physi-
cians in a Level I unit include a pediatric cardiologist, 
pediatric anesthesiologist, pediatric neurologist, pediatric 
surgeon, pediatric neurosurgeon, pediatric radiologist, a psy-
chiatrist or psychologist, an otolaryngologist, an orthopedic 
surgeon, and a cardiothoracic surgeon. In addition, it is ideal 
to have a craniofacial surgeon, an oral surgeon, a pediatric 
hematologist/oncologist, a pediatric pulmonologist, a pediat-
ric endocrinologist, a pediatric gastroenterologist, and a 
pediatric allergist readily available for patient care [ 1 ].  

    Nursing Team 

 A nurse manager experienced in a PICU and preferably with 
a master’s degree in pediatric nursing or nursing administra-
tion should be available for all Level I and Level II intensive 
care units. The nurse manager is responsible for guarantee-
ing that the PICU is appropriately staffed in numbers and in 
skill level, as well as monitoring equipment and supplies. 
The nurse manager works with the medical director to pre-
pare budgets, establish and review policies and procedures, 
coordinate staff education, and assist with quality assurance 
and nursing research. In addition to a nurse manager, an 
advanced practice nurse (APN) should be available in all 
Level I units to provide clinical leadership to the nursing 
staff. The role of the APN may be fi lled by a nurse practitio-
ner with a master’s degree in nursing, certifi cation as a 
national pediatric nurse practitioner and previous preceptor-
ship in pediatric critical care or by a clinical nurse specialist 
with a master’s degree in nursing, and pediatric critical care 
certifi cation and expertise [ 1 ]. 

 Nurses working in a Level I or Level II PICU should com-
plete orientation with a clinical and didactic component prior 
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to assuming patient care responsibilities. The orientation 
program and a continuing education program should be cre-
ated and implemented by the department, and core compe-
tencies assessed on a regular basis. Educational needs and 
core competencies should be determined based on the patient 
population and needs of a given unit [ 1 ].  

    Respiratory Therapy 

 Respiratory therapy personnel should be specifi cally desig-
nated to the PICU and in house 24 h per day in a Level I ICU. 
Therapists should have specifi c training in pediatric inten-
sive care and managing pediatric respiratory failure and 
equipment. The department should have a supervisor respon-
sible for staffi ng, monitoring performance, and ensuring 
adequate training of members [ 1 ].  

    Ancillary Staff 

 A pharmacist should be assigned to a Level I ICU and be in 
house 24 h daily. Pharmacists should attend multidisciplinary 
patient rounds when possible, as it has been shown that phar-
macist participation in rounds is associated with fewer 
adverse drug events due to prescribing errors [ 16 ]. In addi-
tion, nutritionists, case managers, social workers, child life 
specialists, physical therapists, occupational therapists, 
speech therapists, and clergy must be readily accessible. 
Biomedical specialists must be available within 1 h, 24 h 
daily in all Level I and Level II PICUs, and a unit secretary 
assigned to all Level I PICUs [ 1 ].  

    Multidisciplinary Approach 

 A multidisciplinary approach is required to maintain status 
as a Level 1 ICU and also is mandatory for optimal patient 
outcomes. The unit must be staffed with 24 h coverage by 
board certifi ed intensivists or equivalents, and the unit direc-
tor ideally should be an intensivist. Nursing staff should be 
led by a qualifi ed nurse manager, and all nursing staff should 
be trained in critical care. Respiratory therapy, laboratory 
service and radiographic service must be available 24 h per 
day. Pharmacists should ideally participate on rounds and a 
full array of subspecialists must be able within 30 min to pro-
vide care to patients [ 1 ]. Implementation of a multidisci-
plinary model of care has been shown to decrease hospital 
and ICU lengths of stay as well as cost of care [ 17 ]. Similarly, 
a recent retrospective study conducted at large academic 
MICU involved a multi-component reorganization of an 
already Leapfrog Group-compliant unit. In addition to geo-
graphic relocation and 24-h intensivist staffi ng, changes 

included focus on a multidisciplinary approach with addition 
of a clinical pharmacist to the patient care team and an 
increased number of respiratory therapists. Results indicated 
that the multi-component reorganization was associated with 
reductions in mortality and an increase in ventilator-free 
days [ 11 ].   

    Roles of the Leadership Team 

    Quality and Safety Assurance 

 Improvement of quality and safety of care in the PICU is 
critical. Benefi ts include improvement of patient outcomes 
and prevention of harm, reduction of cost of care and 
enhanced staff satisfaction [ 18 ]. The complexity of critical 
care patients increases both the potential frequency and con-
sequences of errors and standardization of care models is 
more diffi cult in units caring for a diverse array of patient 
ages and pathology [ 2 ]. Other challenges in the ICU setting 
include the need for 24 h continuity of care, balancing the 
prevention of staff fatigue and burnout with minimizing data 
loss and patient risk during transfer of care [ 3 ]. The unit 
leadership must also balance patient safety with the educa-
tional needs of critical care fellows and other trainees, creat-
ing an environment that is safe both for the patient and the 
learner [ 19 ]. 

 Assessment of care quality in the ICU is more complex 
compared to other parts of the hospital [ 20 ]. In the PICU, 
particular attention must be paid both to diagnostic and treat-
ment errors, especially medication errors, as well as the risk 
of nosocomial infection and procedural complications [ 21 ]. 

 As in other fi elds of medicine, safety systems from other 
industries, especially aviation, have served as a model for 
quality improvement and the avoidance of errors [ 3 ]. Quality 
improvement depends on both the identifi cation of errors and 
development of system changes to prevent their recurrence 
[ 3 ,  21 ]. Monitoring should include patient complications, as 
well as adverse events and critical incidents which can 
reduce patient safety, even if they do not lead directly to 
complications. For this reason, systems of voluntary, anony-
mous, non-punitive incident reporting have become widely 
implemented. Analysis of the context of critical incidents 
may lead to the development of system changes in the ICU, 
the hospital, or beyond. Though they must be adapted to 
local circumstances, interventional studies demonstrate both 
error reduction and improved patient outcomes in response 
to new standards and guidelines [ 3 ]. 

 Voluntary reporting is the mainstay of adverse event 
reporting but is insuffi cient to provide a comprehensive spec-
trum of adverse events. Therefore seeking other areas of 
input helps provide a broader view of potential liabilities 
[ 22 ]. Trigger systems provide an excellent strategy for 
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adverse event detection because more events are reported 
compared to entirely voluntary systems, chart reviews or 
administrative databases [ 23 ]. A 2011 study of hypoglyce-
mia in children identifi ed 198 adverse events related to hypo-
glycemia, but the hospital voluntary reporting system did not 
identify any of the 198 adverse events related to hypoglyce-
mia [ 24 ]. 

 In addition to continuous critical incident monitoring, the 
PICU may employ other strategies to improve patient safety. 
These may include divisional education conferences, includ-
ing morbidity and mortality review, periodic internal and 
external audits, and specifi c quality improvement projects in 
response to safety concerns [ 18 ]. All levels of staff may initi-
ate quality improvement, and discussion of incidents and 
interventions must involve the entire ICU team [ 3 ,  18 ]. A 
culture of open communication facilitated by senior physi-
cians can aid the achievement of shared team goals including 
patient safety [ 19 ]. Conversely, defi cient communication and 
teamwork increase medical errors [ 25 ]. Regularly completed 
multidisciplinary evaluations enhance communication and 
decrease emotional exhaustion among ICU staff [ 26 ]. 

 PICU patients can be admitted from all hospital areas 
including the emergency department, the general pediatric 
ward, and the post-anesthesia care unit. Disruptions in 
patient fl ow can cause congestion in other areas of the hospi-
tal with the potential to decrease safety and hospital effi -
ciency and increase staff stress [ 27 ]. Studies report greater 
variability in need for ICU admission from scheduled surgi-
cal procedures compared to admission from the emergency 
department. When ICU resources are limited, attempts to 
defl ect admission after surgical procedures are more com-
mon than from the ED [ 28 ]. A prospective 2009 study imple-
mented a system to improve fl ow which decreased diversions 
of patients from the unit and cancellations of operations due 
to lack of bed availability. Key strategies included creating a 
fl ow model based on anticipated needs for scheduled surger-
ies with a limit of fi ve reserved bed spaces per day, schedul-
ing of a case and a surgical bed at the same time, and a daily 
huddle with anesthesia, surgery, and intensive care unit rep-
resentatives to verify the plan for the day and predict the 
schedule for the following day [ 27 ].  

    Team Development 

 The key elements involved in team performance are leader-
ship, communication, coordination and decision making 
[ 29 ]. Review of data from critical incident studies in ICUs 
has highlighted the importance of effective team leadership 
in patient safety [ 29 ]. Leadership skills are also important in 
cardiopulmonary resuscitation. Team performance is best 
when the fi rst arriving team leader to a critical incident 
adopts and maintains directed leadership behavior. 

Additionally, good physician management and leadership 
skills are associated with improved effi ciency of patient care 
as measured by completion of tasks on daily goal sheets [ 30 ]. 
Quality physician leadership not only improves patient care, 
but also positively impacts unit morale. Research in neonatal 
ICUs has shown that leaders listening to and encouraging 
participation of junior team members leads to increased 
involvement of team members in quality improvement pro-
grams. In addition, leadership training of physicians and 
senior nurses in teamwork skills leads to staff viewing lead-
ership more positively [ 29 ]. 

 In addition to leadership, communication is an integral 
part of team performance. Survey research has shown that 
ICUs with teams reporting high levels of trust and goal shar-
ing and low levels of confl ict have lower risk adjusted mor-
tality rates [ 29 ]. Team oriented intensive care units have 
lower nursing turnover, higher quality of care, shorter length 
of stay, and more adequately meet the needs of family mem-
bers [ 31 ]. In addition, cooperation between physicians and 
ICU nurses decreases reports of burnout in survey research 
[ 29 ], and truly collaborative care leads to unit stabilization 
[ 32 ]. An examination of ICU critical incident and adverse 
event data found persistent communication errors resulting 
in patient harm. The most common sources of error were 
communication errors during routine patient care, transfer of 
care to other providers, and emergencies [ 33 ]. High fi delity 
simulation can be used to evaluate and enhance team com-
munication, and can improve communication and perfor-
mance in the management of septic shock [ 29 ]. 

 Team coordination centers on communication and refers 
to a combined team effort to reach a common goal. In a coor-
dinated effort, each team member is aware of the actions of 
other members [ 29 ]. Poor coordination during training exer-
cises in crisis management results in errors [ 34 ]. Positive 
perception of team coordination by ICU team members is 
associated with lower rates of errors [ 35 ]. Strategies includ-
ing standardized patient hand off and daily goal sheets can be 
used to improve team coordination in ICUs. Daily goal 
sheets improve residents’ and nurses’ understanding of 
patient care duties and reduce length of stay [ 29 ]. In addi-
tion, daily goal sheets have been shown to enhance commu-
nication among care team members and to improve the 
nursing team’s ability to identify the physician in charge 
[ 36 ]. 

 Adequate team leadership, communication and coopera-
tion fosters team decision making, and shared decision mak-
ing in the ICU is associated with improved patient outcomes. 
Specifi cally, physician encouragement of contributions of 
team members during decision making on rounds is associ-
ated with a decrease in adverse events [ 29 ]. Staff cohesion 
regarding patient safety can be assessed on a routine basis 
via tools such as the Hospital Survey on Patient Safety 
Culture, formulated by the Agency for Healthcare Research 
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and Quality in 2004 [ 37 ]. The Safety Attitudes Questionnaire 
(SAC) is an additional tool designed to measure overall 
safety climate within the ICU. Regular utilization of such 
tools can aid the administration in monitoring the pulse of 
the team and making adjustments when necessary. These 
results also allow comparative analysis against benchmarks 
from other institutions [ 38 ].  

    Family Centered Care 

 Parents of critically ill children view communication and 
information sharing by the medical team as key components 
of quality care [ 39 ]. Family centered care is a model that cre-
ates a partnership between providers and families in the 
delivery of care to children [ 40 ], and has become the stan-
dard of care in pediatrics [ 41 ]. A 2003 policy statement from 
the AAP states that “conducting attending physician rounds 
(ie, patient presentations and rounds discussions) in patients’ 
rooms with the family present should be standard practice” 
[ 42 ]. A small randomized controlled trial revealed that par-
ents felt more informed about their children when they were 
present on rounds and that they preferred to attend rounds 
[ 41 ]. 

 A prospective observational study conducted in 2009 
found that inclusion in morning rounds improves the satis-
faction level of family members. In addition, it found that on 
the fi rst day of admission, family members were less likely 
to understand the plan for the day and were less comfortable 
asking questions. Early studies evaluated possible negative 
effects of family centered care, including lengthened rounds, 
less time spent on teaching for residents, and possible family 
concerns about privacy violations. Research, however, has 
not shown that family centered care increases rounding time 
or decreases teaching time [ 41 ,  43 ]. Creation of a patient and 
family advisory council to help guide the leadership of the 
PICU towards patient centered care has been used in some 
centers.  

    Hospital Relations 

 An important role of the PICU is to serve as a support struc-
ture for other hospital divisions. The PICU admits patients 
from all areas of the hospital including the emergency depart-
ment, hospital ward, and post-anesthesia care unit. In addi-
tion, the PICU staff is an important part of the rapid response 
team, the code blue team, and the trauma resuscitation team. 
Many hospitals are also utilizing PICU staff in the transport 
of critically ill children from referral centers to the PICU 
[ 44 ]. 

 The PICU has an integral role during in-hospital cardiac 
arrests as members of code-blue and urgent-response teams. 

In a 2007 assessment, the incidence of pediatric in-hospital 
cardiopulmonary arrests was between 0.7 % and 3 % of all 
hospital admissions and the survival to discharge for such 
patients between 15 % and 27 %. An estimated 8.5–14 % of 
all in-hospital cardiopulmonary arrests occurred in children 
outside of the ICU [ 45 ]. 

 A 2007 survey of 181 acute-care pediatric hospitals in 
North America, all with PICUs, found that 96 % had formal 
pediatric resuscitation teams [ 46 ] and anyone, including staff 
and visitors, could activate the team. In addition to resuscita-
tion or code-blue teams, 75 % of these hospitals also had 
organized urgent-response teams to respond to the clinically 
deteriorating child prior to incidence of cardiopulmonary or 
respiratory arrest. The purpose of an urgent-response team is 
to provide the necessary care to improve a patient’s condition 
and prevent a need for escalation of care, to aid in effi cient 
transfer to a higher level of care, or to discuss appropriate 
end-of-life care [ 46 ]. The implementation of these teams has 
been shown to decrease the risk of in-hospital cardiopulmo-
nary or respiratory arrest outside of critical care areas [ 45 ]. 
The current frequency of their use within these hospitals is 
not known [ 46 ]. 

 In addition to having a wide range of roles and relation-
ships outside of the unit, critical care staff routinely interact 
with members of all pediatric divisions to provide compre-
hensive care to their patients. A close working relationship 
between the critical care division and all other divisions in 
the hospital can be fostered by the use of liaisons. Liaisons 
are particularly important in fi elds with a natural link to the 
ICU due to the severity of patient illness. Examples of such 
fi elds are hematology/oncology, neurosurgery, general sur-
gery, and trauma surgery. A study of the New York State 
Trauma registry in 2004 found that 59 % of pediatric trauma 
was managed in hospitals with a PICU, and that mortality 
was lower in hospitals with a PICU compared to hospitals 
without. Intensivist involvement in patient care has been 
shown to be associated with better outcomes in patients fol-
lowing esophagectomy, abdominal aortic aneurysm surgery 
and intracerebral hemorrhage. A meta-analysis in 2002 
found that the mandated involvement of an intensivist was 
associated with lower in-hospital mortality in 16 of the 17 
studies [ 47 ].  

    Education and Training 

 Continuing education for PICU physicians and staff mem-
bers is of paramount importance in quality patient care, as 
well as team morale and staff retention. Participation in local 
and national meetings on relevant critical care topics pres-
ents an additional opportunity for staff education and devel-
opment, as well as networking and collaboration with other 
physicians and institutions [ 1 ]. The inclusion of a pediatric 
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critical care training program may improve patient outcomes. 
A cohort study comparing adjusted mortality rates between 
PICUs staffed by critical care fellows and pediatric residents 
with PICUs staffed by residents alone showed better rates in 
those units with fellowship programs [ 48 ]. 

 Education of new pediatric intensivists takes place largely 
in the ICU setting through pediatric critical care fellowship 
training programs approved by the ACGME. ICUs with 
training programs may be Level I or Level II but must pos-
sess adequate research experience and resources, as well as 
patient volume and diversity of pathology. The leadership of 
the PICU has a duty to help train fellows in the administra-
tive, management and leadership skills necessary for prac-
tice as an intensivist. One survey revealed that the majority 
of intensivists learn such skills via role-modeling rather than 
formal training. These respondents felt least prepared to 
manage confl ict and stress, a mandatory skill for senior 
intensive care clinicians [ 49 ]. The PICU also plays an impor-
tant role in multidisciplinary education including training for 
nurses, respiratory therapists and local EMS providers. PICU 
staff may also participate in educational programs for the 
general public [ 1 ].   

    Conclusion 

 The PICU is a well-established entity within the fi eld of 
pediatrics that encompasses multiple disciplines. As pedi-
atric critical care increases in complexity, the administra-
tion of the ICU must adapt to ensure the highest quality of 
care of critically ill children and their families. Further 
research should focus on continued development of the 
multidisciplinary team approach, refi nement of quality 
improvement and safety measures and the continued edu-
cation of all levels of intensive care staff.     
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       Role of the Pediatric Critical Care Nurse 

 The increasing complexity of pediatric critical care has 
required a corresponding evolution in the sophistication of 
pediatric critical care nursing (PCCN). The role of the 
nurse in this setting is multi-faceted [ 1 ]. First, the nurse 
serves as a form of “total systems monitor”—continually 
examining all the physiologic monitors and treatment 
devices, along with the child’s body. This requires the 
acquisition of “peripheral vision”. A skillful nurse learns 
to adjust settings on critical care equipment so it can serve 
as an extension of his/her own sensory system. The nurse 
has to perform routine “maintenance” activities (e.g., med-
ication preparation, blood procurement, etc.) while remain-
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ing attentive to the child’s physiologic status—continually 
 tuned in  to the immediate recognition of any disruption in 
the child’s condition. Second, in the event of any irregular-
ity, the nurse must instantly judge the signifi cance of the 
event and initiate an appropriate response. Such irregulari-
ties are frequently attributable to equipment artifacts or to 
“normal” patient functions such as movement or coughing 
that may trigger a variety of electronic alarms. The nurse 
has to immediately determine the importance of such 
events by “scanning” the child’s body and surrounding 
equipment and discerning whether this implies a potential 
threat to the patient or not. If a signifi cant problem is 
detected, then the nurse has to implement the required 
intervention (e.g., manual ventilation, airway suctioning). 
In cases of uncertainty or serious problems, the nurse will 
need to notify the physician. However, this notifi cation 
needs to be done with discretion given the competing 
demands on the physician’s time. Third, the nurse has a 
primary responsibility for ensuring patient safety [ 1 – 4 ], 
although this is not exclusively a nursing responsibility. 
He/she needs to prevent adverse events through the use of 
appropriate security measures (e.g., bedside rails, 
restraints, medication preparation procedures, infusion 
pump settings). Fourth, the nurse is also responsible for 
maintaining a bedside environment that fosters the psy-
chosocial adaptation of the child and family [ 5 ]. He/she 
has to be attentive to the patient’s psychological condition 
by addressing expressed needs while continually anticipat-
ing additional needs, inferred from a strong understanding 
of children’s coping with critical illness. This involves the 
use of basic comforting skills, play therapies (in collabora-
tion with child life specialists), as well as selected psycho-
therapeutic interventions (e.g., empathic listening, 
cognitive reframing), in collaboration with members of the 
mental health disciplines. He/she is also required to attend 
to the needs of the child’s family, recognizing the extraor-
dinary distress that can result from the illness and the ben-
efi t that the child will derive from the family’s successful 
adaptation to the situation. Fifth, the nurse also functions 
as an “integrator” of patient information. The nurse is in 
continual contact with a vast body of bedside and labora-
tory patient information. Consequently, the nursing record 
serves as an integrated record of patient data that provides 
(a) a vital reference source for other health care profes-
sionals, (b) a log for subsequent shifts that need to com-
pare data against prior events, and (c) a permanent record 
for retrospective reviews (e.g., morbidity and mortality 
analyses or quality improvement audits). The nurse also 
serves as a “live” patient data source. Given the rapid pace 
with which events unfold in the pediatric intensive care 
unit (PICU), the nurse is required to keep abreast of all that 
is going on with his/her assigned patient, to help ensure 
integrated coordinated patient care. 

 Turning to a  pilot in a cockpit  metaphor, PCCN typically 
involves highly routine surveillance functions, vigilantly 
attending to a multitude of cues to ensure an early recogni-
tion of  turbulence  or  system failure . Such events must be 
immediately recognized and corrective interventions should 
be expediently and effectively implemented while ensuring 
the comfort and safety of the  passengers . PCCN practiced in 
this manner will help ensure optimal outcomes in terms of 
patient survival and morbidity, as well as child and family 
adaptation to the stresses of the experience. This requires an 
education, administration, and innovation and research infra-
structure that will foster and support expert nursing practice. 
The remainder of this chapter discusses these infrastructural 
elements.  

   Education 

   Orientation of New Staff 

 Typically, entry-level nursing education programs provide 
some basic exposure to general pediatric nursing, but little 
direct experience in critical care (neither adult nor pediat-
ric) is offered. Academic programs in critical care nursing 
or PCCN are generally restricted to graduate advanced 
practice programs for clinical nurse specialists or nurse 
practitioners. Newly hired PICU nurses typically have little 
or no prior PCCN training. Such training is usually acquired 
“on the job”. Given the critical condition of the PICU 
patient population and the need to provide no margin for 
“learning curve” errors, employers need to develop closely 
supervised education programs that expediently enable the 
new PICU nurse to acquire baseline knowledge and skills 
to manage less critical patients initially. Ultimately there is 
a gradual advancement in the complexity of assigned 
patients as expertise evolves. 

 New recruits, who usually have no prior PICU experi-
ence, arrive with (a) related experience such as neonatal 
critical care, (b) general pediatric experience, (c) adult 
critical care experience, (d) neither pediatric nor adult crit-
ical care experience (e.g., general adult medicine), or (e) 
no experience at all (i.e., a new graduate). Although the 
direct hiring of the latter candidates is a hotly contested 
point, they can successfully adapt to a PICU setting, given 
adequate educational, mentoring, and administrative sup-
port [ 6 ,  7 ]. In light of these commonly diverse back-
grounds, every PICU needs to maintain an orientation 
program for new staff that can be readily tailored to the 
variable needs of new staff [ 8 ]. An orientation program 
should consist of (a) 1–2 weeks of introductory reviews 
and (b) a 3- to 4-week clinical preceptorship directly 
supervised by a senior PICU nurse (4–8 weeks for a new 
graduate). The introductory reviews should include (a) 
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assigned readings, drawing selected chapters from seminal 
PCCN textbooks and recent journal publications [ 9 – 11 ]; 
(b) lectures that review basic critical care theory (e.g., 
evaluation of vital functions, hemodynamic evaluation, 
blood gas interpretation, neurologic evaluation, critical 
care pharmacology); (c) demonstration and practice of 
common procedures (e.g., airway suctioning, manual ven-
tilation, blood procurement from arterial catheter); (d) dis-
cussion of the role of the PICU nurse; (e) overview of 
pertinent psychosocial issues; (f) introduction to key mem-
bers of the PICU team; and (g) review of key PICU poli-
cies and procedures and other textual resources available 
to nurses. Such reviews can be conducted with a cohort 
group of new recruits [ 6 ,  7 ].  

   Clinical Preceptorship 

 The clinical preceptorship should enable new staff to directly 
care for PICU patients with direct supervision [ 6 – 8 ]. This 
implies a co-assignment with a senior nurse that serves as a 
clinical preceptor. Ideally, the new nurse will work with one 
sole preceptor throughout the preceptorship, to ensure peda-
gogical continuity. The preceptor–preceptee dyad should be 
initially counted as one sole nurse, in terms of workload 
assignment, to ensure that the preceptor can provide the 
required level of support and supervision. Patient acuity and 
the level of preceptee autonomy should be gradually 
increased at a pace where the learner is capable of safely car-
ing for a stable patient without continuous and direct super-
vision by the fi nal two to three assigned shifts of the 
preceptorship. 

 Sometimes, the learner’s background and capabilities 
enable a rapid progression, whereas for others this process 
may need to be slowed to a point where the preceptorship 
needs to be extended. In these latter cases, performance 
limitations need to be explicitly stated for the learner and 
an additional training plan developed. The preceptorship is 
formally completed when the learner has fulfi lled all of the 
required skill and knowledge objectives or, on occasion, if 
it is judged that the learner will not be able to continue his/
her employment in the PICU. Candidates successfully 
completing their preceptorship may benefi t from a subse-
quent (formal or informal) mentorship wherein they can 
derive ongoing clinical and professional guidance from 
either their original preceptors or other suitable senior staff. 
Such mentorships may be organized as a group program, 
which can foster learning and bonds among new nurses [ 7 , 
 8 ,  12 ,  13 ]. 

 Clinical preceptors supporting such a preceptorship pro-
gram should be provided with the educational and adminis-
trative support that is necessary to fulfi ll this critical role. In 
addition to advanced expertise in PCCN, preceptorship also 

requires a body of knowledge and skills that are not readily 
acquired through clinical care. This includes an understand-
ing of (a) adult learning principles, (b) bedside instructional 
techniques, (c) clinical performance appraisal, and (d) 
dynamics of the preceptee–preceptor relationship. This can 
be acquired through a combination of classroom activities 
and direct coaching from an experienced nursing educator. 
Preceptors require administrative support wherein they can 
readily negotiate preceptee patient assignments ( workload  as 
well as  type  of patient) according to the preceptee’s learning 
needs, discuss any performance problems that arise, and 
review general issues that may help improve the unit’s pre-
ceptorship program.  

   Senior Staff Development 

 This discussion has focused exclusively on the learning 
needs of newly hired staff. However, orientation and pre-
ceptorship programs provide a basic level of PCCN prepa-
ration. Additional educational programs are therefore 
required to ensure the ongoing development of PICU nurs-
ing staff [ 1 ,  8 ]. Most importantly, nurses need ready access 
to advanced experts in PCCN (e.g., exemplary senior 
nurses, clinical nurse specialists, and nurse practitioners) as 
well as pediatric critical care physicians and other experts 
(e.g., respiratory therapists) who can provide bedside 
coaching for the management of emerging issues in every-
day practice. Structured classroom-type and simulation 
programs should also be developed. These can be topic spe-
cifi c, such as: (a) Pediatric Advanced Life Support course; 
(b) an intermediate level workshop examining selected 
PCCN functions (e.g., stabilization of a postoperative car-
diac surgery patient, continuous renal-replacement ther-
apy); (c) review session on analgesia and sedation; or (d) 
trauma management workshop. 

 Advanced senior staff development programs are also 
required. For example, the Montreal Children’s Hospital 
PICU has a 10-day PCCN course for senior nursing staff 
(which has been running for over 25 years) that provides an 
advanced review of critical care topics. This includes a thor-
ough review of recent practices, ongoing debates, and 
emerging trends through lectures, case reviews, assigned 
readings, homework exercises, and student presentations 
(Table  5.1 ). Such programs help prepare senior staff to man-
age the most complex PICU patients while serving as clini-
cal leaders and mentors for junior staff. Some universities 
offer postgraduate programs in pediatric critical care. These 
include courses that aim to advance the nurse’s repertoire of 
knowledge, skills, attitudes and professional values. It may 
also prepare them for formal credentialing exams such as 
the Canadian Nurses Association certifi cation in pediatric 
critical care [ 14 ].
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       Administration 

   Structure 

 The PICU nursing manager needs to understand the complex-
ity of the nursing service required in a PICU [ 15 ]. The manager 
commonly determines (a) the number of staff required for a 
given mix of patients, (b) support services available to nurses, 
(c) access to educational programs and resources, and (d) the 
number and type of new staff targeted for recruitment. Thus, 
the manager can profoundly enable or disable the functioning 
of a PICU nursing team. Such a manager should ideally have a 
strong background in PCCN as well as nursing management. 
The PICU should be co- managed by the medical director and 
nursing manager, each holding primary responsibility for his/
her respective discipline while jointly managing areas of com-
mon concern (e.g., quality improvement). This structure facili-
tates reciprocal problem solving and support, which have been 
associated with improved patient outcomes [ 16 ,  17 ]. The inclu-
sion of other professionals, such as child life specialist, physio-
therapist, social worker, in regular meetings will help the 
nursing and medical managers to establish care priorities in 
light of the critically ill child’s many needs.  

   Staffi ng 

 The most prominent administrative problem raised in PCCN 
relates to nursing staffi ng levels. What nurse/patient ratios are 

required to provide necessary care? This problem is related to 
increasing concerns about cost containment and nursing 
shortages in the face of rising demands for PICU services 
[ 17 ]. Nurse/patient ratios have obvious implications for nurs-
ing staff satisfaction and morale but have also been linked to 
patient outcomes. Evidence emerging out of other settings 
indicates that low nursing staffi ng levels are directly related to 
increased patient morbidity [ 2 – 4 ,  15 – 19 ]. This problem has 
been scarcely examined within the PICU setting, although 
one study reported that patients are more likely to experience 
unplanned extubations if they are assigned to a nurse caring 
for two patients rather than one [ 18 ]. 

 The American Academy of Pediatrics Section on Critical 
Care and the American Academy of Pediatrics Committee 
on Hospital Care have jointly published  Guidelines and lev-
els of care for pediatric intensive care units  [ 20 ]. This article 
indicates that nurse/patient ratios should vary according to 
patient needs, ranging from 2:1 (2 nurses per patient) to 1:3 
(1 nurse per 3 patients). However, no further detail is pro-
vided on how specifi c staffi ng determinations should be 
made. Likewise no international guidelines propose widely 
accepted PICU nursing staffi ng standards, and a correspond-
ing diversity of viewpoints on how this problem ought to be 
managed exist [ 21 ,  22 ]. The British Association of Critical 
Care Nurses has recently published staffi ng guidelines. They 
emphasize that patient safety depends on patient access to 
qualifi ed registered nurses supported by an administrative 
structure that allows nurses to focus on patient care. Auxiliary 
workers can play a key role in assisting nurses but the nurse 
remains responsible for patient care [ 23 ]. Findings from a 
study by the Canadian Health Services Research Foundation 
support these fi ndings [ 24 ]. 

 Ball has examined the utility of nursing workload mea-
sures as a means for addressing this problem in critical care 
in general [ 25 ]. She questions the validity of such tools for 
these purposes, arguing that nursing staffi ng requirements 
should be based on patient needs and on the nursing care that 
would meaningfully address these needs rather than a count 
of tasks performed. Furthermore, no accepted tool exists for 
the measurement of PCCN workload. Although validated 
PICU acuity measures are available, these do not directly 
correlate with nursing workload. It appears that the best 
available means for determining workload is the judgment of 
nursing managers. This further justifi es the necessity that 
such managers possess a strong grasp of PCCN.   

   Innovation and Research 

 Although PICU nurses share numerous concerns and inter-
ests with physicians and other critical care practitioners, a 
number of topics have gained particular importance in 
PCCN. These relate to problems that more immediately con-

   Table 5.1    Senior staff development course for pediatric intensive care 
unit nursing: principal topics   

 Mechanics of ventilation 
 Control of breathing 
 Gas exchange and transport 
 Myocardial mechanics 
 Cardiac electrophysiology 
 Hemodynamic physiology 
 Critical care pharmacology 
 Fluids, electrolytes, and nutrition 
 Cerebral injury 
 Seizures 
 Sepsis 
 Immune function 
 Coagulopathies 
 Shock 
 Trauma 
 Hepatic dysfunction 
 Renal dysfunction 
 Analgesia and sedation 
 Extracorporeal membrane oxygenation and ventricular assist devices 
 Ethics 
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cern nurses, although not exclusively. In fact, the PCCN lit-
erature has taken the lead in examining topics that are highly 
relevant to other critical care practitioners as well. 

 The PCCN literature examines physiologic, psychosocial, 
and ethical problems, as well as the educational and admin-
istrative issues discussed earlier. This literature is accessible 
through excellent PCCN textbooks [ 9 ,  10 ] and a number of 
highly respected critical care nursing journals (as well as 
non-nursing journals).  Pediatric Intensive Care Nursing  is an 
international journal exclusively devoted to PCCN. PICU 
nurses needing to consult colleagues about specifi c clinical 
problems can do so through the international PCCN Internet 
discussion group  PICU-Nurse-International  (  http://health.
groups.yahoo.com/group/PICU-Nurse-International/    ). 

 Nursing research on pain management and withdrawal 
reactions has complemented medical research. As nurses 
commonly assess when to administer analgesics to children 
who are intubated and cannot communicate, nursing research 
has examined the effectiveness of various pain assessment 
tools [ 26 – 31 ]. Nurses have also advanced knowledge on opi-
oid/benzodiazepine withdrawal reactions, a frequent iatro-
genic complication of PICU care [ 32 – 34 ]. Other topics 
reviewed in this literature include prone positioning [ 35 ], 
pressure ulcers [ 36 ], airway suctioning practices [ 37 ], envi-
ronmental noise [ 38 ], and PICU ethical dilemmas [ 39 ]. 

 Pediatric critical care nursing researchers have demon-
strated a particular interest in psychosocial problems. This 
research has examined parental needs and stressors [ 40 ,  41 ], 
sibling experiences [ 41 ], the experience of the critically ill 
child [ 42 ], the experience of the entire family as a whole [ 41 , 
 43 ], and family presence during resuscitation [ 44 ,  45 ]. A 
major fi nding of this psychosocial research is that  families 
are not visitors  [ 5 ,  41 ]. Family members are attempting to 
fulfi ll their respective family functions in the PICU (e.g., 
parenting); they are not visiting. The extent to which the 
experiences of individual family members can be favorably 
supported, these members will derive benefi ts that can also 
benefi t the critically ill child. Family presence and participa-
tion in the patient’s care can foster the well-being of both the 
patient and the family. Therefore, the PICU should ensure 
that families have access to essential physical comforts, as 
well as supportive psychosocial services. In light of the long- 
term psychological consequences that critical illness may 
entail for the child and family, these families could also ben-
efi t from integrated long-term follow-up services. Finally, 
the PICU setting is one of the primary sites of child deaths in 
pediatrics. The PICU staff should thus be sensitive to caring 
for the special needs of dying children and their families [ 46 , 
 47 ]. 

 Nursing-led research on PICU ethical concerns has high-
lighted that PICU staff struggle with  moral distress ; this is a 
malaise that results when situational constraints prevent cli-
nicians from doing what they believe is the right thing to do 

[ 48 ]. Other ethics research has examined PICU decision- 
making, parental roles, communication [ 49 ], as well as con-
cerns relating to the long-term care of PICU “survivors” with 
complex continuing care needs [ 50 ].  

   Conclusion 

 Pediatric critical care nursing is a major component of 
excellent pediatric critical care. The provision of this spe-
cialized nursing requires signifi cant educational and 
administrative support while continually drawing on 
ongoing PCCN clinical innovations and research to adapt 
nursing care to new understandings of the needs of criti-
cally ill children and their families. The strength of a 
PICU’s service is inescapably tied to the quality and rigor 
of care that the nursing team can provide, in collaboration 
with the entire pediatric critical care team.     
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    Abstract 

 Today’s health care environment is focused on providing both high quality and error-free 
care. Transparency is becoming an expectation, with many outcomes reported publically. 
Scoring systems are an objective measure which can be used to assess quality of care, assist 
with the evaluation and modifi cation of complex systems of care, improve patient outcomes 
and predict morbidity and mortality. Their role has become secure in critical care because 
physician’s judgments are too subjective for quality assessment in large samples. 

 The development of scoring systems began as external infl uences in the 1960s favored 
the assessment of outcome. Concerns about the quality of medical care escalated following 
the Institute of Medicine Report in 1999 which ultimately led to the Patient Safety and 
Quality Improvement Act of 2005. A successful scoring system must include a model with 
carefully defi ned predictor variables and outcome. The model must be reliable and the scor-
ing system requires both internal and external validation. 

 Scoring systems were developed to predict mortality in adults (APACHE: Acute 
Physiology and Chronic Health Evaluations Score) and children (PRISM: Pediatric Risk of 
Mortality Score). They have also been used to predict morbidity and functional outcome. 
Scoring systems that apply to specifi c patient populations such as trauma and congenital 
heart disease have been developed. 

 Clinical scoring systems provide a standardized method for intensive care benchmarking 
and have increased in number and utility over the past 30 years. They are progressively 
more applicable to clinicians and health services researchers and in the future may be per-
tinent to individual patients. It is in the intensivist’s best interest to understand scoring 
systems, their applications and implications.  
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        Introduction 

 Today’s health care environment is focused on providing 
both high quality and error-free care. Transparency is becom-
ing an expectation, with many outcomes reported publically. 
Comparative data bases with case-mix adjusted outcomes are 
available to many children’s hospitals. High-profi le programs 
such as pediatric cardiovascular surgery and pediatric critical 
care have access to national and international  benchmarks 

mailto:sbuttram@phoenixchildrens.com
mailto:pbakerm@phoenixchildrens.com
mailto:mpollack@phoenixchildrens.com


48

for outcomes. Parallel to the movement focusing on quality, 
there has been a national effort to reduce errors, especially 
those falling into the category of “never events”. This move-
ment was sparked by the Institute of Medicine’s (IOM) 1999 
report highlighting the need to reduce medical errors with 
subsequent recommendations in 2001 to improve quality and 
promote evidence-based practice [ 1 ,  2 ]. 

 A common adage is “you can’t improve what you can’t 
measure”. Scoring systems are usually an objective measure 
which can assess quality of care, assist with the evaluation 
and modifi cation of complex systems of care, improve patient 
outcomes, and predict morbidity and mortality. Their role has 
become secure in critical care because physician’s judgments 
are too subjective to be used for quality assessment in large 
samples, as well as the fact that there is a need for severity of 
illness assessments in clinical studies. Physician prognosti-
cation may be inaccurate for a number of reasons [ 3 – 11 ]. 
First, there are differences in a physician’s ability to predict 
outcome based on the stage of the practitioner’s career. 
Second, there is a tendency to overly weigh recent experi-
ence, particularly when experience with a specifi c condition 
is limited. Third, physicians may be unable to continuously 
account for all relevant clinical components that are impor-
tant in predicting outcome. Finally, literature supporting evi-
dence-based medicine is ever expanding and may exceed 
many clinicians’ ability to remain current [ 12 – 19 ].  

    History 

 External infl uences have played a signifi cant role in stimulat-
ing an environment that favors the assessment of outcome 
and the development of scoring systems designed to accom-
plish case-mix adjustment. In the 1960s, the US federal gov-
ernment focused its attention on social issues, including the 
healthcare safety net. Medicare and Medicaid programs were 
developed as fee for service plans, with access to healthcare 
services regardless of the ability to pay. Universal access to 
care and the concept of patient entitlement changed the per-
ception of healthcare from a privilege to a right. Medical 
advances in areas such as dialysis and mechanical ventilation 
led to increasingly “high-tech care” and advanced the emerg-
ing specialty of critical care medicine. The result of these 
changes was increased utilization and cost. As healthcare 
costs exploded, there was increased focus on appropriate uti-
lization of resources, the quality of these services, and the 
relationship between cost and quality (e.g. the value equa-
tion). These concerns also stimulated the need for objective 
scoring systems. 

 Concerns about the quality of medical care have escalated 
over the last 20 years. In the 1990s, the New England Journal 
of Medicine published a series of articles highlighting medi-
cal errors [ 20 ,  21 ]. Public interest in quality became more 

visible following the Institute of Medicine Report in 1999 
[ 1 ]. This and subsequent reports ultimately led to the Patient 
Safety and Quality Improvement Act of 2005, which led to 
the establishment of a system of patient safety organizations 
and a national patient safety database. 

 Intensive Care Units (ICUs) were early leaders in devel-
oping methods of quality assessment using accurate and reli-
able adjustments for case-mix differences. Prognostication 
in the ICU is essential to the debates about quality and cost. 
It is essential that the technologically advanced care pro-
vided in ICUs results in a meaningful outcome to patients 
and families. Mortality, morbidity and functional outcome 
prediction are central to these discussions. Thus, prognostic 
methods are a logical focus for intensive care physicians. 

 Early scoring systems such as the Glasgow Coma Scale 
and the APGAR score were developed to assess outcome in 
select populations. In the 1970s and 1980s, subsequent scor-
ing systems were developed to appraise global ICU care and 
outcomes which allowed for evaluation of quantity of care, 
quality of care, and cost. The physiology-based scoring sys-
tems enabled case-mix adjustments and comparisons. 
Importantly, these developments led to the conclusion that 
there were differences in the practice patterns and quality 
among ICUs [ 22 ]. 

 Physiology-based scoring systems were initially built on 
the concept that there is a direct relationship between mortal-
ity and the number of failing organ systems. Organ system 
failure results from physiologic derangements that were mod-
eled to produce relatively accurate mortality risk estimates. 
Mortality prediction scores included the Acute Physiology 
and Chronic Health Evaluations Score (APACHE) and the 
Pediatric Risk of Mortality Score (PRISM). These early 
scoring systems have been modifi ed and adapted, while oth-
ers have been developed that evaluate morbidity or apply to 
select patient populations.  

    Use of Scoring Systems 

 Physicians and hospitals use internal and external bench-
marking to assess quality of care. Benchmarking establishes 
an external standard reference to which performance levels 
can be compared and may be used to defi ne “best practice”. 
Internal benchmarking allows an organization to compare 
performance within itself while external benchmarking com-
pares performance between hospitals or services such as 
ICUs. Scoring systems may also be incorporated into clinical 
pathways to remove subjective assessments and incorporate 
evidence based medicine. These pathways are developed to 
improve care quality, decrease variability between individual 
providers and improve the effi ciency through which care is 
delivered. The ultimate goal is to deliver high quality care in 
the most cost effective manner. 
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 Clinical trials often include scoring systems. Scoring sys-
tems can be used to control for case-mix index, control for 
severity of illness between treatment groups or aid in risk 
stratifi cation of enrolled subjects. They can also be used to 
compare expected to observed outcomes. Mortality predic-
tion scores such as APACHE and PRISM have commonly 
been used in this manner. 

 While it may seem attractive to apply probabilities to 
direct patient care, this practice is potentially problematic. 
Risk assessment is less reliable when applied to an individ-
ual patient. In particular, the real range (i.e. the 95 % confi -
dence interval) of the computed estimate is often much larger 
than the user appreciates. This is especially relevant when 
the computed mortality risk is very high, but the confi dence 
interval is very wide (i.e. imprecise). Perhaps most impor-
tantly, the prognostic performance of physicians is approxi-
mately equivalent to the performance of scoring systems for 
individual patients [ 7 ,  8 ,  23 ]. At this time, scoring systems 
are primarily intended to provide objective assessment of 
quality of care, to assess the effects of interventions provided 
by a healthcare system [ 19 ], and for use in severity of illness 
assessment for individual trials but should not be applied to 
individual patients.  

    Elements of a Scoring System 

 The important elements of a successful scoring system 
include outcome, predictor variables, and model. The out-
come should be objective, clearly defi ned and relevant. 
Historically, mortality has been the primary outcome mea-
sure for ICU prognostication, with more recent interest in 
morbidity and functional outcomes. 

 Predictor (independent) variables should also be objec-
tive, clearly defi ned, reliably measured, mutually exclusive, 
applicable across institutions, and as free from lead-time 
bias as possible. To minimize bias associated with model 
development, these variables should be defi ned and col-
lected a priori. Data elements may include diagnoses, physi-
ologic status, physiologic reserve, response to therapy and 
intensity of interventions [ 24 ]. These elements must be logi-
cal for the intended use of the scoring system. For example, 
a recent effort to use Pediatric Index of Mortality (PIM2) for 
cardiovascular ICU patients led to poor predictor perfor-
mance [ 25 ]. This was not surprising given, the paucity of 
acute physiological variables and cardiac diagnoses included 
in the score. 

 Model development is the next element in scoring system 
design. Typically, individual predictor variables are tested 
with a univariate analysis for statistical association to the 
outcome. The variables that are “loosely associated” with 
outcome (e.g. p < 0.30) from the univariate analysis are then 
combined in a multivariate analysis. The type of multivariate 

analysis is outcome specifi c. Logistic regression is used for 
dichotomous outcomes such as survival/death. Linear regres-
sion is used for continuous variables such as length of stay. 
Multivariate linear or quadratic discriminate function analy-
sis is most often used for categorical outcomes such as diag-
noses [ 26 ,  27 ]. For each independent variable included in the 
model, a general guideline suggests that there should be at 
least ten outcome events (e.g. deaths) in the analysis.  

    Reliability 

 Reliability of the data elements and the model are vital to a 
successful scoring system. Clearly defi ned data elements, 
precise timing of data collection and standardized training 
for data collectors all contribute to high quality data acquisi-
tion. Reliability of the score can be measured within ( intra- 
rater  ) or between ( inter-rater ) observers [ 24 ,  27 ]. The kappa 
(κ) statistic can be used to measure the level of agreement 
with 0 representing chance and 1 representing perfect agree-
ment. The type of data determines the most appropriate reli-
ability measurement. Dichotomous data uses the κ statistic, 
ordinal data uses the weighted κ statistic, and interval data 
uses the intraclass correlation coeffi cient [ 27 ].  

    Validity 

 Validation of a scoring system is the fi nal test to determine 
whether the score measures what it was designed to mea-
sure. A scoring system is often fi rst validated internally. 
Internal validation can be accomplished by using sub-
sets of the population from which the score was derived. 
Three common techniques for internal validation include: 
data-splitting, cross-validation and bootstrapping [ 27 ,  28 ]. 
Data-splitting involves randomly dividing the sample into a 
training set and a validation set, with the training set used 
for initial model development. Cross-validation generates 
multiple training and validation sets through repeated data-
splitting. Bootstrapping tests the model’s performance on a 
large number of randomly drawn samples from the original 
population. If a score has good internal validity then it can be 
externally validated. External validation requires application 
of the scoring system to a patient population separate from 
the initial study. 

  Discrimination  and  calibration  are two common statisti-
cal methods that are used to assess the model performance 
[ 24 ]. Discrimination is the ability of a model to distinguish 
between outcome groups ,  assessed by the area under the 
receiver operating characteristic curve. As the area under the 
curve (AUC) approaches one, the discrimination of the scor-
ing system approaches perfection. The AUC of chance per-
formance is 0.5 and for perfect performance is 1.0. 
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Calibration measures the correlation between the predicted 
outcomes and actual outcome over the entire range of risk 
prediction. The most accepted method for assessing calibra-
tion is the goodness-of-fi t statistic proposed by Lemeshow 
and Hosmer [ 29 ].  

    Types of Scoring Systems 

 Scoring systems allow objective quantifi cation of complex 
clinical states. They can be categorized by the type of predic-
tor variables used to predict outcome. Examples include 
intervention specifi c, physiology specifi c, disease or condi-
tion specifi c and functional outcome scoring systems. 

    Intervention Specifi c Scoring Systems 

 Conceptually, more therapies are provided to sicker patients. 
The number of interventions that patients receive during 
their hospitalization can be associated with severity of ill-
ness. The Therapeutic Intervention Scoring System (TISS) 
[ 30 ] is an example of this type of scoring system and has 
been applied to pediatric patients [ 31 ]. The initial TISS score 
included 76 different therapeutic and monitoring interven-
tions scored on a scale of 1–4 based on complexity and inva-
siveness. Interventions increase with severity of illness, 
thereby increasing the TISS score which predicts the risk of 
mortality. However, individual and institutional practice 
regarding use of interventions may vary which will affect the 
TISS score independent of the patient’s physiology.  

    Physiology Specifi c Scoring Systems 

    Adult Mortality Scores 
 The most common adult ICU mortality scores are the 
APACHE, Mortality Probability Model (MPM), and 
Simplifi ed Acute Physiology Score (SAPS). APACHE IV 
uses the worst physiologic values from the fi rst 24 h of ICU 
admission. Weighted variables including age, physiologic 
data and chronic co-morbid conditions combined with 
major disease categories are used to predict hospital mortal-
ity [ 32 ]. The MPM III collects information at time of ICU 
admission (MPM 0 ). Age, physiologic data and acute and 
chronic diagnoses are included in the MPM III. The MPM 
III adds a “zero factor” term for elective surgical patients 
that have no risk factors identifi ed by the MPM variables to 
accommodate for the low mortality risk in this patient popu-
lation [ 33 ]. SAPS 3 is similar to MPM III collecting data at 
time of ICU admission to predict the probability of hospi-
tal mortality. SAPS 3 includes variables relating to patient 
characteristics before ICU admission and the circumstances 

of ICU admission in addition to age and physiologic data 
[ 34 ]. Table  6.1  summarizes model characteristics for each 
of these adult mortality scoring systems.

       Pediatric Mortality Scores 
 The two most common pediatric ICU mortality scores are 
the PRISM and the PIM. Pediatric scoring systems are simi-
lar to their adult counterparts in many respects. The most 
recent version, PRISM III, was developed from over 11,000 
patients in 32 centers in the United States [ 35 ]. It consists of 
17 physiologic variables collected within the fi rst 12 h 
(PRISM III-12) or fi rst 24 h (PRISM III-24) of ICU admis-
sion (Table  6.1 ). The most abnormal values at 12 and 24 h 
are recorded and used to predict the risk of mortality. PRISM 
has been externally validated [ 36 ] and is the fi rst pediatric 
scoring system to be protected by site licenses. 

 The PIM2 was developed from over 20,000 patients in 14 
centers in Australia, New Zealand and Great Britain 
(Table  6.1 ) [ 37 ]. Ten variables are collected within the period 
of time from initial ICU team patient contact, regardless of 
location, up to 1 h after ICU admission. Conceptually, data is 
collected early in treatment to more accurately refl ect the 
patient’s physiologic state rather than the quality of ICU 
treatment rendered. While lead time bias theoretically 
applies to all scoring systems, there is no evidence that data 
collected during the fi rst 12 or 24 h of ICU admission 
adversely affects the validity of a model.  

    Pediatric Morbidity Scores 
 Morbidity occurs more commonly than mortality and offers 
an alternative method for assessment of quality of care. The 
Pediatric Multiple Organ Dysfunction Score (PEMOD) 
and Pediatric Logistic Organ Dysfunction (PELOD) were 
modifi ed from previously developed adult scores [ 38 – 40 ] to 
describe complications and morbidity in pediatric ICU patients 
[ 41 ]. These scoring systems quantify organ system dysfunc-
tion based on objective criteria of severity. However, these 
scores were developed (PEMOD and PELOD) and validated 
(PELOD only) on relatively small patient populations [ 42 ].   

    Disease or Condition Specifi c Scoring Systems 

    Trauma 
 The most widely used and validated trauma scoring system 
is the Revised Trauma Score (RTS) [ 43 ]. Components of the 
RTS include Glasgow Coma Scale, systolic blood pressure 
and respiratory rate. The RTS was initially designed for use 
by prehospital care personnel to identify adult trauma 
patients that would benefi t from care at a designated trauma 
center. Subsequently, it has been used to predict mortality 
from blunt and penetrating injuries and has been validated 
for use in pediatric trauma patients [ 44 – 46 ]. 
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 The Abbreviated Injury Scale (AIS) was originally 
developed to quantify injuries sustained in motor vehicle 
accidents [ 47 ]. The Injury Severity Score (ISS) was 
adapted from the AIS [ 48 ]. The ISS categorizes injuries 
to six regions of the body and rates the injury severity on 
a scale of 1–5 (1=minor, 5=critical/survival uncertain). 
The Trauma Score and Injury Severity Score (TRISS) 
method combines the RTS and ISS to create a mortality 
prediction score [ 49 ]. TRISS is commonly used for 
trauma benchmarking and can be applied to the pediatric 
population [ 44 ,  45 ,  50 ].  

   Congenital Heart Disease 
 Congenital heart disease (CHD) patients are a classic 
example of a population that requires coordination of mul-
tiple services and care systems to achieve a good outcome. 
Scoring systems for congenital heart disease are based on 
the diagnosis rather than patient specifi c physiologic vari-
ables. There are three scoring systems that have been 
developed to assess outcome of these patients. The earliest 
were the Risk Assessment in Congenital Heart Surgery 
(RACHS-1) and the Aristotle Basic Complexity (ABC) 
scores. Both were developed by consensus of experts. In 
contrast, the most recently developed score, the Society of 
Thoracic Surgery and the European Association for 
Cardiothoracic Surgery (STS-EACTS) Congenital Heart 
Surgery mortality score was empirically derived by retro-
spective analysis of outcomes from the procedure list 
defi ned by the ABC score. 

 RACHS-1 was the fi rst pediatric congenital heart surgery 
scoring system developed [ 51 ]. This scoring system was 
developed by an 11 member panel of pediatric  cardiologists 

and cardiovascular surgeons. Data was initially analyzed 
from over 9,000 patients in the Pediatric Cardiac Care 
Consortium [ 52 ] and hospital discharge data. This score was 
subsequently refi ned utilizing multi-institutional databases 
[ 53 ]. Similarly, the ABC score utilized the expert opinions of 
50 internationally based congenital heart surgeons to evalu-
ate 145 surgical procedures based on potential mortality, 
morbidity and technical diffi culty [ 54 ]. The ABC score was 
subsequently validated using more than 35,000 cases from 
the STS-EACTS database [ 55 ]. 

 The STS-EACTS score was developed to measure 
mortality associated with CHD based on analysis of more 
than 77,000 cases in the STS-EACTS database between 
2002 and 2007 [ 56 ]. In total, 148 procedures were classi-
fied in mortality risk categories from 1 to 5 (1=low mor-
tality risk, 5=high mortality risk). The score was 
externally validated in 27,700 operations, and showed a 
higher degree of discrimination for predicting mortality 
than the RACHS-1 or ABC score [ 56 ]. As with previous 
scores, a major limitation is that the STS- EACTS 
score does not allow adjustment for patient-specific risk 
factors.  

   Other 
 There are many scoring systems for specifi c conditions that 
are potentially relevant to the management of ICU patients. 
Some examples include scoring systems for croup [ 57 ], 
asthma [ 58 ], bronchiolitis [ 59 ] and meningococcemia 
[ 60 ,  61 ]. These scores have been used for triage decision 
making and severity of illness measurement. However, the 
ability to validate these models is limited by small patient 
populations.   

     Table 6.1    Adult and pediatric physiology specifi c mortality score model design   

 Adult  Pediatric 

 APACHE IV  MPM III  SAPS 3  PRISM III  PIM2 

 Outcome measure  Mortality  Mortality  Mortality  Mortality  Mortality 
 Developed/revised (year)  1980/2006  1985/2007  1984/2005  1988/1996  1997/2003 
 Population 
  Development set  110,558  124,885  16,784  11,165  20,787 
  Internal validation set  40 %  40 %  20 %  10 %  7 centers 
  # ICU/# Hospitals  104/45  135/98  307/NA  NA/32  NA/14 
 Time of data collection  First 24 h ICU 

admission 
 ICU admission  ICU admission  12 h and 24 h from ICU admission  ICU admission 

 AUC/goodness of fi t 
(validation set) 

 0.88/p = 0.08  0.823/p = 0.31 
(MPM 0 ) 

 0.848/p = 0.39  0.941/p = 0.4168 (PRISM III-12)  0.9/p = 0.42 
 0.944/p = 0.5504 (PRISM III-24) 

 Comments  Worst physiologic 
value in 1st 24 h 

 Most abnormal values 1st 12 h and 2nd 12 h 
of ICU stay 
 PRISM III-12 -1st 12 h of ICU stay 
 PRISM III-24 – 1st 24 h of ICU stay 

 References  Zimmerman 2006  Higgins 2007  Moreno 2005  Pollack 1996  Slater 2003 

   APACHE  Acute Physiology and Chronic Health Evaluations,  MPM  Mortality Probability Model,  SAPS  Simplifi ed Acute Physiology Score, 
 PRISM  Pediatric Risk of Mortality Score,  PIM  Pediatric Index of Mortality,  NA  not available,  ICU  intensive care unit,  AUC  area under the curve  
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    Functional Outcome Scores 

 Functional outcome scores such as Pediatric Cerebral 
Performance Category (PCPC) and Pediatric Overall 
Performance Category (POPC) are modifi ed from the 
Glasgow Outcome Scale [ 62 ,  63 ]. These scores are used to 
assess short-term changes in cognition (PCPC) and physical 
disabilities (POPC). Their major drawback is the need for the 
observer to project a functional status. While the PCPC has 
been correlated to 1 and 6 month neuropsychological tests 
such as the Bayley and IQ testing, there is a very large dis-
tribution of the neuropsychological tests in PCPC categories. 
The lack of discrimination would necessitate very large sam-
ple sizes if the test were used for long term outcome [ 64 ]. 

 The Functional Status Scale (FSS) was recently devel-
oped to objectively measure functional outcome across the 
entire pediatric age range [ 65 ]. FSS was developed through a 
consensus process of pediatric experts and measures six 
domains of functioning. Domains include mental status, sen-
sory functioning, communication, motor functioning, feed-
ing and respiratory status which are scored from 1 to 5 
(1=normal, 5=very severe dysfunction). The Adaptive 
Behavior Assessment System II (ABAS II) was used to 
establish construct validity and calibration within each func-
tional domain. The FSS showed very good discrimination 
with ABAS II categories.   

    The Future of Scoring Systems 

 The future of scoring systems is likely to be largely infl u-
enced by the changes occurring in the structure and organi-
zation of care. Very large databases will become available to 
health services researchers that will enable more accurate 
and reliable mortality predictions. More reliable outcome 
predictions with general models such as PRISM and with 
disease or condition specifi c models will be used to assess 
and benchmark the quality of care in individual pediatric 
ICUs (PICU). These databases may become large enough to 
build models with suffi cient performance characteristics that 
they have applicability to the individual pediatric critical 
care patient. The interest in transparency may dictate public 
disclosure of this information. 

 More reliable morbidity assessment methods such as the 
FSS will shift the paradigm of critical care outcome mea-
surement from mortality prediction to a more global evalua-
tion of functional outcome and morbidity. This will focus 
quality assessment of PICU therapies on morbidity as well as 
mortality which will further stimulate advances in quality 
research, case-mix adjustment methods, and forecasting out-
comes. PICU admission data combined with quality of care 
data will be used to forecast long-term pediatric disability. 
When the likelihood of new morbidity as well as death 

becomes part of the outcome prediction models, they will 
have much greater applicability and utility to individual 
patients and individual patient decisions.  

    Conclusion 

 Scoring systems in intensive care medicine have increased 
in number and utility over the past 30 years. They are 
increasingly applicable to clinicians and health services 
researchers and in the future may be applicable to individ-
ual patients. Clinical scoring systems provide a standard-
ized method for ICU benchmarking and are required by 
governing health care bodies. Additionally, benchmark-
ing information is used by health care payers in creating 
managed care contracts. Consumer demands for error-free 
medicine, quality improvement and transparency may 
lead to public scoring of hospitals and individual physi-
cians. These forces will continue to increase the need for 
risk adjusted outcomes and institutional benchmarking. 
It is in the intensivist’s best interest to understand scoring 
systems, their applications and implications.     
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Abstract

Rational drug therapy requires the application of pharmacologic principles to maximize 
efficacy while minimizing adverse reactions. In the setting of the Pediatric Intensive Care 
Unit (PICU), drug therapy is predicated on an understanding of the pathophysiology of the 
disease being treated, the pharmacology of the drug(s) selected and the expected effects 
(therapeutic and toxic) of the chosen agents. An understanding of how disease processes, 
genetics and other concurrent treatments affect the pharmacologic properties of drugs is 
also paramount to a rational approach to drug therapy. Two therapeutic strategies, target 
effect and target concentration are commonly employed when administering medications to 
treat specific diseases.

Pharmacokinetics describe the processes of drug absorption, distribution, biotransforma-
tion, and excretion; what the body does to a drug. Pharmacodynamics describe the relation-
ship between a drug’s concentration at its site of action and its effect; what a drug does to 
the body. Pharmacokinetics and Pharmacodynamics may be influenced by developmental 
changes, interactions with other drugs or nutrients, disease states, and genetic influences 
such as polymorphisms.

Drug interactions can be classified as drug-drug, drug- disease, or drug-food interactions. 
The mechanism can be divided into pharmaceutical, pharmacokinetic or pharmacodynamic 
interactions. The most serious drug interactions involve drugs with severe toxicities and a 
narrow therapeutic index.

Medication errors are a common cause of adverse drug reactions and have unfortunately 
been associated with fatalities in too many cases.

This chapter reviews basic pharmacologic principles and their bedside application to 
provide a guide for safe and rational drug therapy in caring for the critically ill child.
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Rational drug therapy requires the application of pharma-
cologic principles to maximize efficacy while minimizing 
adverse reactions. In the setting of the Pediatric Intensive 
Care Unit (PICU), rational drug therapy is predicated on an 
understanding of the pathophysiology of the disease being 
treated and the pharmacology of the drug(s) selected and their 
expected effects (therapeutic and toxic). An  understanding 
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of how disease processes, genetics and other concurrent 
treatments affect the pharmacologic properties of drugs is 
also paramount to a rational approach to drug therapy. This 
chapter reviews basic pharmacologic principles and their 
application in caring for the critically ill child.

 Principles of Pharmacokinetics and 
Pharmacodynamics

The clinical effect of a drug, whether it is a therapeutic 
or toxic effect, depends upon the drug’s concentration at 
the site of action and the subsequent host response [1, 2]. 
Pharmacokinetics describes the processes of drug absorption, 
distribution, biotransformation, and excretion (i.e., what the 
body does to a drug). Pharmacokinetics determines a drug’s 
concentration at its site of action. It is only the free (unbound) 
fraction of drug in plasma that is available for distribution 
into tissues to exert a therapeutic or toxic effect. It is also 
only the free fraction of drug that is available for biotransfor-
mation and elimination from the body. Pharmacodynamics 
describes the relationship between a drug’s concentration at 
its site of action and its effect (i.e., what the drug does to the 
body). It encompasses the mechanism(s) of action of a drug, 
its therapeutic effect, and its safety profile. The pharmaco-
kinetic and pharmacodynamic properties of an agent may 
be influenced by developmental changes, interactions with 
other drugs or nutrients, disease states, and genetics.

 Pharmacokinetics

 Absorption

Absorption describes the rate and extent to which a drug 
leaves its administration site and can be influenced by 
physicochemical factors, patient factors, and disease states 
(Table 7.1). Increased oral drug absorption is favored by 
small molecular size, the nonionized state, and high lipid sol-
ubility. Several aspects of oral drug absorption are pertinent 
to the critical care setting. An understanding of oral absorp-
tion is important in the setting of an acute ingestion in order 
to anticipate when toxic symptoms may commence. Second, 
the oral route for drug absorption should not be relied upon 
early in the course of an acutely ill patient, particularly if 
there is evidence of hypoperfusion or hypotension. Once 
stable, however, it is important to appreciate that there is 
no difference in drug effectiveness between oral and intra-
venous (IV) administration for many classes of drugs (e.g. 
H2 blockers, nonsteroidal anti-inflammatory agents, steroids, 
anticonvulsants). The oral route may be less expensive and 
obviate IV administration when vascular access is  limited. 
However, other factors such as level of  consciousness, 
 nothing-by-mouth status, or drug-food interactions may 

necessitate IV administration. Finally, diarrheal states are
rarely associated with drug malabsorption.

Other routes besides the oral and IV routes may be 
utilized for drug administration in the intensive care unit 
(Table 7.2). These alternative routes are typically used 
when the patient’s disease state or condition precludes 
oral drug administration or vascular access is limited. The 
intraosseous route can be utilized in an emergency for vir-
tually all drugs, including inotropes, pressors, and anticon-
vulsants [3], while epinephrine, atropine, and lidocaine 
can be administered via an endotracheal tube. Absorption 
of drugs following intramuscular (IM) injection is influ-
enced by many of the physicochemical and physiological 
factors that affect oral absorption. Tissue perfusion is a 
critical factor affecting drug absorption from the injection 
site. Patients with shock, congestive heart failure (CHF),
or hypotension may not reliably absorb drugs administered 
IM. Other important factors include absorptive surface 
area, water solubility at physiologic pH (e.g. low water 
solubility of phenytoin and digoxin results in precipitation 
at the injection site), and muscle activity.

Table 7.1 Factors affecting drug absorption

Physicochemical factors Disease states
Product formulation Shock
 Disintegration and dissolution rates Congestive heart failure
 Drug release characteristics Gastroenteritis
Ionization state Short gut
Lipid/water solubility Patient factors
Drug concentration Gastric emptying time
Molecular weight Intestinal motility

Absorptive surface area
pH at absorptive site
Blood flow to 
administration site

Table 7.2 Alternative routes of drug administration

Intramuscular Per rectum Intranasal
Fosphenytoin Acetaminophen DDAVP
Midazolam Diazepam Midazolamb

Phenobarbital Midazolamb Fentanylb

Succinylcholine Lorazepam Sufentanylb

Vecuronium Carbamazepine Ketamineb

Pancuronium Thiopental Sublingual
Rocuronium Clonazepam Nitroglycerin
Morphine Valproic acid Nifedipine
Ketamine Topiramate Subcutaneous
Glucagon Percutaneous Insulin
Antibioticsa Nitroglycerin Epinephrine
Deferoxamine Clonidine Octreotide

Fentanyl Morphine(pump)
Deferoxamine(pump)

aAll β-lactam and cephalosporins that can be administered IV, amino-
glycosides, clindamycin
bAdminister the IV formulation
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The rectal route is useful for administration of certain 
drugs when the oral route is contraindicated or when vascu-
lar access is not available. Many anticonvulsant drugs may 
be given per rectum (PR) including diazepam [Diastat®, 
Elan®]; the liquid, oral formulations of valproic acid, carba-
mazepine, topiramate, and clonazepam; and the IV forms of 
midazolam and lorazepam. The potential for hepatic first 
pass metabolism is less with the PR than the oral route 
because approximately 50 % of the absorbed drug bypasses 
the liver. However, rectal drug absorption may be irregular, 
incomplete, or cause mucosal irritation.

The intranasal route (IN) is the preferred site for admin-
istration of DDAVP in children with diabetes insipidus. This 
route has been used for administration of sedative agents pre-
operatively or in the PICU for procedural sedation over the 
past 15 years. IN administration has pharmacokinetic advan-
tages over the oral and PR routes, including faster onset 
of action and potentially higher bioavailability and plasma 
concentration. Following IN administration of a 0.2 mg/kg
dose of midazolam, plasma concentrations exceeding the 
threshold level for sedation are reached in 6 min with peak 
plasma concentrations observed in approximately 12 min 
[4]. These plasma concentrations are comparable to those 
obtained 30 min after IM [5] or oral administration [6] and 
much greater than those observed after PR administration 
of the same dose [4]. Chiaretti et al. reported a mean dura-
tion of sedation of 23 min (range 10–50 min) in 46 children 
following a 0.5 mg/kg IN dose for procedural sedation [7]. 
Pretreatment with IN lidocaine spray (10 mg) prevented 
nasal burning and bitter taste. In the home setting, IN mid-
azolam is at least as effective as rectal diazepam for manage-
ment of acute seizures, less expensive and socially, a more 
acceptable alternative [8]. Bhattacharyya and colleagues 
performed a randomized, controlled study of IN midazolam 
vs rectal diazepam in children presenting to their emergency 
department or outpatient clinic. Time to administer the drug 
(50.6 s vs 68.3 s) and time to cessation of seizure (116.7 s vs 
178.6 s) were both significantly shorter for the midazolam 
group [9]. Vomiting and excessive drowsiness occurred more 
frequently in the diazepam group (10.4 % vs 0 %, p = 0.009). 
IN midazolam should be considered as an alternative to PR 
administration of benzodiazepines in the hospitalized patient 
without vascular access because of its favorable pharma-
cokinetics, safety, and cost, in addition to obviating rectal 
administration.

 Drug Distribution

Drug distribution describes the movement of drugs, active 
metabolites, and toxins from the systemic circulation to tis-
sues or other body compartments. Drugs must distribute to 
their target tissues to exert a therapeutic or toxic effect. The 
extent and rate of distribution out of the blood compartment 

is influenced by binding affinity of the drug for plasma and 
tissue proteins, lipid/water solubility, ionization state at 
physiologic pH, and molecular size. Increased plasma pro-
tein binding, in general, decreases the free fraction of drug 
available for distribution (e.g. warfarin). An alteration in 
plasma or tissue protein binding is an important mechanism 
for drug-drug interactions. The more lipid soluble a drug is, 
the greater its extent and more rapid its distribution. This 
may have important clinical implications. For example, the-
ophylline, being poorly lipophilic, does not distribute into 
adipose tissue. In obese patients, dosing should be based on 
ideal body weight rather than actual weight. β(beta)-
Blockers, in part because of their differences in lipid/water 
solubility, have varying abilities to cross the blood brain bar-
rier and cause central nervous system side effects. Diazepam, 
being extremely lipophilic, reaches peak brain concentra-
tions in 60 s compared to phenytoin and phenobarbital which 
reach peak brain concentrations in 45–60 min. The degree of 
protein binding and the volume of distribution are also 
important factors in determining whether a drug can be 
removed from the body by dialysis. In general, highly pro-
tein bound drugs or drugs with a large volume of distribution 
are not amenable to removal by dialysis.

 Drug Metabolism

The primary organ for drug metabolism is the liver, although 
the kidney, intestine, lung, adrenal, and skin are also capable 
of biotransforming certain compounds. For many drugs (i.e.,
lipophilic weak acids or weak bases), biotransformation to 
more polar, water-soluble compounds facilitates their elimi-
nation from the body via the bile, kidney, or lung. Although 
the biotransformation of most drugs results in pharmacologi-
cally weaker or inactive compounds, parent compounds may 
be transformed into active metabolites (e.g. vecuronium, 
procainamide, carbamazepine) or into a toxic metabolite 
(e.g. acetaminophen to N-acetyl-para-benzoquinoneimine). 
Conversely, pharmacologically inactive parent compounds 
or prodrugs may be converted to their active moiety (e.g. 
enalapril to enalaprilat).

Drug biotransformation within the hepatocyte involves 
two primary enzymatic processes: phase I or nonsynthetic, 
and phase II, or synthetic reactions. Phase I reactions, includ-
ing oxidation, reduction, hydrolysis, and hydroxylation reac-
tions, are typically catalyzed by the mixed-function oxidase 
enzyme systems located in the microsomes (e.g. cytochrome 
P450 system). Cytochrome P450 enzymes are categorized 
into families (e.g. CYP1, CYP2, CYP3) and subfamilies iden-
tified by a letter (e.g. CYP3A). Within a subfamily there may 
be different isoforms identified by an Arabic number (e.g. 
CYP3A4). CYP3A4 is the major metabolic pathway, being 
responsible for the metabolism of ~50 % of drugs, followed 
by CYP2D6 (31 %), and CYP2C9 (10 %) [10]. The various 

7 Pharmacology in the PICU



58

isoforms have characteristic inhibitors and inducers of their 
activity. Knowledge of which drugs are substrates for the dif-
ferent cytochrome P450 isoforms, as well as their selective 
inhibitors/inducers, allows for the understanding and pre-
diction of drug-drug and herbal-drug interactions (see later 
discussion). Phase II reactions primarily involve conjugation 
with glycine, glucuronide, or sulfate. Conjugation reactions 
are also involved in drug detoxification (e.g. conjugation of 
N-acetyl-para-benzoquinoneimine with glutathione).

Recently, Phase III enzymes have been identified that 
include P-glycoprotein (PGP) and related transporters. These 
enzymes are located in numerous organs including the liver, 
intestine, and kidney. PGP can block or facilitate drug entry 
into cells. PGP is located in intestinal cells, renal tubular 
cells, biliary cannilicular cells, and the blood brain barrier. 
Interactions at these sites, particularly with PGP, explain 
some of the non-metabolic drug -drug interactions that have 
been described (see later discussion) [11].

 Drug Elimination

Drug elimination usually occurs through the kidney or the 
liver. There are a few notable exceptions including the degra-
dation of succinylcholine by plasma pseudocholinesterase 
and atracurium and cisatracurium by Hoffman degradation 
(pH and temperature dependent). The renal elimination of 
drugs mostly depends on glomerular filtration with tubular 
secretion also playing a role. The amount of drug that is fil-
tered per unit time is influenced by the degree of protein 
binding of the drug; the greater the protein binding, the less 
the amount of filtered drug. As mentioned previously, the 
degree of protein binding also influences the elimination of a 
drug in patients undergoing hemodialysis or peritoneal dial-
ysis; that is drugs that are highly protein bound are less easily 
dialyzed.

 Developmental Effects on Pharmacokinetics 
and Pharmacodynamics

Safe and effective drug therapy for children requires an 
understanding of ontogenetic changes in drug disposition 
and action. Developmental effects on pharmacokinetics 
explain many of the differences in the dose-response curve 
among different age groups. Pharmacodynamics may also 
undergo developmental changes as seen with the increased 
risk of apnea with opiates in infants less than 6 months of 
age. However, because of the paucity of information describ-
ing these changes, we discuss only the developmental effects 
on pharmacokinetics. This topic has been extensively 
reviewed elsewhere [12–14]. Neonates have a relatively 
higher gastric pH which increases the bioavailability of basic 
compounds such as penicillin G, whereas weak acids such as 

phenobarbital may require a higher oral dose in order to 
achieve therapeutic plasma levels. Gastric acid secretion 
appears to increase as a function of postnatal age and 
approaches adult values by 3 months of age [15]. The rate of 
gastric emptying is highly variable during the neonatal 
period and is influenced by a number of factors. In general, 
the rate at which drugs are absorbed is slower in neonates 
and infants. This may delay the time to and blunt the peak 
plasma drug concentration.

The absolute amounts of body water and fat clearly 
depend on the child’s age and have been well characterized 
by Friis-Hansen [16]. The percentage of body weight com-
posed of fat approximates 0.5 % in the young fetus, increas-
ing to 15 % at birth, and 20 % by age 6 months, before 
beginning to fall gradually until adolescence [14, 16]. Highly 
lipid soluble agents such as inhalational anesthetic agents 
and lipophilic sedative/hypnotic agents (e.g. diazepam, fen-
tanyl) exhibit a larger apparent volume of distribution (Vd) in 
infants because of their relatively larger proportion of body 
fat. Neonates and infants up to approximately 6–12 months 
of age also have a relatively larger percentage of total body 
weight as water and a larger extracellular fluid compartment 
compared to adults. These differences increase the Vd of 
water-soluble drugs (e.g. aminoglycosides) and result in 
lower plasma concentrations when the drugs are adminis-
tered according to body weight.

Drug binding to plasma proteins depends on a number of 
age-related variables, most notably the amount of circulating 
albumin and α-1 acid glycoprotein, the number of binding 
sites, and their binding affinity [17]. Developmental changes 
in these variables can influence the distribution of highly 
bound drugs. In general, neonates have an increased free 
fraction of highly bound drugs owing to a reduced quantity 
of plasma proteins, decreased binding affinity of fetal albu-
min for weak acids, and the presence of endogenous sub-
stances (e.g. bilirubin, free fatty acids) that compete for 
binding sites on plasma proteins with drugs. Beyond the neo-
natal period, these changes do not appear to be clinically sig-
nificant. However, ontogenetic changes in tissue binding can 
affect drug distribution beyond the neonatal period. The 
myocardial to plasma ratio of digoxin in children up to 
approximately 3 years of age is two to three times that of 
adults. This, along with increased erythrocyte binding, 
greatly increases the Vd of digoxin [18, 19].

The variability in activity of Phase I enzymes at birth and 
their ontological maturation can be explained by genetic 
variation (e.g. CYP2C9, CYP2C19, CYP2D6) in some iso-
forms but not others such as CYP3A4 [20] (see later dis-
cussion). The activity of many Phase I enzyme systems, 
particularly the oxidizing enzymes, is markedly reduced 
in newborns. This is reflected by the prolonged elimina-
tion time for drugs dependent on these pathways (e.g. 
 midazolam, phenytoin). The maturation of the hepatic cyto-
chrome P450 system appears to be a function of  postnatal 
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age with  metabolic capacities for the group reaching or 
exceeding that of adults by 3–6 months of age [13]. For
example, hepatic clearance of midazolam increases nearly 
eightfold from birth to 3 months of age [21]. Subsequently, 
clearance exceeds adult rates up to approximately 10 years 
of age for most drugs metabolized by Phase I enzymes 
(e.g. carbamazepine, theophylline, warfarin). This man-
dates higher drug doses adjusted for body weight to main-
tain therapeutic plasma levels in this age range compared 
to adults. Anderson and Lynn [22] reviewed the differences 
in activity of specific Phase 1 enzyme isoforms at birth and 
their maturational process. Activity of CYP3A4 (e.g. mid-
azolam) increases to ~20 % adult values by 1 month of age 
and reaches 72 % by 1 year of age. CYP2C9 activity (e.g. 
warfarin) is ~20 % of adult  values at birth and reaches 50 % 
by 1 month of age. CYP1A2 (e.g. caffeine) activity is neg-
ligible at birth and reaches adult values by 10–11 months 
of age. CYP2D6 activity increases sharply after birth until 
2 weeks of age, and then does not increase further during the 
first year of life.

There is a paucity of data describing the ontogeny of 
phase II enzyme reactions, though there appears to be great 
variation in the maturation of the different conjugation path-
ways. Glucuronidation of drugs is very immature at birth and 
matures at a rate similar to that for GFR (see below) [23], 
achieving adults rates by approximately 3 years of age [24]. 
Examples of drugs primarily cleared by glucuronidation 
include acetaminophen, morphine, dexmedetomidine and 
propofol, The capacity to biotransform propofol matures 
faster than the former drugs because propofol also undergoes 
Phase 1 enzyme reactions [23]. On the other hand, sulfation 
appears to be more mature at birth. For example,
acetaminophen- sulfate formation is increased in neonates 
and young children compared to adolescents and adults [25]. 
The overall increased conjugation of acetaminophen (and 
consequently a smaller percentage of the parent compound 
undergoing oxidative metabolism) in young children along 
with larger glutathione stores are possible explanations for 
the lower risk of acetaminophen-induced hepatotoxicity 
observed in children under 6 years of age.

A similar age-dependent increase in the functional capac-
ity of the kidney is also observed. Most drugs, or their 
water- soluble metabolites, are excreted from the body by 
the kidneys. Glomerular filtration rate (GFR) approximates
2–4 ml/min in full-term infants, increasing to ~8–20 ml/
min by 2–3 days of life, and approaches adult values by 
~3–5 months of age [26]. The maturation of GFR is a func-
tion of gestational age and postconceptual age rather than 
postnatal age [27]. Tubular secretion is immature at birth as 
well and matures at a slower rate than GFR reaching adult
values by ~30 weeks of life [28]. An adjustment in the 
dosing interval for drugs such as the aminoglycosides and 
 vancomycin that reflects these principles is required in pre-
mature and term infants to obviate toxicity.

 Pharmacogenomics

Just as ontogenetic development has a tremendous impact 
on drug biotransformation, it has been known for some 
time that certain adverse drug reactions are a consequence 
of inherited variations in biotransforming enzyme activ-
ity. Pharmacogenomics is the study of the role of genetic 
variation in drug response and uses genome wide associa-
tion methodology to identify specific, individual candidate 
genes responsible for variation. Pharmacogenetics refers to 
the effect of a specific gene on drug disposition [29, 30]. 
Genetic polymorphisms in the cytochrome P450 enzyme 
system account for many of the known heritable variations 
in drug metabolism. For example, there are multiple variants
of CYP2D6 that can be inherited resulting in poor, interme-
diate, extensive, or ultrarapid metabolism of target substrates 
[31]. Codeine is transformed to morphine by CYP2D6. 
Patients with poor CYP2D6 activity achieve significantly 
less analgesic effect from codeine than patients with higher 
levels of enzyme activity [32]. Patients with ultrarapid geno-
type are at risk for significant toxicity due to the rapid con-
version of codeine to morphine, leading to increased serum 
concentrations of the latter, resulting in CNS and respira-
tory depression [33]. Breastfed infants of mothers with an 
ultrarapid metabolizing genotype are at risk of develop-
ing morphine toxicity when the neonate’s mother is taking 
therapeutic doses of codeine [34]. Genetic polymorphism 
of CYP2C9 accounts for a portion of the interindividual 
variation in response to warfarin [31], and decreased activ-
ity of this enzyme has also resulted in phenytoin toxicity 
[35]. Genotype affects other mechanisms of drug disposition 
as well. Warfarin effect is also determined by mutations in 
the drug’s target, vitamin K epoxide reductase, encoded by 
the vitamin K reductase complex 1 (VCORC1). Genotyping 
patients for CYP2C9 and VCORC1 has been shown to 
decrease the incidence of hospitalization for bleeding and 
thromboembolism when compared to standard dosing [36]. 
Testing for HLA-B genotype is used to decrease the risk of 
Stevens-Johnson syndrome in at-risk populations, such as 
Asians, receiving carbamazepine. Carriers of HLAB*1502 
are at higher risk for life-threatening skin reactions such as 
Stevens-Johnson syndrome when exposed to carbamaze-
pine [37]. Variation in response of asthmatics to inhaled 
corticosteroids has been linked to glucocorticoid-induced 
transcript 1 gene (GLCCI1). Asthmatics with a GLCCI1 
variant were shown to have a significant decrease in their 
response to inhaled glucocorticoids [38]. Genetic determi-
nation of drug response is certainly only part of a complex 
system. Disease state, age, and other  medications all may 
interact with a patient’s genetic make-up leading to altera-
tions in the expected response to a drug [39, 40]. Despite 
our rapidly expanding knowledge of pharmacogenomics, its 
clinical applicability is still limited to few medications. The 
clinical utility of pharmacogenomics is likely to change in 
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the near future as more genetic markers are defined which 
predict both adverse and desired responses to individual 
medications.

 Bedside Application of Pharmacokinetic 
Principles

There are five key parameter estimates that are useful in pre-
dicting a drug’s plasma concentration and in selecting or 
modifying a dosing strategy. These are bioavailability (F),
Vd, clearance (Cl), elimination half life (t1/2β(beta)), and 
elimination rate constant (Kd).

 Bioavailability

Bioavailablity of a drug is not synonymous with absorption. 
It reflects the fraction of the administered drug dose that 
reaches the systemic circulation as unchanged drug. For
orally administered drugs, it is affected by absorption and 
metabolism in the gastrointestinal tract and liver. If the 
extraction ratio by the liver for a drug is high (see later dis-
cussion of clearance), it will exhibit a large first pass effect, 
and only a small fraction of the administered dose will reach 
the systemic circulation (low bioavailability). A comparison 
of a drug’s bioavailablity following nonintravenous and IV 
(100 % for most drugs) administration can be used to select 
a dose when converting from IV therapy. For example, the
bioavailability of furosemide is approximately 50 %. 
Therefore, the dose of the drug should be doubled when 
switching from IV to oral administration. On the other hand, 
phenobarbital, phenytoin, and valproic acid have an oral bio-
availability of nearly 100 %. Therefore, the same total daily 
dose should be used when switching to oral therapy. However, 
although the total daily dose of drugs such as phenytoin and 
valproic acid is the same regardless of whether administered 
orally or IV, the dosing interval is usually shorter when given 
IV. This is due to the relatively long absorption curve for 
these drugs and the desire to minimize peak-trough fluctua-
tions in plasma levels (e.g. IV valproic acid and phenytoin 
are commonly administered every 6 and 8 h, respectively vs. 
every 8 and 12 h, respectively with oral dosing).

 Volume of Distribution

The volume of distribution (Vd) of a drug relates the amount 
of drug in the body to its plasma concentration. It is a hypo-
thetical volume in which a drug is placed in order to yield the 
initial plasma concentration. It is useful in calculating load-
ing doses of drugs according to the following equation:

 ∆C = D Vd/  

where ∆C is the change in plasma concentration and D is the 
dose administered.

For example, if the average Vd of theophylline is 0.5 L/kg 
(95 % CI: 0.3–0.7 L/kg), then a loading dose of 6 mg/kg 
(equal to 7.5 mg/kg aminophylline) would achieve a post 
distribution plasma concentration of 12 mg/L (95 % CI: 
9–20 mg/L). Obtaining a peak level 30 min after the bolus is 
administered allows one to calculate the patient’s actual Vd 
using the above equation. This calculated Vd can then be 
used if subsequent bolus doses are required.

 Clearance

Clearance (Cl) describes the rate of drug removal. It can be 
addressed in terms of plasma clearance (Clp), organ clear-
ance, or total body clearance. Plasma clearance is the volume 
of plasma from which a drug is completely removed per unit 
of time. Drugs can be cleared by several mechanisms, the 
most important of which include metabolic biotransforma-
tion in the liver, elimination in the feces or urine, and exhala-
tion by the lungs. Hepatic clearance can be classified as 
either flow limited or capacity limited, depending on the 
drug’s extraction ratio. Flow-limited drugs (e.g. lidocaine)
have a high extraction ratio and a high intrinsic metabolic 
clearance as compared to flow rate. Hepatic blood flow, 
therefore, is the rate-limiting factor regarding clearance of 
these drugs. Factors such as CHF, shock, and drugs (e.g.
β(beta)-blockers, cimetidine) that reduce hepatic blood flow 
will decrease their clearance and increase the risk of toxicity. 
As previously mentioned, drugs whose clearance is flow lim-
ited, also demonstrate a marked first pass effect. Most drugs 
metabolized by the liver, however, are capacity limited – the 
rate-limiting step in hepatic clearance is not hepatic blood 
flow, rather, it is the capacity of the liver to take up and 
metabolize the drug.

Plasma clearance of a drug is described most frequently 
by the following equations:

 
Clp beta= ( )( ) = ( )( )( )0 693 1 2. / /V t K Vd d dβ  

or Clp = IR/Cpss
Rearranged, the second equation yields the steady-state 

relationship for drugs obeying first order elimination kinetics 
(see later discussion):

 
IR Clp Cpss= ( )( )  

where IR is the amount of drug administered per unit time 
(e.g. μg kg−1 min−1, mg/day, etc.), and Cpss is the  steady-state 
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plasma drug concentration. In other words, the amount of 
drug given per unit time equals the amount of drug removed.

 Elimination Half-Life

The elimination half life (t1/2β(beta)) of a drug is commonly 
used to describe its disappearance from the blood. This phar-
macokinetic parameter estimate reflects the time required for 
half the amount of drug present in the blood to be cleared 
from the blood. After one half- life, 50 % of the drug initially 
present remains, after two half-lives, 25 % remains, and so 
forth. The t1/2β(beta) is described by the following equation:

 
t Kd1 2 0 693/ . /β beta( ) = ( )  

where Kd is the slope of the log concentration versus time 
curve. Most drugs are administered at intervals of one to 
three half-lives. A dosing interval of one half-life may be 
selected if it is desirable to minimize peak-trough fluctua-
tions in concentration (with anticonvulsants) or when a cer-
tain plasma concentration must be exceeded for the majority 
of the dosing interval (e.g. effective β(beta)-lactam antibi-
otic therapy requires that the plasma concentration exceeds 
the MIC of the organism for most of the dosing interval). A 
longer dosing interval is selected for drugs requiring a low 
trough concentration in order to avoid toxicity (e.g. amino-
glycosides). It is also a very useful clinical parameter in the 
selection of a dosing interval and occasionally a drug dose 
in patients with organ failure. For drugs exclusively elimi-
nated by the kidneys, the increase in dosing interval is 
inversely proportional to the ratio of the normal to observed 
t1/2β(beta). The t1/2β(beta) is also useful in predicting when 
steady state is achieved. For drugs eliminated by first order
kinetics (see later discussion), steady state is reached after 
five half lives. If the t1/2β(beta) is long, the time to reach its 
steady state plasma concentration will also be long. For
drugs with a relatively long t1/2β(beta), a loading dose of the 
drug may be given to rapidly achieve the target concentra-
tion if an immediate effect of the drug is desired (e.g. phe-
nytoin, phenobarbital, digitalis, theophylline, milrinone). 
The loading dose is based on the average Vd derived from 
population statistics and the desired plasma concentration. 
The maintenance dose and dosing interval (or continuous 
infusion rate) are then selected to maintain the desired 
plasma drug level.

Metabolism and elimination of most drugs exhibit first 
order or linear kinetics; a constant fraction of drug is lost per 
unit time. Under these conditions, t1/2β(beta) and Cl are inde-
pendent of drug dose and are constant. Therefore, the plasma 
concentration at steady state is linearly proportional to the 
dose per unit time. For example, if a patient’s steady state

plasma phenobarbital concentration is 20 mg/L and a 
 concentration of 30 mg/L is desired, then the dose should be 
increased by 50 %.

The law of superimposition can be applied to drugs elimi-
nated by first order kinetics and administered as intermittent 
IV or oral doses. It assumes that Vd and t1/2β(beta) do not 
change. It predicts the peak and trough plasma concentra-
tions at steady state following the first dose of a drug. 
Figure 7.1 illustrates this principle. A 20 mg/kg dose of van-
comycin is administered and a peak level of 30 mg/L is 
obtained 1 h after a 1-h infusion. A trough concentration of 
7.5 mg/L is obtained 8 h after the first dose. If the dose, dos-
ing interval, Vd and t1/2β(beta) remain unchanged, steady state- 
peak and trough levels of ~40 mg/L and 10 mg/L, respectively, 
will be achieved. In this example, the Vd is 0.67 L/kg and the 
t1/2β(beta) is 3 h (the time between peak and trough levels is 6 h, 
which represents two half- lives). We often use this principle 
to modify the dose or dosing interval prior to reaching steady 
state conditions in order to achieve target concentrations. For
example, in a critically ill child with suspected methicillin 
resistant Staphylococcal aureus (MRSA) infection, a peak 
level after the first dose and a trough prior to the second can 
facilitate achieving the desired trough concentration (see 
more discussion under target concentration). Knowledge of 
t1/2β(beta) and first order kinetics may also allow predictions of 
duration of symptoms following an acute overdose. For
example, if a patient has a peak carbamazepine level of 
40 mg/L and has received effective gastric decontamination, 
then the level should fall below 20 mg/L after one half-life 
(approximately 10–15 h).

Zero order or nonlinear kinetics describes drug elimina-
tion when the metabolic or elimination pathways are satu-
rable. When this occurs, a constant amount rather than a 
constant fraction (as occurs with first order kinetics) of 
drug is metabolized per unit time. Clearance and t1/2β, there-
fore, vary with the concentration of the drug. This  process 
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is known as Michaelis-Menten kinetics. The Km of a drug 
defines the plasma concentration at which half of the max-
imal rate of drug elimination (Vmax) is reached. When the 
plasma concentration is less than Km, the drug is eliminated 
by a first order process, and when the plasma concentra-
tion exceeds Km, the drug is eliminated by a zero order pro-
cess. At high plasma concentrations, the t1/2β(beta) appears 
very long. Dose adjustments should be made cautiously as 
small increases in dose may cause large increases in drug 
concentration since drug elimination does not increase pro-
portionately. In general, daily dose adjustments should not 
exceed 10–20 % of the dose, and the plasma level should be 
followed closely. Common drugs or toxins that obey zero 
order kinetics include phenytoin, salicylates, ethanol, furose-
mide, and indomethacin. Also, it appears that approximately 
40 % of children may eliminate theophylline according to 
Michaelis-Menten kinetics rather than as a first order process 
with the Km being in the low to mid therapeutic range [41]. 
Figure 7.2 illustrates differences between first order and zero 
order kinetics.

 Target-Effect Versus Target-Concentration 
Strategies

One of two therapeutic strategies is commonly employed 
when administering medications to treat specific diseases. 
Most medications are administered using a target-effect 
strategy, i.e., a drug is administered with a therapeutic end-
point in mind. The patient is monitored for attainment of the 
therapeutic goal or development of toxicity related to the 
medication. If the therapeutic goal is not obtained and toxic-
ity is not observed, one may consider titrating the dose of the 
medication. Another agent may be substituted or added if the 
therapeutic goal is not achieved, sequential increases in dose 
does not result in a heightened physiological effect, or if tox-
icity supervenes. For instance, in a patient with septic shock,
low systemic vascular resistance and hypotension, dopamine 

is started and the dose titrated to achieve a targeted blood 
pressure. If the desired blood pressure is not reached despite 
using 20 mcg kg−1 min−1 of dopamine, a second agent such as 
norepinephrine can be added and titrated to achieve the tar-
get blood pressure [42]. In this example, there is no reason 
the dose of dopamine cannot be increased above 20 mcg kg−1 
min−1 except that the likelihood of achieving therapeutic effi-
cacy above this dose diminishes. A more potent, direct- 
acting vasopressor such as norepinephrine, is more likely to 
achieve the targeted goal.

The target-concentration strategy uses measurement 
of a drug concentration, usually in serum or plasma, as an 
intermediate end-point to achieving the desired therapeutic 
effect. The drug concentration often also serves as a marker 
for an increased risk of developing drug toxicity. Table 7.3 
[43] illustrates situations in which plasma drug monitoring 
may be useful. Interpretation of a serum drug concentration 
is no different than the interpretation of any laboratory value. 
The serum drug concentration needs to be evaluated in light 
of the overall therapeutic goal for the patient. For example,
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Table 7.3 Indications for plasma drug concentration monitoring

Significant interindividual variation in pharmacokinetics 
(e.g. theophylline)
Narrow therapeutic index (e.g. theophylline)
Zero-order kinetics apply (e.g. phenytoin)
Signs of toxicity may be delayed or difficult to recognize clinically 
(e.g. tacrolimus, aminoglycosides)
Physiologic, pathologic or developmental factors are present which 
may affect drug pharmacokinetics (e.g. pregnancy, organ 
dysfunction, prematurity; various medications)
Intercurrent illness present which may affect drug pharmacokinetics 
(e.g. influenza and theophylline, trauma and phenytoin)
Drugs used to treat chronic states with intermittent symptoms 
(e.g. anticonvulsants and seizures)
Usual dose does not produce expected results
Monitoring compliance
Suspected drug-drug or drug-food interaction

Reprinted from Reed and Blumer [43]. With permission from Elsevier
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the “normal” therapeutic range for phenytoin is 10–20 mg/L. 
A patient who continues to seize despite a serum phenytoin 
concentration in the therapeutic range, may still achieve 
the desired goal with a higher concentration [44]. The phe-
nytoin concentration can be pushed above the upper limit of 
its reported normal range because the toxicities at levels of 
25–30 mg/L are benign. It is obvious that one must understand 
the pharmacology of the drug being used in order to inter-
pret its serum concentration. It would be very dangerous, for 
instance, to push a patient’s serum theophylline concentration 
above the upper limit of its therapeutic range. Utilizing the 
serum drug concentration to adjust dosing requires an under-
standing of the disease under treatment, the patient’s current 
physiologic state and concurrent medications the patient is 
receiving. For instance, in a patient with MRSA pneumonia,
the dose of vancomycin needs to be adjusted based on trough 
serum concentrations. The trough serum concentration is a 
surrogate marker for the more  relevant parameter, the ratio 
of the area under the serum-concentration- time curve to the 
mean inhibitory concentration for the organism being treated 
(AUC/MIC). Achieving an AUC/MIC of greater than 400 is 
more likely to result in cure [45]. A trough serum concentra-
tion of 15–20 mg/L correlates with an AUC/MIC over 400 
for most isolates. Knowledge of the resistance pattern of the 
isolate under treatment is important as it will not be possible 
to achieve an AUC/MIC of >400 in an isolate with an MIC of 
>2 mg/L. In this case, an alternative anti-staphlococcal agent 
such as linezolid should be used. Targeting a serum van-
comycin  concentration over 15 mg/L needs to be balanced 
with the patient’s risk for nephrotoxicity. In patients receiv-
ing other nephrotoxic medications such as aminoglycosides, 
or with poor renal perfusion, as in septic shock, the risk of 
kidney injury with vancomycin is increased. Interpretation 
of serum drug concentrations also mandates that the timing 
of the serum sample in relation to the drug dose is well docu-
mented. Appropriate interpretation of a drug level is nearly 
impossible if it cannot be accurately related to the time 
the drug was administered. It is best to try to avoid obtain-
ing blood for measurement of serum drug concentrations 
through the same line the drug was administered. The drug 
may remain in the catheter resulting in a falsely elevated 
serum concentration measurement.

 Drug Interactions

Drug interactions have been associated with increased 
lengths of stay [46]. Because they are potentially prevent-
able, it is important to have an understanding of the most 
common types encountered in the ICU. Drug interactions 
can be classified as drug-drug, drug-disease, or drug-food 
interactions. The mechanism can be divided into pharmaceu-
tical, pharmacokinetic or pharmacodynamic interactions. 

The most serious drug interactions involve drugs with severe 
toxicities and a narrow therapeutic index. In the PICU set-
ting, this list includes anticonvulsants (e.g. phenytoin, val-
proic acid, carbamazepine, phenobarbital), antiarrhythmics 
(e.g. digoxin, amiodarone, lidocaine), warfarin, and chemo-
therapeutic or immunosuppressive agents (e.g. mercaptopu-
rine, azathioprine, cyclosporine, tacrolimus) to name a few. 
The new second and third generation anticonvulsants (e.g. 
gabapentin, levetiracetam, oxcarbazepine, zonisamide, 
lacosamide) are less likely to be involved in drug interactions 
because they are not highly bound to plasma proteins and are 
either renally eliminated or biotransformed by noncyto-
chrome P450 enzymes or are conjugated with glucuronide 
with the exceptions of lamotrigine and topiramate. 
Carbamazepine, oxcarbazepine, phenobarbital, phenytoin, 
and primidone induce the metabolism of lamotrigine and 
topiramate. Valproic acid inhibits lamotrigine metabolism 
but increases topiramate clearance. On the other hand, 
lamotrigine induces valproate metabolism, increases digoxin 
clearance, but decreases phenytoin clearance. Drug interac-
tions involving the newer generation anticonvulsants have 
recently been reviewed by Johannessen Landmark and 
Patsalos [47], while Perucca has reviewed relevant interac-
tions with all anticonvulsants [48].

 Drug-Drug Interactions

One drug may diminish or potentiate the effect of another 
drug or create a new effect not observed with either drug 
alone. Pharmacokinetic interactions affect drug absorption, 
distribution, metabolism or excretion and result in an increase 
or decrease in drug concentration at the site of action. 
Pharmacodynamic interactions affect the response to either 
drug due to action at a common receptor or different sites. 
Critically ill children are at great risk for serious adverse 
reactions secondary to drug-drug interactions since they 
often times have multiple organ dysfunction, altered pharma-
cokinetics and pharmacodynamics, and are receiving multi-
ple drugs. Further, early signs of an adverse reaction may be
masked by the patient’s underlying disease or condition. 
Table 7.4 outlines characteristics of drugs and patients at risk 
for clinically significant interactions. Although we will 
divide drug-drug interactions for the purposes of discussion 
by their mechanism, it is important that many drug-drug 
interactions arise due to concomitant pharmacokinetic and 
pharmacodynamic mechanisms. QT prolongation serves as 
an example [49]. Class IA (e.g. quinidine, procainamide) and 
III (e.g. sotalol) antiarrhythmic drugs can cause QT prolon-
gation and torsades de pointes with therapeutic dosing. 
A pharmacodynamic interaction can occur resulting in tors-
ades de pointes if another drug is administered which also 
prolongs the QT interval including such drugs as 5-HT-3 
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 receptor antagonists (e.g. ondansitron), droperidol, antipsy-
chotics (e.g. phenothiazines, haloperidol), atypical atipsy-
chotics (clozapine, quetiapine, olanzapine, risperidone), 
tricyclic antidepressants, SSRI’s (e.g. fluoxetine, citalo-
pram), and antimicrobial agents (e.g. macrolides, fluoroqui-
nolones, triazole antifungals). Many of the aforementioned 
drugs may also precipitate torsades de pointes by a pharma-
cokinetic mechanism as well. For example, many of the anti-
depressants and antipsychotics (e.g. tricyclics, haloperidol) 
that prolong the QT interval are metabolized by cytochrome 
P450 enzymes. Erythromycin and clarithromycin are not only 
the macrolides most likely to cause torsades, but they are 
also potent inhibitors of CYP3A4. On the other hand, 
azithromycin is less likely to cause torsades and is not a 
potent inhibitor of CYP3A4. The triazole antifungal agents 
also inhibit CYP3A4 with itraconazole and ketoconazole 
being more potent than fluconazole or voriconazole. Finally,
an indirect pharmacodynamic mechanism may also result in 
torsades de pointes secondary to QT prolongation. This can 
occur with the combination of a QT prolonging drug with a 
diuretic agent that causes hypokalemia. Another example of 
combined pharmacokinetic and pharmacodynamic mecha-
nisms for an interaction is anticonvulsant –induced resis-
tance to neuromuscular blocking agents (see later).

 Pharmacokinetic Interactions

 Absorption
Drugs that delay gastric emptying (e.g. anticholinergic 
agents such as glycopyrrolate) decrease the rate but not the 
extent of absorption. Fortunately this is rarely of clinical sig-
nificance. Prokinetic agents, on the other hand, may decrease 
the extent of absorption (e.g. metaclopramide and digoxin) 
[50] or increase bioavailability. For example, metaclo-
pramide increases cyclosporine bioavailability by 30 % [51].

Drug-drug interactions affecting absorption can also 
occur by physicochemical complexation. Charcoal, the 

anion-exchange resin, cholestyramine, kaolin-pectin combi-
nations, and the bismuth component of salicylate-bismuth 
mixtures should be considered capable of adsorbing most 
drugs and should be used cautiously and judiciously in 
patients receiving drugs with a narrow therapeutic index (e.g. 
warfarin, digoxin, etc.). Other examples include sucralfate 
with phenytoin or ciprofloxacin [52, 53], and antacids bind-
ing phenytoin, captopril or ciprofloxacin [54, 55]. It is rec-
ommended that the medication be administered 1 h prior to 
or 2–3 h after the administration of the complexing agent.

Drug effects on the gastrointestinal flora may also result 
in a drug-drug interaction. Digoxin is metabolized in the 
intestine to digoxin reducing substances that are excreted in 
the feces. Tetracycline, ampicillin, and the macrolide antibi-
otics increase digoxin bioavailability by altering its metabo-
lism in the intestine. The impact of this interaction appears to 
be dependent on age. Although intestinal colonization with 
digoxin-reducing organisms approaches adult values by 
2 years of age, excretion of reduced digoxin in stool does not 
reach adult levels until adolescence [56]. Based on this find-
ing, we would anticipate that the bioavailability of digoxin in 
infants would exceed that observed in adults.

Valproic acid plasma concentrations decline significantly 
in patients receiving carbapenam antibiotics. The interaction 
is clinically significant in approximately 55 % of patients 
with a mean decline in valproate levels of 66 % within 24 h 
described in one study [57]. The interaction occurs by mul-
tiple mechanisms affecting absorption, distribution, and 
metabolism [58]. The carbapenam class of agents appear to 
decrease intestinal transepithelial transport of valproic acid 
resulting in a 57 % decrease in bioavailability [58]. The 
effects on distribution and metabolism will be discussed 
below.

 Distribution
The most common type of drug interaction involving distri-
bution is the result of an alteration in protein binding. Recall 
that it is the free or unbound fraction of a drug that is not only 
pharmacologically active, but is available for metabolism or 
excretion. If a drug is displaced from its protein binding site, 
the free drug concentration transiently increases and may 
result in toxicity. Because drug metabolism or elimination 
will also increase, the total drug concentration will be lower 
and the free concentration unchanged compared to their prior 
concentrations once a new steady state is achieved. In order 
for the displacement interaction to be of clinical significance, 
both drugs need to be at least 80–90 % protein bound, the 
displaced drug must demonstrate capacity limited clearance 
(e.g. phenytoin) or have a small Vd <0.15 L/kg (e.g. warfa-
rin), and have a narrow therapeutic index. The most impor-
tant clinical example is the displacement of warfarin by other 
highly protein bound drugs such as aspirin, sulfa, and amio-
darone. The displacement of phenytoin by another drug 

Table 7.4 Risk factors for drug-drug interactions in the ICU setting

Drug Patient
Induce/inhibit drug metabolism Coagulation disorder
Narrow therapeutic index  Bleeding diathesis

Associated with serious toxicities  Hypercoagulable state

Highly protein bound (>80–90 %) Renal or hepatic impairment
Affect vital organ function CNS disorder
 CNS  Seizure

 Cardiovascular Metabolic disturbances
 Renal/hepatic function  Electrolyte

 Coagulation  Glucose

Oral complexing agents Receiving multiple drugs
Higher drug dose
Longer duration of therapy
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rarely results in clinical toxicity, in contrast to the potential 
for toxicity from a displacement reaction involving accumu-
lated organic acids in patients with renal failure (see drug- 
disease interactions below). Free phenytoin levels, rather
than total phenytoin plasma concentration may need to be 
monitored in both circumstances. Valproic acid displaces 
phenytoin from plasma proteins. The interaction results in a 
lower total phenytoin plasma concentration and an increase 
of 35 % in the free fraction. Overall there is no significant 
change in the free plasma phenytoin concentration [59], 
therefore a patient may have a therapeutic effect from phe-
nytoin despite a subtherapeutic total concentration.

Alterations in tissue binding may also result in clinically 
significant effects. For example, quinidine and amiodarone
displace digoxin from its tissue binding sites. This leads to a 
decrease in Vd and an increase in digoxin plasma concentra-
tion. The maintenance dose of digoxin should be reduced by 
50 % when concomitant administration of quinidine or ami-
odarone is required. The carbapenams prevent the efflux of 
valproate out of red blood cells by an effect on ATP-binding 
cassette transporters thereby increasing the Vd and decreas-
ing the plasma concentration [58].

 Metabolism
Most clinically significant drug-drug interactions involve 
changes in drug metabolism and are the result of enzyme 
inhibition or induction. Certain drugs are “generalized” 
inducers (e.g. phenobarbital, rifampin, carbamazepine) or 
inhibitors (e.g. erythromycin, triazole antifungal agents, 
cimetidine, amiodarone, fluoxetine, paroxitine) of the cyto-
chrome P450 system, while other drugs specifically induce 
or inhibit the metabolism of selected drugs by preferential 
effects on certain P450 isoforms. Nafcillin therapy results in 
warfarin resistance. Although the exact mechanism has not 
been elucidated, it appears to be secondary to enzyme induc-
tion [60]. As mentioned earlier, knowledge of which drugs are 
substrates for the different cytochrome P450 isoforms as well 
as their selective inhibitors/inducers, allows for the under-
standing and prediction of drug-drug  interactions (Table 7.5).

Nivoix et al. has recently reviewed drug-drug interactions 
involving the triazole antifungal agents [61]. Important con-
sequences may include increased immunosupressant drug 
levels, prolonged INR with warfarin, and increased anticon-
vulsant levels. Conversely, induction of triazole metabolism 
could result in therapeutic failures.

Table 7.5 Substrates, inhibitors, and inducers of selected cytochrome P450 isoforms

Isoform

Substrate Inhibitors Inducers

Drugs Herbals, etca Drugs Herbals, etca

1A2 Theophylline Amiodarone Echinacea Rifampin Cigarette smoke
Acetaminophen Triazolesb Carbamazepine St John’s wort
Propranolol Macrolidesc Phenobarbital Cruciferous vegetables
Caffeine Cimetidine Omeprazole
Amitriptylline Ciprofloxacin
Clozapine Amlodipine

Fluoxetine
Nifedipine

2C9 Warfarin Amiodarone triazoles Echinacea Rifampin St John’s wort
Phenytoin Nicardipine ?Garlic Carbamazepine
Amiodarone Omeprazole Phenobarbital
Carvedilol Trimethoprim/sulfa Phenytoin

Isoniazid Nafcillin
Metronidazole

2D6 Captopril Amiodarone Rifampin St John’s wort?
β-blockers Triazoles
Procainamide SSRI’se

Dextromethorphan Quinidine
Codeine Cimetidine
Antipsychoticsd Isoniazid
SSRI’se

2C19 Diazepam Fluconazole St John’s wortg Rifampin St John’s wortg

PPI’sf Ketoconazole Carbamazepine
Imipramine PPI’sf Phenytoin
Phenytoin Nicardipine Phenobarbital
Phenobarbital SSRI’se

Isoniazid

(continued)
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Enzyme induction may also play a role in poisonings such 
as acetaminophen. It appears that an induced liver is more 
susceptible to acetaminophen hepatotoxicity, presumably via 
increased formation of its toxic metabolite, N-acetyl-para- 
benzoquinoninime. There are insufficient data, however, to 
determine what acetaminophen concentration poses a risk. 
Therefore, it has been recommended that the treatment line 
should be lowered to a line that intersects 100 mg/L at 4 h 
and 25 mg/L at 12 h post ingestion (from 150 to 37.5 mg/L, 
respectively) in chronic alcohol users or in patients receiv-
ing enzyme inducing drugs such as the anticonvulsants or 
isoniazid [62].

Induction requires synthesis of new enzymes so that 
time to onset of the interaction may be delayed compared 
to those involving enzyme inhibition. Time to onset of and 
maximal induction vary with the inducing agent, dose, and 
duration of exposure as well as the half life of the induced 
drug. For example, onset of induction by rifampin is approx-
imately 2 days whereas phenobarbital induction begins in 
approximately 6–7 days. Maximal induction of theophyl-
line by rifampin and phenobarbital are observed in 4 days 
and 4 weeks, respectively. Following discontinuation of the
inducing drug, the time course to return to the noninduced 
state is similar to that of induction. Most of the new gen-
eration anticonvulsants are not inducers of hepatic enzymes. 
However, most are eliminated, at least in part by inducible 
P450 enzymes [47, 48].

Enzyme inhibition may occur by competitive or noncom-
petitive mechanisms. Competitive inhibition occurs when a 

drug or its metabolite competes with another drug for bind-
ing to the active site of an enzyme. Noncompetitive inhibi-
tion is the result of enzyme inactivation. The time to 
inhibition depends on the mechanism of inhibition and the 
half lives (short half lives-rapid onset of action; long half 
lives-delayed onset of interaction) of the respective drugs or 
their metabolites. For example, the onset of theophylline
inhibition by erythromycin is delayed by several days, since 
it is a metabolite of erythromycin that is responsible for the 
competitive inhibition. Valproic acid is not an enzyme 
inducer, but rather is involved in competitive inhibition of 
substrates such as phenobarbital and lamotrigine [47].

Although most of these interactions involve the cyto-
chrome P450 system, other enzyme systems or mechanisms 
may be responsible for drug-drug interactions. Allopurinol is 
a competitive inhibitor of xanthine oxidase which is 
 responsible for oxidation of mercaptopurine to an inactive 
metabolite. When used concomitantly, patients may experi-
ence life threatening toxicity unless the dose of mercaptopu-
rine is reduced. The same consideration should also be 
exercised when treating patients with azathioprine and allo-
purinol since azathioprine is metabolized to mercaptopurine. 
Another example of drug-drug interactions not involving the 
cytochrome P450 system is the effect of cimetidine or pro-
pranolol to reduce lidocaine clearance by decreasing hepatic 
blood flow.

In the ICU setting, it is paramount to consider the possi-
bility of a drug-drug interaction whenever a patient is con-
comitantly receiving a drug capable of inducing or inhibiting 

Isoform

Substrate Inhibitors Inducers

Drugs Herbals, etca Drugs Herbals, etca

2E1 Acetaminophen Isoniazid Alcoholh

Theophylline Alcoholh St John’s wort
3A3 Amiodarone Triazolesb Rifampin St John’s wortj

3A4 Cyclosporine Protease Carbamazepine Echinaceal

Tacrolimus Inhibitors Phenobarbital Gingko?
Midazolam Macrolidesc Phenytoin
CCBi Amiodarone Grapefruit

CCBi Juicek

Isoniazid

Modified from Reed and Blumer [114]. With permission from Elsevier
aHerbal therapies, foods, chemicals
bKetoconazole, itraconazole> fluconazole, voriconazole
cErythromycin, clarithromycin, but not azithromycin
dTricyclic antidepressants (imipramine, nortriptyline), thioridazine, haloperidol, risperidone
eSerotonin reuptake inhibitors (particularly fluoxetine, paroxetine, sertraline)
fPPI’s (omeprazole, lansoprezole, pantoprazole)
gInhibits at very high doses; otherwise is an inducer
hChronic alcohol use causes a modest, short lived induction in man; acute alcohol ingestion inhibits (From Prescott [115])
iCalcium channel blockers (particularly verapamil, nicardipine, diltiazem)
jInduces intestinal CYP3A4 activity(decreased bioavailability) and hepatic CYP3A4 activity
kMajor effect on intestinal CYP3A4 activity(decreased bioavailability) rather than on hepatic CYP3A4 activity
lInhibits intestinal CYP3A4 activity(increased bioavailability) but induces hepatic CYP3A4 activity

Table 7.5 (continued)
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drug metabolism and a drug with a narrow therapeutic index 
and the potential for serious adverse effects. If available, 
drug levels should be monitored closely.

 Elimination
Most drug-drug interactions involving elimination from 
the body are the result of alterations in the renal processes 
of glomerular filtration rate (GFR), tubular secretion, or
tubular reabsorption. NSAID’s, which decrease GFR, may
reduce the renal clearance of drugs such as digoxin and the 
aminoglycosides [63], or active metabolites (e.g. N-acetyl 
procainamide). Patients with preexisting renal impairment, 
hypertension, or congestive heart failure (CHF) appear to be
at a greater risk for this interaction.

Competition for tubular secretion at the transport site for 
acidic or basic drugs or compounds may lead to decreased 
drug excretion. This mechanism has been used therapeuti-
cally in combining probenecid with β(beta)-lactam antibiot-
ics. However, it may result in toxicity as well. For example,
cimetidine decreases the tubular secretion of procainamide 
[64]. Tubular secretion may also be impaired via an interac-
tion with renal tubular P-glycoprotein (PGP). This is the 
mechanism responsible for decreased renal excretion of 
digoxin by quinidine and amiodarone [65]. Therefore, both 
quinidine and amiodarone decrease digoxin’s renal clearance 
as well as reducing its Vd by decreasing tissue binding.

Clinically significant drug interactions involving renal 
tubular reabsorption are rare. Lithium reabsorption is altered 
by drugs that affect proximal tubular sodium reabsorption. 
Renal clearance of lithium is reduced by loop and thiazide 
diuretics as well as NSAID’s which increase proximal tubu-
lar sodium reabsorption [65]. More commonly, urinary pH is 
modified in the setting of acute poisoning to decrease reab-
sorption and enhance urinary excretion of a toxic compound 
(e.g. salicylates).

 Pharmacodynamic Interactions

Pharmacodynamic drug interactions may result from sum-
mation of similar or opposing effects in patients receiving 
multiple drugs. Examples in the PICU setting of the former 
include CNS depression with benzodiazepines and opiates; 
neurotoxic effects from combined use of anticonvulsants 
with similar mechanism of action [48]; bleeding with any 
combination of warfarin, heparin, low molecular weight hep-
arin, tissue plasminogen activator (TPA), and nonsteroidal 
anti-inflammatory drugs; hypotension with such agents as 
vasodilators, β(beta)-blockers, and propofol; hyperkalemia 
with potassium supplements, angiotensin-converting enzyme 
(ACE) inhibitors, or spironolactone; and hypokalemia with 
diuretics, amphotericin B, and β(beta) agonists. The risk of 
vancomycin associated nephrotoxicity is low when trough 

concentrations remain below 20. The risk increases three 
to fourfold, however, with concomitant use of aminoglyco-
sides or other nephrotoxic agents [45]. Many drugs from a 
variety of classes have been implicated in the development 
of the serotonin syndrome [66–68]. These classes include 
amphetamines and derivatives (e.g. 3,4 methylenedioxy-
methamphetamine – ecstasy, cocaine, caffeine), MAO inhibi-
tors, analgesics (e.g. cyclobenzaprine, meperidine, tramadol, 
fentanyl), antidepressants/mood stabilizers (e.g. buspirone, 
lithium, tricyclic antidepressants, SSRI’s), antiemetics 
(metoclopramide, ondansitron), and miscellaneous agents 
such as detromethorphan, tryptophan, and linezolid. The lat-
ter possesses MAO inhibitor activity [68]. Most cases occur 
in patients on chronic therapy with an SSRI who receive or 
acutely ingest drugs that can increase serotonin levels at CNS 
receptors or heighten the response to serotonin at the recep-
tors (e.g. lithium). However, other receptors such as NMDA, 
dopamine, and GABA may also be involved. The serotonin 
syndrome may also arise from a pharmacokinetic interaction. 
A 12 year old child taking sertraline chronically developed 
the syndrome when erythromycin (CYP3A4 inhibitor) was 
added [69]. Examples of summation of opposing effects 
would be the use of agonists and antagonists together such 
as albuterol and propranolol or the use of specific antagonists 
such as naloxone or flumazenil to reverse the effects of opiates 
or benzodiazepines, respectively. Pharmacodynamic interac-
tions may also create a new pathophysiologic condition or 
exaggerate a condition only observed with one of the drugs. 
Examples of the former include psychiatric disturbances 
reported with combined valproic acid and leveteracetam [70]. 
Examples of the latter include precipitation of carbamaze-
pine toxicity when leveteracetam is added to carbamazepine 
despite non toxic levels of the latter agent [47], and hyper-
ammonemic encephalopathy with combined valproic acid 
and topiramate administration [71]. Anticonvulsant drugs, 
particularly phenytoin, carbamazepine, and Phenobarbital, 
may induce resistance to neuromuscular blocking agents. 
Although pharmacokinetic mechanisms (e.g. induction of 
metabolism, increased α(alpha)-1 glycoprotein resulting in 
increased protein binding) are mostly responsible, pharma-
codynamic mechanisms may contribute as well by upregu-
lation of acetylcholine receptors [72]. Pharmacodynamic 
drug interactions may also occur indirectly as previously 
mentioned under QT  prolongation and torsades de pointes. 
Another example is diuretic induced hypokalemia may 
trigger digitalis toxicity. NSAID’s, via sodium and water 
retention, may blunt the antihypertensive effects of ACE 
inhibitors, etc. or negate the benefits of diuretics in patients 
with CHF. Finally, pharmacodynamic interactions may be
of benefit to the patient. For example, the addition of a low
dose of lamotrigene to valproic acid can result in a profound 
synergistic effect to improve efficacy. However, tremors may 
also be exacerbated [47].
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 Herbal-Drug Interactions

These interactions may also occur on a pharmacokinetic or 
pharmacodynamic basis. Pharmacokinetic interactions, 
mediated by changes in the activity of drug metabolizing 
enzymes and/or the drug transporter, appear to be the most 
common types of interactions [73–75]. Reports of clinically 
significant interactions are limited and mostly involve St. 
John’s wort with cyclosporine, anticoagulants, digoxin, anti-
depressants, and protease inhibitors [74–76]. St. John’s wort 
induces cytochrome P450 activity, in the intestine and liver, 
and PGP in the intestine thus decreasing the plasma concen-
trations of the aforementioned drugs. The effect appears to 
be greater on intestinal compared to hepatic cytochrome 
P450 activity. With long term administration of St. John’s 
wort, the area under the serum concentration time curve for 
orally administered midazolam is reduced by 50 % com-
pared to a 20 % reduction observed following IV administra-
tion [75]. The INR may be decreased by 50 % when warfarin 
is administered to a patient receiving St. John’s wort [77, 78] 
while organ rejection may occur due to subtherapeutic cyclo-
sporine levels [79, 80].

Echinacea, a dietary supplement, appears to inhibit cer-
tain cytochrome P450 isoform (CYP2C9 and CYP1A2) while 
inducing CYP3A activity [75]. CYP2C9 and CYP1A2 are 
responsible for metabolism of such drugs as theophylline, 
phenytoin, and warfarin while the CYP3A isoform is respon-
sible for the metabolism of such drugs as cyclosporine, mid-
azolam, and tacrolimus. On the other hand, ginkgo and 
ginseng have been implicated in a number of reports without 
strong corroborating data [74]. There is a case report of ima-
tinib hepatotoxicity because of a suspected interaction with 
Panex ginseng. Ginseng, by inhibiting CYP3A4 and intesti-
nal PGP, may have increased the plasma concentration of 
imatinib and potentiated its toxicity [81].

Although there are a paucity of confirmed herbal-drug 
interactions in the literature, a variety of herbal therapies and 
foods including teas, cloves, garlic, ginger, and Allium 
satium to name a few, may have variable effects on cyto-
chrome P450 isoforms. The potential for a significant interac-
tion exists when patients receive drugs with a narrow 
therapeutic index after or while consuming these herbals or 
foods. Table 7.4 also summarizes known interactions 
between herbal and prescription medications involving cyto-
chrome P450 isoforms.

As mentioned earlier, pharmacodynamic herb-drug inter-
actions may also occur [74]. There are herbals with pur-
ported sedative, anticoagulant, antihypertensive, or 
antineoplastic effects to name a few. A similar potential 
exists for additive, synergistic, or antagonistic effects from 
herbal-drug interactions as may occur with combinations of 
drugs. For example, St. John’s wort has been reported to

 trigger the serotonergic syndrome in patients receiving anti-
depressant medications [66]. Pharmacodynamic interactions 
may also arise with patients receiving anticoagulants [82]. 
Ginkgo, for example, has antiplatelet activity and has been 
implicated in cases of severe bleeding when used in combi-
nation with nonsteroidal anti-inflammatory agents. Of rele-
vance in the PICU is the patient with prolonged or marked 
post operative bleeding. Javed et al. have recently reviewed 
the literature regarding herbal interactions with the coagula-
tion system either alone or in combination with drugs. They 
identified 24 compounds with documented effects (most on 
platelet function) and 98 with theoretical risks [83].

 Pharmaceutical Interactions

Pharmaceutical interactions result in drug inactivation when 
compounds are mixed together prior to administration in 
syringes, IV tubing or hyperalimentation fluid or during 
administration in the IV catheter. PICU’s are frequently 
plagued with issues regarding IV compatibility because criti-
cally ill children often require multiple IV infusions through 
a limited number of vascular access sites. These children are 
commonly fluid overloaded and require concentrated medi-
cation infusions. To complicate matters further, compatibil-
ity information for the drug combination needed is often 
unavailable, poorly referenced, or does not include specific 
concentrations or diluents. Avoiding incompatibility/insta-
bility problems with concurrent medication infusions is 
important in order to optimize the therapeutic response and 
preserve vascular access.

Many factors influence drug compatibility such as tem-
perature, drug concentration, ionic strength, pH, light expo-
sure, and the length of time medications remain in contact. 
Physical incompatibilities are visible in the form of precipi-
tation, turbidity, or a change in viscosity and may result in 
the loss of IV access (e.g. sodium bicarbonate and calcium). 
They are often due to inadequate solubility or acid-base reac-
tions. On the other hand, chemical reactions are not always 
visible and are usually irreversible. Certain solutions may 
also contain preservatives such as benzyl alcohol and propyl-
ene glycol (e.g. pancuronium, lorazepam, heparin) to 
enhance stability that may result in serious adverse effects 
[84–86].

Proactive measures should be exercised to minimize drug 
incompatibilities. Be aware of factors that affect drug com-
patibility, do not co-administer incompatible drugs through 
the same line (e.g. epinephrine), take advantage of drug- 
delivery systems (e.g. Y-site administration), and always 
flush the catheter thoroughly between intermittent medica-
tion infusions. If compatibility is unknown, attempt to infuse 
the drugs/solutions through separate catheters. Closely 
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 monitor the patient’s response to therapy if two medications 
of unknown compatibility must be infused together. If the 
patient is not obtaining the expected response from the medi-
cation, it may be that a chemical reaction has occurred. 
Creating compatibility charts with the medications and con-
centrations commonly used in your unit is extremely helpful 
to the PICU staff. Reviewing new compatibility information 
and upgrading the chart must be a continuous process. 
Appendix 3 lists common drug compatibilities and incom-
patibilities that we use as a guide in our PICU [87–91].

 Drug-Food and Drug-Enteral Formula 
Interactions

Although there are many examples of drug-food interac-
tions, very few are pertinent to the critical care setting. 
Table 7.5 includes the effects of foods on hepatic metabo-
lism. Grapefruit juice interferes with CYP 3A3/A4 [75]. The 
predominant effect, however, is on intestinal rather than 
hepatic CYP 3A3/A4 activity. The consequence of this inter-
action is increased oral bioavailablity rather than decreased 
systemic clearance. Cruciferous vegetables such as cabbage, 
brussel sprouts, and cauliflower are potent inducers of 
CYP1A2. The most significant drug-food pharmacodynamic 
interaction is the blunted effect of warfarin when foods rich 
in Vitamin K are consumed. Enteral nutrition by tube feed-
ings can decrease drug absorption and lead to therapeutic 
failures by binding the drug and/or competition for absorp-
tive surface area in the intestine. There are a paucity of data 
evaluating drug-nutrient interactions for most drugs adminis-
tered to ICU patients receiving continuous enteral nutrition. 
For most drugs studied, the rate but not extent of absorption
is affected. There are a few exceptions most notably phenyt-
oin, carbamazepine, warfarin, and ciprofloxacin [92–94]. 
There is no strategy that consistently obviates this interac-
tion. We recommend flushing the tubing 1–2 h before drug 
administration and resuming feeds 1–2 h later. The bioavail-
ability of some drugs may be reduced by adherence to the 
walls of the feeding tube (e.g. carbamazepine, diazepam 
solution) [93].

 Drug-Disease Interactions

Disease states can alter the pharmacokinetics and pharmaco-
dynamics of a drug, and conversely, a drug can interact with 
a disease to produce an adverse reaction. The most obvious 
example of these interactions is the effect of renal dysfunc-
tion on the pharmacokinetics of drugs cleared by the kidney. 
It is important to continuously evaluate the impact that a 
patient’s changing renal function might have on a medica-

tion and adjust the dose or dosing interval accordingly. 
Renal replacement therapies will have varying effects on the 
clearance of drugs depending on the individual drug and 
type of replacement therapy [95]. However, these dosing 
recommendations may no longer be valid owing to new 
CRRT technology and methods augmenting drug removal 
[96]. Drugs metabolized by the liver are generally not 
affected until there is a significant degree of hepatic damage. 
However, dosing adjustments of hepatically cleared medica-
tions have to be made in the setting of overt liver failure. 
Other alterations in the pharmocologic properties of a drug 
are disease specific. For instance, the bioavailability of aspi-
rin is significantly impaired during the acute phase of 
Kawaski disease, then increases dramatically when the 
patient becomes afebrile [97]. The pharmacokinetics of phe-
nytoin are altered in the setting of severe head injury in chil-
dren. The increased clearance of phenytoin in this patient 
population results in a requirement for higher than normal 
doses to achieve therapeutic serum concentrations [98, 99]. 
Protein binding is also altered due to decreased serum albu-
min levels and results in an elevated free fraction of phe-
nytoin [99]. The Systemic Inflammatory Response Syndrome 
(SIRS) may interfere with hepatic drug metabolism. 
Pantoprazole clearance, mediated by CYP3A4 and 
CYP2C19, was reduced by 62 % in the presence of SIRS 
[100]. This supports the findings of Carcillo et al. [101]. 
Using antipyrene, a probe for CYP3A4, CYP1A2, CYP2C9, 
and other isoforms, they demonstrated a twofold reduction 
in clearance in septic children and a fourfold reduction in 
clearance in children with three or more organ failures. 
Antipyrene clearance was inversely related to interleukin-6 
levels.

The pharmacodynamic action of a medication may also 
be altered by a patient’s disease process. Critically ill chil-
dren may require a higher area under the serum concentra-
tion time curve of pantoprezole to raise gastric pH [102]. 
Ketamine is an anesthetic agent that can be used for proce-
dural sedation in the PICU. Although ketamine is a direct 
myocardial depressant, its administration generally results in 
increased blood pressure and heart rate caused by release of 
endogenous norepinephrine. In the setting of a patient with 
severe heart failure, however, ketamine’s predominant effect 
may be myocardial depression resulting in adverse hemody-
namic effects [103].

A drug may interact with a disease to produce a new 
pathophysiologic condition in a patient. Nonsteroidal anti- 
inflammatory drugs may precipitate acute renal failure in a 
patient with a low cardiac output state or septic shock. A drug 
may also exacerbate an underlying condition such as in an 
antihistamine lowering the seizure threshold in a patient with 
epilepsy. Table 7.6 lists some clinically important examples 
of interactions between drugs and diseases.

7 Pharmacology in the PICU
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 Drug Safety

An understanding of the principles discussed earlier is nec-
essary to minimize the chance of producing adverse out-
comes associated with drug therapy. However, knowledge of 
the science of pharmacology alone is inadequate to reduce 
adverse drug events (ADE’s) to a minimum. Medication 
errors are a common cause of ADE’s and have unfortunately 
been associated with fatalities in too many cases. Patients in 
the critical care unit are an especially vulnerable population 
due to the number of medications used and the complexity of 
their disease processes. The rate of ADE’s in pediatric criti-
cal care units is 4.9 per 100 patient days, with a preventable 
rate of 2.1 per 100 patient days [104]. Errors can occur at any 
stage in the medication delivery process. One-third of seri-
ous medication errors occur during the ordering stage, 

 one- third during medication administration and the remain-
ing third are equally divided between the transcription and 
dispensing stages [105]. A single children’s hospital study 
found a medication error rate of 5.7 errors per 100 medica-
tion orders, with most involving intravenous medications 
and occurring at the time the physician wrote the order [106]. 
The focus of error prevention is on the systems involved in 
medication prescription and delivery. It is well recognized 
that blaming an individual for making a human error, and 
strategies aimed at changing individual behaviors are not 
effective in preventing medication errors [107]. Systems 
which do not allow care providers to make an error are the 
most effective measures in dealing with preventable ADE’s. 
Examples of simple error prevention solutions are oral medi-
cation syringes and enteral feeding tubing which will not 
allow connection to an intravenous catheter. Simple engi-
neering changes such as these prevent the inadvertent, and 
often fatal, intravenous administration of products formu-
lated for enteral use.

Technological strategies are being used more frequently 
in attempts to minimize medication errors. Computerized 
physician order entry (CPOE) has the potential to sig-
nificantly decrease medication ordering errors in pediatric 
intensive care units [108]. However, the promise of this 
technology has not yet been shown to significantly decrease 
ADE’s in PICU’s [109] Implementation of CPOE requires a 
thoughtful approach and must be tailored to the workflow in 
an individual unit to avoid introducing new forms of errors/
adverse events [110]. CPOE is strengthened when paired 
with decision support software which helps guide clinicians 
in medication selection, dosing, prevention of medication 
interactions and avoidance of preventable allergic reac-
tions [111]. Another promising technology is bar-coding. 
Bedside use of bar-coding technology, coupled with the use 
of an electronic medication administration record (eMAR) 
allows for identification of the patient receiving the medi-
cation, the drug being administered and matching of both 
with ordered medications. Bar-coding coupled with eMAR 
has been shown to significantly decrease medication admin-
istration errors in an adult hospital [112]. Infusion pumps 
with built in decision support software (“smart pumps”) can 
be utilized to prevent dosing errors. Smart pumps can warn 
nurses when a medication dose is outside of an acceptable 
range and hard stops can be programmed which prevent the 
delivery of excessive medication [111]. Implementation of 
any technology often requires significant staff education and 
buy-in for the technology to be effective. The mere presence 
of CPOE, bar-coding and smart-pumps does not guarantee 
patient safety if the PICU staff is not well prepared and moti-
vated to use the technology.

One well proven strategy to reduce drug errors in the PICU 
is the presence of a unit-based clinical pharmacist [113]. 
Combinations of various strategies aimed at  eliminating 

Table 7.6 Drug-disease interactions

Effect of disease on drug
Pharmacokinetic interactions

Renal failure
 Increased free serum phenytoin concentration
  Meperidine induced seizures due to accumulation 

of normeperidine metabolite
CHF
 Decreased oral furosemide absorption
 Decreased lidocaine clearance
Trauma
 Increased phenytoin clearance and decreased protein binding
Viral infections and hepatic metabolism
  Influenza and adenovirus inhibit theophylline, phenytoin, 

carbamazepine, and warfarin metabolism
SIRS and hepatic metabolism
 Decreased cytochrome P450 enzyme activity
Pharmacodynamic interactions

Ketamine induced shock state in patients with severe heart failure
Sedatives precipitate encephalopathy in liver failure patients
Effect of drug on disease(adverse drug reactions)
New pathophysiologic condition

Reyes syndrome in patients receiving aspirin for juvenile rheumatoid 
arthritis
Acute renal failure in patients with low cardiac output or septic 
shock receiving NSAID’s
Exacerbation of underlying disease

Decongestants and hypertension
β-blockers, NSAID’s and asthma
β-agonists (e.g. albuterol), stimulants(e.g. methylphenidate) 
and supraventricular tachycardia
NSAID’s and bleeding disorders
Steroids and diabetes
Phenothiazines, buproprion, antihistamines lower seizure threshold
β-blockers, calcium channel blockers and CHF
Sulfa, ceftriaxone and kernicterus in neonates with 
hyperbilirubinema
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medication errors in the PICU need to be investigated, and 
best practices in medication safety need to be shared among 
intensive care units world-wide.
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    Abstract 

 Telemedicine technologies involve real-time, live interactive high-defi nition video and 
audio communication that allow pediatric critical care physicians to have a virtual presence 
at the bedside of any critically ill child. Telemedicine use has been increasing and is 
expected to become a common tool in remote emergency departments, inpatient wards, and 
Intensive Care Units for pediatric care. There is increasing data to support new care models 
that incorporate telemedicine technologies result in higher care quality, more effi cient 
resource use with improved cost-effectiveness, and higher patient, parent and remote pro-
vider satisfaction. As more research is conducted, the best use of these technologies will be 
better defi ned, and result in increased access to pediatric critical care expertise to a larger 
population of children in need of Pediatric Intensive Care Unit (PICU) services.  
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        Introduction 

 The annual number of patients admitted to Intensive Care 
Units (ICUs) in the United States (US) is approximately fi ve 
million and is increasing each year. Patient acuity, refl ected 
by comorbid medical conditions, technology dependence, 
and severity of illness, is also on the rise. The care provided 
in the ICU is increasingly complex and requires state-of-the- 
art facilities, the most modern technologies, and a compre-
hensive team of specially trained multidisciplinary providers 
and ancillary personnel. As a result, care of ICU patients 
has become more complicated, and patients are increasingly 
exposed to failures in the care delivery that result in mis-
takes, complications, and even death. In fact, it is estimated 
that on average, every patient admitted to an average US ICU 

experiences 1.7 potentially life threatening errors each day, 
and each year some 50,000 patients die from preventable 
deaths [ 1 ]. 

 In the past two decades, two major health system factors 
have been identifi ed that maximize the chances of high care 
quality and minimize risks of mistakes and complications in 
the ICU. The fi rst factor is the regionalization of specialty 
ICU services. ICU regionalization is a means of concentrat-
ing medical expertise and increasing patient volumes at des-
ignated referral and tertiary care hospitals. Higher patient 
volumes often result in increased care effi ciency and 
improved patient outcomes. Well known examples include 
the regionalization of trauma, specialty surgical procedures, 
adult critical care, as well as neonatal and pediatric intensive 
care [ 2 – 8 ]. The second factor shown to improve outcomes 
and quality of care in the ICU is to ensure that all patients are 
actively cared for by critical care physicians. In both adult 
and pediatric ICUs, research demonstrates that critically ill 
patients have a lower risk of death, shorter ICU and hospital 
length of stay, and receive higher care quality when critical 
care physicians are involved in their management [ 9 – 12 ]. 
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In fact, researchers estimate that ICU mortality is reduced by 
some 10–25 % when critical care physicians direct patient 
care compared to ICUs where critical care physicians have 
little to no involvement in patient care [ 9 ,  10 ]. 

 Unfortunately, not all critically ill patients are cared for in 
regionalized ICUs, nor are they uniformly treated by critical 
care physicians. While regionalization improves patient care, 
by its design, it also creates disparities in access. Acutely ill 
patients living in non-urban areas, are by necessity treated 
and cared for in hospitals that lack full PICU services and 
critical care expertise [ 13 ], resulting in risk of both delays in 
care and inappropriate care [ 14 ,  15 ]. Magnifying this prob-
lem is the continued shortages of critical care physicians, for 
both adult and PICUs, which is expected to worsen in future 
years [ 16 ,  17 ]. 

 Telemedicine is defi ned as the provision of health care over 
a distance using telecommunications technologies. It can be 
used to supplement efforts to both maintain the regionalization 
of ICU services as well as help specially trained critical care 
physicians participate in the care of critically ill patients in 
other locations. Telemedicine technologies can be used to 
more effi ciently increase access to specialty care services, 
including critical care physicians, to patients living in under-
served and remote communities and in community hospitals 
where the full spectrum of ICU and critical care services is not 
available [ 18 ,  19 ]. By importing specialty expertise using tele-
medicine, emergency departments, inpatient wards and inten-
sive care units are given the means to increase their capacity to 
provide higher quality of care to critically ill patients. Critical 
care physicians can also increase their effi ciency with these 
technologies so that their expertise can be shared with more 
patients at more than one ICU or hospital at a time. In addition, 
telemedicine use can potentially reduce patient transfers of less 
severely ill and injured children to referral centers, thus reserv-
ing limited ICU beds to those most in need of care at a region-
alized center [ 20 ,  21 ]. For these reasons, the use of telemedicine 
in critical care is increasing, and is expected to become a tech-
nology that most centers will use in their future practice. 

 Although telemedicine can be part of the solution to 
disparities in access to critical care physicians and special-
ized care, it is not meant to obviate the transfer of critically 
ill patients in need of services at a regional ICU, nor is it 
meant to replace an on-site critical care physician. Instead, 
as numerous clinical programs across the country have dem-
onstrated, telemedicine and remote monitoring technolo-
gies can be used by critical care providers to immediately 
share their expertise in a variety of clinical scenarios. In this 
chapter, we review how telemedicine can be used by pedi-
atric critical care physicians. Specifi cally, we review how 
telemedicine can be used in remote hospital emergency 
departments, during the transport of critically ill children, in 
hospital inpatient wards, and in remote ICUs where pediatric 
critical care specialists are not immediately available.  

    The Use of Telemedicine in Emergency 
Departments 

 Past studies demonstrate shortcomings in care quality for 
acutely ill and injured children treated in EDs without pedi-
atric expertise [ 14 ,  22 – 24 ]. These EDs are, at times, inade-
quately equipped to care for pediatric emergencies [ 22 ,  23 , 
 25 – 27 ]. Further, personnel working in rural EDs, including 
physicians, nurses, pharmacists and support staff are often 
less experienced in caring for critically ill children. The rela-
tive lack of equipment, infrastructure and personnel experi-
enced in delivering specialty care to children may result in 
delayed or incorrect diagnoses, suboptimal therapies, and 
imperfect medical management [ 3 ,  11 ,  28 ,  29 ]. As a conse-
quence, acutely ill or injured children receive lower quality 
of care than children presenting to EDs in regionalized chil-
dren’s hospitals [ 14 ,  30 – 33 ]. 

 Telemedicine is a practical means of delivering expertise 
to remote EDs where specialists are not otherwise available 
[ 34 – 40 ]. The benefi t of this technology is that it provides the 
consultant (i.e., the pediatric critical care physician) the abil-
ity to see what is happening in the remote ED as if they were 
physically present. The consultant has access to high- 
defi nition patient views, the treating providers, the family, as 
well as monitors and equipment. Several controlled trials 
have compared the diagnostic accuracy, planned treatment 
and disposition plans of patients seen and treated in the ED 
supported with telemedicine compared to conventional ED 
care. In general, studies demonstrate equivalent results, sup-
porting the concept that telemedicine can be used by emer-
gency and critical care physicians to provide expert advice to 
remote EDs [ 35 ,  36 ,  41 ]. Specifi cally, in some clinical sce-
narios, it has been shown that patients treated over telemedi-
cine have similar outcomes, including the need for diagnostic 
studies, the need for medical interventions, the frequency of 
return ED visits, and overall patient satisfaction compared to 
patients treated by in-person physicians [ 35 ,  41 ]. 

 Two current examples where telemedicine has been suc-
cessfully implemented in clinical ED programs are adult 
stroke care and to support physician extenders working in 
remote EDs. In several studies, neurologists providing tele-
medicine consultations in the evaluation and treatment of 
stroke patients have similar outcomes to neurologists provid-
ing consultations in-person [ 42 – 44 ]. This care model allows 
hospitals without around-the-clock access to neurologists to 
have immediate expert care. While this is one of the fastest 
growing applications of telemedicine in the ED, other spe-
cialists can similarly provide consultations from remote sites 
to various patient groups that need specialty care. 

 Telemedicine is also effective when used by emergency 
medicine and critical care physicians to supervise the care of 
other non-physician clinicians working in remote EDs 
[ 45 ,  46 ]. Galli et al., reported their experience with a care 
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model where physician assistants staff several rural EDs, 
with an emergency medicine physician available for consul-
tation using telemedicine from a university hospital [ 45 ]. In 
this model, where tens of thousands of patients have been 
treated in the rural EDs by the on-site physician assistants, 
patient outcomes and provider satisfaction are similar to the 
care provided when emergency medicine physicians staffed 
each of the rural EDs. In addition, this model of ED care 
resulted in lower total healthcare costs [ 47 ,  48 ]. 

 Telemedicine use to provide immediate specialty consul-
tations to pediatric patients in the ED has also been shown 
to improve the quality of care and increase provider, patient, 
and parent-guardian satisfaction [ 46 ,  49 ]. Two studies 
describe how pediatric critical care physicians use telemedi-
cine to provide consultations to critically ill children pre-
senting to several rural EDs [ 46 ,  49 ]. Heath et al., at the 
University of Vermont concluded that use of telemedicine 
was associated with improved patient care and was superior 
to telephone consultations [ 46 ,  50 ]. In another study by 
Dharmar et al., the overall care quality, measured using a 
previously validated implicit-review instrument [ 51 ], was 
higher for patients receiving telemedicine consultations in 
remote EDs than for patients who received telephone con-
sultations and for patients who received no consultations 
[ 49 ]. These researchers also found that referring ED physi-
cians reported that consultations more frequently prompted 
a change in diagnosis or therapeutic interventions than 
when consultations were provided by telephone. Finally, 
parent-guardian satisfaction and perceived quality of care 
were signifi cantly higher when telemedicine was used 
 compared to telephone for consultations obtained by the 
referring ED [ 49 ].  

    The Use of Telemedicine During Transport 
of Critically Ill Children 

 There are currently only a handful of US programs using 
telemedicine technologies during the transport of critically 
ill patients. The transport program goals are to use telecom-
munications technologies to transmit data, including electro-
cardiac and laboratory data, as well as video of the patient 
during transport. Unfortunately, this model is typically lim-
ited by inadequate mobile telecommunication services to 
provide adequate bandwidth for continuous data and video 
transmission. Currently, there are two primary methods of 
providing continuous telecommunication services: the fi rst 
uses combined cell-phone services and the second uses inter-
net connectivity with city-wide Wi-Fi or satellite services 
[ 52 ,  53 ]. While a few programs document anecdotal success 
with their transport telemedicine programs, researchers have 
yet to produce data documenting improved clinical outcomes 
with this telemedicine application. 

 In a recent study, the outcomes of simulated adult trauma 
patients were compared among scenarios using telemedicine 
and scenarios using telephone communications during trans-
port [ 54 ]. The researchers found that use of telemedicine 
resulted in improved clinical outcomes including fewer epi-
sodes of desaturation, hypotension, and less tachycardia 
compared to identical simulated patients without telemedi-
cine use. In addition, the researchers found that recognition 
rates for key physiological signs and the need for critical 
interventions were higher in the transport simulations with 
access to telemedicine [ 54 ]. 

 Such data support the feasibility of using telemedicine 
during patient transport and raises possibilities that telemedi-
cine can improve this phase of care. However, until more 
reliable and affordable telecommunications are available to 
evaluate telemedicine in transport, the effectiveness and/or 
benefi t remain undetermined.  

    The Use of Telemedicine for Children 
Hospitalized in Intensive Care Units 

 PICUs are more regionalized and fewer in number than adult 
ICUs because children require critical care services less fre-
quently than adults. As a result, acutely ill and injured chil-
dren living in non-urban communities frequently require a 
medically complicated, expensive, and sometimes lengthy 
and risky transport in order to access specialty services. 
Despite the risks and potential for complications, lengthy 
transports are most often in the patient’s best interest, given 
the expertise of the regionalized PICU. However, under 
some circumstances, transporting a pediatric patient a long 
distance may not be necessary if there is a close by facil-
ity with intermediate capabilities, such as a Level II PICU 
or adult ICU with pediatric capabilities [ 55 ]. In addition, 
children hospitalized at regional hospitals experience longer 
length of stays, greater resource utilization, and higher costs 
than similar children cared for at non-Children’s hospitals 
[ 56 – 58 ]. Therefore, it is logical that some “mildly” or “mod-
erately” ill children (e.g., a child with asthma who requires 
continuous albuterol or a child with known diabetes and mild 
 diabetic ketoacidosis) can be cared for in a Level II PICU 
or other non-Children’s hospital’s ICU under the care of 
nurses and physicians competent in the care of such children 
with supervision from a pediatric critical care physician or 
pediatric critical care team using telemedicine and remote 
monitoring. 

 Telemedicine can be used by pediatric critical care physi-
cians in a variety of clinical scenarios and for a broad range 
of applications [ 59 ]. Consultations, remote monitoring, and 
nurse-physician oversight can range from a model of inter-
mittent, need-based consultations (the consultative model), 
to a bundled continuous monitoring and active involvement 
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model (the continuous oversight model). In a consultative 
model, a pediatric critical care physician can provide bed- 
side telemedicine consultations to a patient in a remote inpa-
tient ward or ICU. Such consultations could prompt a variety 
of clinical interventions, including recommendations on 
diagnostic studies, medications, and/or other therapies. The 
consultation may also recommend transport to the regional 
PICU. This type of model could result in a one-time consul-
tation and recommendations or lead to multiple videoconfer-
encing interactions during the day or hospital stay [ 60 ,  61 ]. 

 In the continuous oversight model, telemedicine can be 
used in combination with comprehensive remote monitoring 
by a critical care physician and nurse(s). In such a model, a 
remote team of physician(s) and nurse(s) are able to monitor 
many patient beds in sometimes several different ICUs. This 
care model could be more pro-active in implementing 
evidence- based guidelines and intervening prior to worsen-
ing care status or development of complications. This ICU 
telemedicine model can be created by centralizing existing 
ICU monitoring technologies and electronic health records, 
or can be contracted out to a third party specializing in 
remote ICU monitoring services. 

    Consultative Model 

 A pediatric critical care telemedicine program based on the 
consultative model has been successfully used in caring for 
mildly to moderately ill children in remote ICUs in Northern 
California [ 60 ]. In one model, pediatric critical care physi-
cians from a regional PICU connect to the telemedicine unit 
at the bedside for consultations to a referring neonatologist, 
general pediatrician, adult critical care physician, and/or sur-
geon caring for an infant, child or adolescent in a combined 
Pediatric-Adult ICU. The bedside nurses also can initiate a 
request for assistance from either the physician or pediatric 
critical care nurse at the regional PICU. While the remote 
ICU does not have pediatric critical care physicians on staff, 
it does have a neonatal ICU, a pediatric service, a pediatric 
inpatient ward, and the nurses are required to maintain train-
ing in pediatric critical care nursing [ 60 ]. 

 In this program, telemedicine consultations from pediat-
ric critical care physicians are available 24 h per day, 7 days 
per week. Consultations consist of a full history (with refer-
ring physician, nurse, and/or parent-guardian) and physical 
exam which may require the use of telemedicine peripheral 
devices (such as a stethoscope, otoscope, ophthalmoscope 
and/or general exam camera) or reported physical fi ndings 
from the bedside nurse or physician. The history and physi-
cal also includes the review of pertinent radiographs, medi-
cal records, and laboratories. Follow-up consultations can be 
conducted at the discretion of the consulting critical care 

physician or as requested by the referring physician or 
 bedside nurse. At any time after the initial or follow-up con-
sultation, the patient can be transported to the regional PICU 
based on the specialty needs of the patient, patient stability, 
and at the discretion of the referring or consulting physi-
cians, with consideration to nurse and physician comfort and 
parental preference. 

 Published data from this telemedicine program demon-
strate clinical outcomes, including mortality and length of 
stay, similar to severity adjusted benchmark data from a set 
of national PICUs [ 60 ,  61 ]. This program resulted in a high 
degree of satisfaction among remote providers and parents- 
guardians, and allowed patients to remain in their local com-
munity, lessening the stress among family members. 
Consultations using this model also provide clinical exper-
tise for patients requiring evaluation from other specialty 
services, including cardiology and ethics [ 62 ,  63 ]. Data from 
this program also demonstrated an overall reduction in 
healthcare costs due to more appropriate transport utiliza-
tion and decreased utilization of the more costly, regional 
PICU [ 64 ].  

    Continuous Oversight Model 

 When telemedicine and videoconferencing is bundled with a 
remote monitoring or “tele-presence” ICU system, a more 
proactive care model involving critical care physicians and 
nurses can be used. In this model of care, the specialist may 
act as a consultant responsible for continuous patient moni-
toring but may also actively participate in patient manage-
ment, including addition and titration of therapies, 
championing compliance with critical care best practices, 
and active communication with health care team members. 
Using this model, the initial research studies comparing pre- 
intervention to post-intervention outcomes suggested a non- 
statistically signifi cant reduction in severity-adjusted ICU 
mortality, severity adjusted-hospital mortality, the incidence 
of some ICU complications, and decreased ICU length of 
stay [ 65 ,  66 ]. However, the studies found no overall reduc-
tion in hospital length of stay. 

 There have been several subsequent studies evaluating the 
impact of the continuous oversight ICU model of care in a 
variety of adult ICU settings. In a large study conducted at 
six ICUs in a large US health care system, a similar pre- 
intervention versus post-intervention study found that imple-
mentation of an integrated telemedicine and remote 
monitoring program did not have a large impact on evaluated 
care [ 67 ]. This study reported no difference in ICU mortality, 
hospital mortality, ICU length of stay or hospital length of 
stay. However, the researchers found that among the subset 
of patients with higher involvement of remote telemedicine 
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providers, outcomes including survival, were improved [ 67 ]. 
Using the data from this study, another group of investigators 
researched the costs and cost-effectiveness of the tele-ICU 
program [ 68 ]. They found that daily average ICU and hospi-
tal costs after the implementation of the program increased 
by 28 % and 34 %, respectively. The investigators concluded 
that the cost-effectiveness of the continuous oversight pro-
gram was limited to the most severely ill patients [ 68 ]. 

 However, two more recent studies in smaller hospital set-
tings found confl icting results. In one study, investigators 
conducted a pre-intervention versus post-intervention study 
and found no reduction in ICU mortality, hospital mortality, 
ICU length of stay, or hospital length of stay when the same 
continuous oversight model was implemented in four ICUs 
in two community hospitals [ 69 ]. In the same year in a simi-
larly designed study of a single academic community hospi-
tal, the continuous oversight telemedicine program was 
associated with a statistically signifi cant reduction in mortal-
ity from 21.4 % at baseline to 14.7 %. The investigators also 
found a signifi cant reduction in ICU length of stay from 
4.06 days at baseline to 3.77 days, which remained signifi -
cant even after adjustment for case-mix and severity of ill-
ness [ 70 ]. 

 There has been one meta-analysis that combined pub-
lished data evaluating ICU telemedicine impact on patient 
outcomes. These researchers found that among 13 eligible 
studies involving 35 ICUs, there was a signifi cant reduction 
in ICU mortality (pooled odds ratio, 0.80), but found no 
impact on in-hospital mortality for patients admitted to the 
ICU [ 71 ]. They also found that remote ICU telemedicine 
coverage was associated with a reduction in ICU length of 
stay by 1.3 days, but found no statistically signifi cant reduc-
tion in hospital length of stay [ 71 ]. All studies included in 
this meta-analysis were assessments that compared pre- 
telemedicine measures to post-telemedicine measures. This 
study design is not ideal and subject to many biases. In addi-
tion, the meta-analysis contained a heterogeneous group of 
studies conducted on heterogeneous populations resulting in 
wide confi dence intervals [ 72 ,  73 ]. 

 Subsequent to the publication of this meta-analysis, 
researchers evaluated seven adult ICUs on two campuses of 
a single academic medical center where a similar continuous 
oversight ICU telemedicine program were implemented. 
These researchers found that the telemedicine program was 
associated with signifi cant improvements in several clinical 
outcomes [ 74 ]. The adherence to critical care best practices, 
including guidelines for prevention of deep vein thrombosis, 
stress ulcers, ventilator-associated pneumonia, catheter- 
related bloodstream infections, and guidelines for cardiovas-
cular protection all signifi cantly improved. In addition, there 
was a relative reduction in unadjusted and risk-adjusted ICU 
mortality by 13 % and 20 %, respectively. Further, both 

 risk- adjusted hospital mortality ICU and hospital length of 
stay were signifi cantly decreased [ 74 ,  75 ]. 

 The reasons why some continuous oversight telemedicine 
programs have resulted in signifi cantly improved outcomes 
while others have not is likely multifactorial and related to 
how the programs were implemented and supported. In stud-
ies that found improved clinical outcomes, the remote criti-
cal care teams seemed to work more proactively and were 
involved in care of a greater proportion of patients. The stud-
ies that found no improvements in clinical outcomes tended 
to use telemedicine and remote monitoring technologies in a 
more reactive manner where the primary physicians limited 
participation of the remote critical care physicians to fewer 
patients. In addition, the studies that did not fi nd improved 
outcomes with telemedicine did not have an ongoing clinical 
improvement program. In other words, the degree of benefi t 
seems to be related to the extent to which the telemedicine 
and remote monitoring is accepted by the medical staff and 
whether the program is actively used to create sustainable 
ICU care changes [ 74 ].  

    Telemedicine Technologies 

 Telemedicine ICU consultations involve real time, live inter-
active high-defi nition video and audio communication 
between the specialist at the regional PICU and health care 
provider at the remote hospital. Therefore, in developing a 
telemedicine program that originates from a PICU, there are 
many technical challenges to address, considering the goal is 
to provide 24 h per day immediate assistance to critically ill 
infants and children. It is a requirement to have on-call sys-
tems for both clinicians, as well as the technical personnel at 
both remote hospitals and regional PICUs. 

 Telecommunication lines need to be reliable and have ade-
quate bandwidth to maintain quality of service. This may 
require use of dedicated telecommunication lines, such as com-
plete or fractionated T1 lines, Integrated Services Digital 
Network (ISDN), or some other private networking telecom-
munication systems. If the internet is used, connection speeds 
can vary, and resulting audio-video quality can be unreliable. 
Further, modifi cations to allow encryption must be made so that 
the communications are compliant with the Health Insurance 
Portability and Accountability Act (HIPAA). A common solu-
tion to this is built-in videoconferencing unit encryption and/or 
establishing a virtual private network (VPN) tunnel. 

 Careful consideration of the telemedicine imaging equip-
ment is also needed. Remotely controlled videoconferencing 
devices offer a range of quality and can be wall mounted, 
pole mounted, or even mounted on mobile robotic platforms. 
Peripheral devices, such as high-resolution exam cam-
eras, stethoscopes, and oto-ophthalmoscopes are available; 
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 however, it may be easier to have the remote physician or 
nurse describe physical fi ndings, such as pupillary responses, 
than to have a remote operator use the camera. In the contin-
uous oversight telemedicine models, the connections for live 
feeds of cardiorespiratory and pressure monitors are needed, 
with the option for live feeds of ventilators or other monitor-
ing devices. In some cases where these monitoring systems 
are not used, as in the consultative model, a remotely con-
trolled video camera can be directed for close-up real-time 
monitor visualization and other equipment with interpreta-
tions similar to physical bedside interpretations.   

    The Future of Telemedicine in the PICU 

 It is expected that telemedicine use in pediatric critical care 
will increase. These technologies allow subspecialists to 
extend their expertise more quickly and further than could be 
done in the past. The potential advantages are numerous. 
Pediatric critical care physicians will be able to provide bet-
ter consultations to remote locations, resulting in higher 
quality of care. The transport of children to the regional 
PICU may become more effi cient and appropriate. Referring 
hospitals and physicians will ideally be supported to care for 
less ill patients that previously were referred to urban tertiary 
care centers. All of these goals are to the advantage of the 
patient, the patient’s family, the remote physician, the local 
hospital, regional health care systems as well as the payers. 

 Relationships between remote and regionalized PICUs 
may be enhanced, as subspecialists can provide the latest 
information to their remote peers, and these peers can edu-
cate their urban peers about the practice of medicine in a 
non-regionalized, non-children’s Hospital. We expect that 
telemedicine technologies will become more integrated into 
our daily care, just as computerized physician order entry 
and the electronic health records are becoming. Different 
models of care using different technologies will be used 
depending upon the needs of the patients, the remote hospi-
tals, and the regional PICUs. Data will continue to be evalu-
ated and updated to better understand telemedicine’s impact 
on effi ciency, clinical outcomes, and cost-effectiveness, to 
better defi ne where, when and for whom the technologies are 
most clinically and economically effective.     
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       What Is Health-Care Quality? 

 In  To Err Is Human , the Institute of Medicine (IOM) defi ned 
 health - care quality  as “the degree to which health services 
increase the likelihood of desired outcomes” and  patient 
safety  as “freedom from accidental injury because of medi-
cal care or medical errors” [ 1 ]. These two concepts are 
fundamentally linked, of course, and many notable voices 
have explicitly cited safety as the key dimension of qual-
ity, including the IOM, the Leapfrog Group, the Institute 
for Healthcare Improvement (IHI), the National Quality 
Forum (NQF), and even Hippocrates –  primum non nocere . 
Other chapters of this textbook will focus more explicitly 
on patient safety, unintended harm, and the prevention of 

 specifi c health-care associated complications. This chapter 
focuses on improvement models, general strategies, and 
practical concepts that can be applied in efforts to improve 
health-care quality. 

 The IOM outlined six dimensions of health-care quality 
[ 2 ]. The most fundamental attribute is that care should be 
safe. Care must also be effective and appropriately dis-
pensed—that is, care must be provided to all who could ben-
efi t and not to those unlikely to benefi t (avoiding underuse 
and overuse). Care should be patient-centered—respectful of 
and responsive to individual patient preferences, needs, and 
values, as opposed to provider or organizational motives. 
Quality care is timely—the right care to the right person at 
the right time—with waits and delays eliminated or mini-
mized. Care should be effi cient, actively seeking to identify 
and eliminate all forms of waste, be it time, equipment, sup-
plies, or energy. The fi nal dimension of care outlined by the 
IOM is equitability—the provision of care that does not vary 
in quality because of personal characteristics such as sex, 
ethnicity, geographic location, and socioeconomic status. 
It is a tall order, but ultimately attainable. 

      Quality Improvement Science 
in the PICU 

           Matthew     F.     Niedner     

  9

        M.  F.   Niedner ,  MD      
  Pediatric Intensive Care Unit, Division of Critical Care Medicine, 
Department of Pediatrics ,  University of Michigan Medical Center, 
Mott Children’s Hospital, F-6894 Mott #0243 , 
  1500 East Medical Center Dr ,  Ann Arbor ,  MI   48109-0243 ,  USA   
 e-mail: mniedner@med.umich.edu  

    Abstract  

  This chapter describes important aspects of health-care quality, what it is, and how to 
engage clinical providers in improvement efforts. The case for improving healthcare quality 
is outlined, with an emphasis on the special considerations within the pediatric intensive 
care unit setting. Common terminology to facilitate an understanding of quality is reviewed 
– including near misses, preventable and non-preventable adverse events. Models for under-
standing system and process performance are discussed – including the system of profound 
knowledge, aims oriented change, Plan-Do-Study-Act applications of the scientifi c method, 
and features of high reliability organizations. Provided is a basic tool kit for implementing 
change through the use of error proofi ng, process control, lean engineering, standardization, 
checklists, and protocols. Additionally, an introductory review of statistical process control 
and understanding variation through control charts is provided.  

  Keywords  

  Quality Improvement   •   Patient Safety   •   Medical Errors   •   Reliability   •   Translational Research  

mailto:mniedner@med.umich.edu


84

 The terms quality assurance (QA), quality control (QC), 
and quality improvement (QI) are often used interchange-
ably in colloquial parlance, however, each has a slightly dif-
ferent meaning. The primary objective of QA is to 
demonstrate that a service or product meets a set of pre- 
defi ned expectations or requirements. This is achieved by 
comparing actual processes and/or outcomes to those speci-
fi ed criteria. QC involves the systematic use of performance 
monitoring and corrective methods to ensure that a service or 
product conforms to a desired standard. QI refers to the bet-
terment or enhancement of a product or service compared to 
current, historical, or benchmark states. The term continuous 
quality improvement (CQI) is used to describe ongoing or 
iterative QI efforts.  

   Engaging Healthcare Providers in Quality 
Improvement 

 In spite of the known risks to patients from defi cits in health- 
care quality and safety countermeasures, most clinicians do 
not deliberately employ QI principles in their work, often 
believing that the responsibility for “systems issues” resides 
with the hospital administration [ 3 – 5 ]. Most clinicians focus 
on an understanding of pathophysiology and extrapolate 
treatment focusing on these principles. Figure  9.1  shows the 
translational research sequence of studies that transpire 
going from bench to bedside to practice guidelines. Research 
guided primarily by physiologic principles occurs in the 
early stages of translational research (e.g., T1 and T2). Late 

translational research (T3), such as implementation science, 
performance reliability, or improvement sustainability, is 
often confounded by local phenomena (e.g., staffi ng ratios, 
case mix), individualism (e.g., clinicians’ experience base, 
leadership style), human factors (e.g., psychology, ergonom-
ics), and nonmedical disciplines (e.g., business, economics, 
information technology, industrial engineering). These fac-
tors impact the generalizability of many quality and safety 
interventions. Tragically, the vast majority of discovery from 
T3 translational research is never published or dissemi-
nated—a lost opportunity in terms of the knowledge that  can  
be extrapolated [ 3 ].

   In 2001, the IOM report,  Crossing the Quality Chasm , 
elaborated on strategic solutions to improve safety and qual-
ity in health-care, emphasizing the importance of systems- 
based analysis, correction of latent defects in complex 
systems, transparency, multi-professional and multi- 
institutional collaboration [ 2 ]. Perhaps most importantly was 
the emphasis on overcoming the culture of individual blame 
and reliance on imperfect humans to simply try harder or do 
better. The IOM argued that imperfections in human perfor-
mance should be expected, and that systems should be 
designed to anticipate and mitigate their impact on patient 
outcomes. With the sentinel IOM reports, important health- 
care stakeholders have made signifi cant commitments to 
address these issues [ 6 ]. In 1999, the Accreditation Council 
for Graduate Medical Education began requiring compe-
tence in systems-based practice for physicians in training. In 
2005, the American Board of Medical Specialties outlined 
the kinds of patient-safety and quality-improvement content 
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that should be included on board-examination questions in 
all medical specialties [ 7 ]. In 2007, on the heels of pay-for- 
performance approaches pioneered by some third-party pay-
ers, the Centers for Medicare & Medicaid Services declared 
that there would no longer be reimbursement for the addi-
tional costs associated with certain preventable medical 
complications – and many other insurers are now following 
suit [ 8 ,  9 ]. Most recently, in 2010, the Maintenance of 
Certifi cation (MOC) program for physicians went beyond 
the traditional requirements—such as periodic examinations, 
continuing education, state credentialing—and required for 
the fi rst time a practice performance assessment [ 10 ]. To 
maintain certifi cation, physicians out of training must now 
demonstrate their ability to assess the quality of care they 
provide compared with peers or national benchmarks – and 
be able to apply the best evidence through follow-up assess-
ments [ 11 ]. This latest element of MOC has only begun to 
play out, but it clearly represents a signifi cant intent to 
encourage physicians to engage in clinical QI more 
substantively. 

 In the context of increasing public pressure for transpar-
ency, fi nancial incentives for performance, as well as legal 
and regulatory drivers for improved patient safety and health- 
care quality, there is a rapidly fl ourishing academic dimen-
sion to QI. Some of the methodologies to analyze quality and 
safety in health-care with academic rigor are still in develop-
ment, relatively young, and under adaptation from other 
industries and disciplines—and many are not familiar to 
practicing clinicians nor embedded in medical education 
[ 12 ]. Such analytic tools from human-factors engineering, 
psychology, industrial engineering and manufacturing are 
increasingly fi nding their way into the traditional stomping 
grounds of peer-reviewed medical literature [ 13 ]. Finally, 
calls for scholarly accounts of quality and safety endeav-
ors—along with publication guidelines for proper peer 
review—have appeared in recent years [ 14 ,  15 ].  

   The Case for Health-Care Quality as a Priority 
for Pediatric Critical Care 

 The Pediatric Intensive Care Unit (PICU) is a place of con-
verging threats to quality and safety—in essence, a canary in 
the coal mine. All the challenges that adult medicine has in 
defi ning, measuring, and improving health-care quality are 
amplifi ed in pediatrics, where evidence for best practice is 
more limited, the data infrastructure less robust, and the 
potential loss of quality-adjusted life-years greater [ 16 ]. 
Furthermore, ICUs, emergency departments, and operating 
rooms are the locations where defects in care delivery are 
most prolifi c [ 1 ]. 

 In the PICU, workfl ow is unpredictable, diverse, com-
plex, technical, stressful, and invasive—often with little 

 margin for error, as critically ill patients may succumb to 
insults that healthier patients might tolerate. Care must be 
multidisciplinary, with no one role—physician, nurse, respi-
ratory therapist, pharmacist, or social worker—able to have 
mastery of all the information and skills necessary to treat 
the patient optimally. This makes the ICU critically depen-
dent on teamwork and communication that must both func-
tion reliably in short time frames—and some of the most 
common and refractory sources of error are teamwork and 
communication failures [ 17 ]. There is a very high volume of 
“sharp end” activities—the point of care where all propa-
gated defects emerging from the system actually reach the 
patient—a medicine injected, a catheter inserted, a chest 
shocked. Yet in spite of the pervasive risks in the PICU, 
adverse outcomes from errors are camoufl aged. In general, 
more deaths occur in PICUs than in any other care units 
within a pediatric hospital, and adverse outcomes, although 
unwanted, are not unexpected. A death in a general-care unit 
stands out in bold relief and is scrutinized deeply for what 
went wrong—but how is it clearly discerned when morbidity 
or mortality in the PICU is from progressive refractory criti-
cal illness or from unrecognized (or unreported) medical 
errors slipping under the radar of awareness? 

 Pediatric critical-care medicine as a discipline has taken 
the initiative in asserting a voice at the national level regard-
ing measures of performance quality and safety, instead of 
waiting for external entities to select or mandate such mea-
sures as targets for public reporting and pay-for-performance 
[ 18 ]. The density of error potential, the high level of vigi-
lance, and the abundance of objective patient data make the 
ICU a locale that lends itself to measuring quality. Indeed, 
the NQF recently endorsed 48 quality measures, of which 23 
are relevant to PICU care, and 7 are explicit measures of 
PICU performance. There are only 13 pediatric-specifi c 
measures, making PICU-specifi c measure representative of 
more than half of the NQF-endorsed measures for pediatric 
care (Fig.  9.2 ) [ 19 ]. Similarly, Medicare’s recent announce-
ment of numerous nonreimbursed “never events” included 8 
metrics highly relevant to the PICU, although none that are 
PICU-specifi c (Fig.  9.2 ) [ 9 ].

   The health-care industry has a fairly woeful track record 
of reliably delivering contemporary best practice. It is esti-
mated that adults typically receive recommended, evidence- 
based care about 55 % of the time, with little variation among 
acute, chronic, and preventive care [ 20 ]. Although PICU- 
specifi c data on best-practice compliance are scarce, general 
pediatric data from a similar analysis suggest performance 
that is comparable to adult care on average, but a larger vari-
ability based on type of care [ 21 ]. Children receive an esti-
mated 68 % of indicated care for acute medical problems, 
53 % for chronic medical conditions, and 41 % for preven-
tive care. What is more, data derived from such audits do not 
include many errors unrelated to widely accepted best 
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 practices, nor those invisible to the audit methodology. In a 
survey of pediatric physicians and nurses, half fi led incident 
reports on <50 % of their own errors, and a third did so 
<20 % of the time [ 22 ]. It is reasonable to conclude that most 
practitioners in the PICU are only aware of the tip of the 
iceberg when it comes to near-misses, preventable harm, and 
opportunities for improving healthcare quality. 

 Many quality and safety initiatives developed in the ICU 
fi nd wide application in other medical environments and ser-
vice lines. This not only makes the PICU fertile ground for 
the development of interventions relevant to pediatrics at 
large but also makes the PICU well positioned to further 
develop QI science itself [ 23 ]. If the PICU is to be the canary 
in the coal mine, then it can also be an incubator of improve-
ment innovation.  

   Models for Understanding Quality 

 As experimental statistician George Box observed, “All 
models are wrong, but some are useful” [ 24 ]. Models, of 
course, provide an artifi cial structure for knowledge that 
refl ects complex phenomena accurately enough to better 
enable understanding—ideally well enough to enable mean-
ingful interpretation and constructive action. Clearly, health- 
care quality is complex, but models can help us grasp what is 
essential. A few of the more common and useful models for 
improvement are touched on here. 

 A high-level perspective on managing quality is encapsu-
lated by Deming’s system of profound knowledge [ 25 ]. This 
model is comprised of these four domains:
    1.     Appreciation of a system : understanding the overall pro-

cesses involving suppliers, producers, and customers (or 

recipients) of goods and services; insight into the interde-
pendence and dynamism of complex institutions; recog-
nition of how the whole is greater than the sum of parts.   

   2.     Knowledge of variation : understanding the range and 
causes of variation in quality (e.g., common versus spe-
cial cause); ability or access to statistical sampling in 
measurements.   

   3.     Theory of knowledge  ( or epistemology ): understanding 
the merits and limitations of what is knowable, how we 
come to understand through experimentation, and the 
roles of modeling, prediction, and justifi cation.   

   4.     Knowledge of psychology : understanding concepts of 
human nature, including inter-individual variation, com-
munication styles, beliefs, assumptions,  intrinsic/extrin-
sic motivation, and the will to change; insight into the 
collective impact of individual psychology toward the 
behavior of groups, morale, and teamwork.    
  Perhaps one of the simplest ways to think of QI is as a 

strategy to close the gap between actual practice and best 
known practice. The estimated time lag for scientifi c knowl-
edge generated in randomized clinical trials to be routinely 
accepted into medical practice is 17 years, a rather shocking 
testimony to the size and persistence of the gap, and a pro-
vocative invitation to close it [ 2 ]. Figure  9.3  is one depiction 
of how QI fi ts in the context of actual, best, and idealized 
performance. If the graph is taken as a survival or time-to- 
adverse-event curve from some identifi ed measure of quality 
or safety, one can assume that the ideal outcome is 100 % 
perfect over time. Much conventional research is focused on 
closing the gap between current best practice and such an 
idealized practice—that is, taking the best known mousetrap 
and incrementally making it better. In contrast, much QI is 
focused on closing the gap between actual practice and best 
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known practice—that is, taking the best designed mousetrap 
already known and ensuring that it deploys fl awlessly every 
time it is indicated (and not when it isn’t) in the specifi c local 
context of deployment. Complex systems and multi-step 
successes are often a basis for the gap between actual and 
best practice. If one is to start with valid, evidence-based 
health-care guidelines, many steps must be executed cor-
rectly for the best care to reach a patient. Staff must be aware 
of the evidence, accept it suffi ciently, know how to apply it, 
work in a care environment that makes it feasible, remember 
to do it real-time, have agreement from the care team and 
consumer, and ensure that the care is actually performed in 
the right time, place, and manner. If each of these steps were 
to occur with 95 % fi delity, best care would be delivered only 
about 70 % of the time.

   It is not uncommon for classic research and QI interventions 
to be confused, as they both are seeking to improve patient 
outcomes in data-driven ways, although typically through dif-
ferent mechanisms. Classic research and QI are often touted as 
serial, but in truth they are concurrent and synergistic. Classic 
research in early translational stages (T1/T2) certainly defi nes 
many of the best known practices that QI agents strive to imple-
ment in later translational work. Yet improvements in the con-
sistency and reliability of baseline clinical performance can 
reduce noise, improving the sensitivity of analyses aimed at 
detecting small incremental improvements in best practice 
(Fig.  9.3 ). For example, if children are not dying or having 
 prolonged hospitalizations due to nosocomial infections, 

 medication errors, and surgical complications, then sensitivity 
will be increased when trying to detect the impact of a novel 
intervention on survivorship and length of stay. 

 Another useful QI model relates to the hierarchy of 
defects in a complex system.  Latent system risks ,  near - 
misses    , and  actual harm  are points along a continuum. 
Figure  9.4  demonstrates how this continuum matches up to 
methods commonly employed to remediate such defects. 
There is a long-standing debate between whether it is more 
advantageous to measure risk, errors, or harm—but in truth, 
each has advantages and disadvantages, and all are widely 
used. A brief consideration of each measurement follows.
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   Detection and elimination of latent defects in a complex 
system provides the ideal solution to improving quality and 
safety, as it is the furthest point upstream from harming a 
patient. Failure Modes and Effects Analysis (FMEA) is one 
powerful strategy to identify ways in which a complex sys-
tem can fail on the basis of known historical performance of 
constituent parts of a device or process. This allows potential 
defects to be designed out of the system (or planned counter-
measures to be devised) before a design actually culminates 
in an actual product or active process. FMEA is widely used 
in manufacturing and engineering industries where device 
performance is fairly predictable (as with an intravenous 
pump or telemetry unit), but it is increasingly applied in the 
service industry—even though human factors and dynamic 
phenomena are more diffi cult to model [ 17 ]. Limitations of 
analyzing latent system vulnerabilities include: lack of good 
historical performance data upon which to base the model, 
the risk of unforeseen perturbations in complex and interde-
pendent systems, unpredictable and dynamic changes in the 
system, lack of intuitive guidance to the sources of risk, and 
the theoretical nature of some assumptions and conclusions 
in the absence of measurable errors or harm. 

 Another top-tier tool in system improvement is process 
streamlining through the elimination of waste—be it time, 
energy, materials, or process complexity. As Albert Einstein 
said, “Make everything as simple as possible, but not sim-
pler” [ 26 ]. If a desired outcome can be achieved in fewer 
steps without loss of fi delity or performance, it will likely be 
safer, because eliminating unnecessary steps removes some 
opportunities for errors to creep into a system and simultane-
ously reduces the number of variables when trying to under-
stand ongoing failures. Furthermore, elimination of waste 
improves value from a cost–benefi t perspective. This kind of 
streamlining to optimize value-added output is the basis for 
lean design, originally applied to production lines but 

increasingly applied to service lines. The contemporary par-
adigm of lean production and management is based on the 
Toyota Production System, and lean strategies have been 
successfully adapted to health care [ 27 – 29 ]. Specifi c exam-
ples of the kinds of waste identifi ed and eliminated in the 
health-care setting are outlined in Table  9.1 . A full descrip-
tion of lean methodology is beyond the scope of this chapter, 
but exhaustive resources are available for the interested stu-
dent [ 30 ,  31 ].

   Progressing along the ladder from latent defect to harm, 
the next step closer to patients is error. The most widely 
accepted criteria for medical error is failure of a planned 
action to be completed as intended (an error of execution) or 
the use of a wrong plan to achieve an aim (an error of plan-
ning), whether by commission or omission [ 32 ]. Thus the 
drug overdose due to a decimal error may be considered an 
error of execution by commission, whereas the treatment of 
mistaken septic shock instead of the actual adrenal crisis 
might be viewed as an error of planning where proper care 
was omitted. If the error results in no harm, it is commonly 
labeled a  near - miss , whereas if harm occurs, it is considered 
 a preventable adverse event . This should be considered dis-
tinct from  non - preventable adverse events  for which ways to 
avoid the known complication are not established—that is, 
harm occurring as a consequence of medical care but in the 
absence of an error (such as with the risk of cardiotoxicity 
from chemotherapy). Because errors resulting in near-misses 
are far more common than errors resulting in preventable 
harm, near-misses provide an attractive target for monitoring 
and measuring quality and safety on a continuous basis. 
Analysis of near-misses in an iterative manner can help gen-
erate hypotheses for root causes more rapidly than if only 
harmful events are considered. Focusing on errors and can be 
particularly helpful when related outcome measures are too 
rare or catastrophic to be acceptable guideposts (e.g., deaths). 

   Table 9.1    Types of waste in the lean model   

 Type of waste  Defi nition  Heath care examples 

 Correction  Rework because of defects, poor quality, mistakes  Revising incomplete or illegible forms 
 Order entry error 

 Overproduction  Producing the wrong things or producing more/sooner/faster than required 
by downstream processes 

 Unused or too-frequent laboratory testing 
 Too frequent clinic appointments 

 Motion/ movement  Unnecessary physical activity (motion) by people or relocation (movement) 
of people/materials 

 Walking to offi ce supplies or exam room 
 Searching for misplaced equipment or chart 
 Multiple patient room transfers 

 Waiting  People, machine, and information idle time  Patient waiting in waiting room 
 Providers waiting for lab results 

 Inventory  Information, material, or consumers in queue or stock  Stacks of medical notes to be dictated 
 Excess stored supplies in stock room 

 Processing  Unnecessary or redundant handling or processing  Reentry of patient demographics 
 Repeat collection of data 

 Underutilization  Tasking staff below their capacity or abilities  Nurse tending phones to refi ll prescriptions 
 Surgeon operating on one patient per day 
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Such error-based surveillance (e.g., compliance with a best 
practice) is particularly helpful when there is good evidence 
for key steps or processes fi rmly established in the medical 
literature. The ability to identify and monitor compliance 
with important process measures provides actionable data to 
an improvement team about how to reduce unnecessary vari-
ation and close the gap between actual performance and 
desired best practice (Fig.  9.3 ). This is the basis of process 
control—often associated with the Six Sigma management 
strategy employed widely in many sectors of industry, 
including health care. 

 Although there are advantages to error-based quality- 
performance analyses, there are notable limitations to 
acknowledge. Error and near-miss rates vary widely depend-
ing on the defi nitions used for error, surveillance methods, and 
even the safety culture of the reporting unit [ 33 ,  34 ]. 
Furthermore, measures of errors are most helpful if they can 
be expressed as rates (errors divided by opportunities for that 
error type), but often there is no denominator available [ 18 ]. 
Even the numerators can be circumspect because many errors 
go unreported, and there is an attention bias that favors identi-
fi cation of errors of commission (rather than omission) and 
errors resulting in harm (rather than near-misses) [ 22 ]. Thus, 
error-based quality assessment may be better applied as a local 
qualitative and semi-quantitative improvement strategy, rather 
than an as comparative performance tool [ 35 .] 

 The measure of actual harm to patients is a fi nal measure 
of quality and safety in the current hierarchy being discussed 
(Fig.  9.4 ). From a high-principled perspective, one can con-
sider harm to the patient a failure to have detected and miti-
gated the latent system defects and combination of conspiring 
errors. Although risk and near-miss analyses are more proac-
tive, harm analysis is a more reactive process—there is no 
putting the genie back in the bottle. From a pragmatic per-
spective, it is like adding insult to injury to witness harm and 
not try to learn from it. It is worth noting that all errors are 
not created equal . . . those resulting in harm may be distinct 
from those that do not, and harmful errors can implicate 
defects not necessarily apparent in near-misses [ 36 ]. Several 
organizations have proposed injury-based trigger tools that 
can be used to provide systematic surveillance measures of 
harm, such as the Agency for Healthcare Research and 
Quality’s general and pediatric-specifi c Patient Safety 
Indicators, the IHI’s Global Trigger Tool, and others [ 18 , 
 37 – 39 ]. Some of these metrics and tools focus on types of 
harm that are assumed to be preventable or largely so, 
whereas other tools for measuring harm are inclusive of all 
readily identifi able harm. One key advantage to measuring 
all harm is that it provides an opportunity to question the 
boundary between preventable and unpreventable injuries. If 
the goal in health care is to eliminate or reduce all harm to 
patients, then including measures of harm considered unpre-
ventable by traditional medical standards can direct our 

attention toward innovative care or research. Indeed, it is our 
medical legacy that types of harm formerly deemed to be “a 
cost of doing business in the ICU” are now considered immi-
nently preventable, as has been the case with many hospital- 
acquired infections [ 23 ,  40 ,  41 ]. 

 Harm-based performance metrics have their limitations 
too, of course—the most obvious being that the patient is 
injured in some manner. Because unpreventable adverse 
events and deaths are, to some extent, expected in the PICU, 
such occurrences do not necessarily raise the specter of pre-
ventable error. When they are recognized, attribution may 
not be accurate. Furthermore, the retrospective nature of 
harm evaluation provokes numerous kinds of bias toward 
which human perceptions are prone—such as hindsight and 
outcome bias [ 42 ]. 

 If the analysis and attribution of risk, error, or harm is 
signifi cantly biased, incorrect, or overly simplistic, then the 
conclusions not only are invalid but also can lead to unneces-
sary and possibly counterproductive attempts at remediation. 
Therefore, all risk, error, and harm analysis—as well as 
planned responses—must be undertaken with such limits 
and pitfalls in mind. Finally, because all monitoring and cor-
rective strategies have limitations and none are perfectly 
suited for all applications, it makes sense to employ multiple 
simultaneous approaches for a more robust quality- 
monitoring and safety-monitoring system. Doing so also 
helps create cross-validation between sources of perceived 
risks, error patterns, and actual harm—helping to overcome 
the weaknesses of each individual approach.  

   The Science of Quality Improvement 

 When considering QI science, especially late translational 
research (e.g., T3), an understanding of the “realistic evalua-
tion” model put forward by Pawson and Tilley [ 43 ] is helpful 
to get past some of the constraints inherent in orthodox 
experimentation [ 44 ] (Fig.  9.5 ). In a nutshell, realistic evalu-
ation seeks to explain variation in outcomes by analyzing the 
context that may have differentially enabled or disabled an 
intervention from having the postulated impact. Classic 
research methods use strategies to wash out variation and 
isolate the effect of an intervention—such as with random-
ization, prospective analysis, large sample sizes, blinding, 
and controlling for known confounders. In the face of con-
fl icted literature on the effi cacy of an intervention, a conven-
tional approach might be to perform a meta-analysis—to 
essentially “lump” the studies together to see what the “true” 
effect is when analyzed with greater power. However com-
pellingly large the sample size may become, there are many 
limitations to this method of understanding variation between 
studies [ 45 – 47 ]. Another way to interpret confl icting studies 
is to consider the unknown, unmeasured, or unrecognized 
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contextual factors that altered the impact of an intervention 
(either positively or negatively) in different studies or sites. If 
infl uential contextual factors can be identifi ed, implementing 
such enablers or eliminating disablers may allow an inter-
vention to perform as intended. A good example of this is the 
impact of safety culture on certain unit outcomes, such as 
nosocomial infection rates, throughput delays, medication 
errors, and staff turnover [ 48 – 52 ]. Teamwork and safety cli-
mate have proven to be responsive to ICU-wide interven-
tions, both positively and negatively, making interventional 
anthropology a growing domain of QI [ 49 ,  53 ].

   Not only are the models for QI science often different 
from traditional biostatistical approaches, but the way mea-
sures are viewed and used also differ (Table  9.2 ) [ 54 ,  55 ]. 
Where classic research seeks to discover new knowledge in 
the scientifi c realm, improvement science seeks to operation-
alize it in real life. In research orthodoxy, unequivocal hard 
outcomes (e.g., death) are preferable to surrogate markers 
assumed to be correlated to them (e.g., multiple organ dys-
function scores). However, measures in improvement sci-
ence are multidimensional, often with a hard outcome 
measure as an ultimate verifi cation that improvement is 
occurring, but critically important process measures that 
serve as the tools to guide the specifi c improvement strate-
gies employed. An important illustration of the difference 

between QI process measures and traditional surrogate mea-
sures can be made with hand hygiene compliance. While the 
hard outcome measure of hospital-acquired infections 
(HAIs) can be measured, they are hopefully infrequent 
events and do not lend themselves to rapidly determining 
effi cacy of interventions to reduce them. Hand hygiene com-
pliance, however, can be measured frequently, and rapid- 
cycle improvement interventions can be built around such 
key processes contributing to HAIs without waiting for 
adverse events to occur.

   Where classic research strives to have a rigorously consis-
tent management protocol, improvement science constantly 
tweaks and refi nes management toward best practice. 
Whereas classic research seeks to eliminate or minimize 
biases, improvement scientists try to hold them suffi ciently 
steady during testing to allow for causal inference. Classic 
research is typically powered a priori to defi nitively answer a 
primary question with statistical signifi cance once all the 
data are gathered, and interim analyses are shunned to avoid 
spurious signals. Conversely, improvement science seeks to 
generate real-time and continuous data that can be inter-
preted and acted on simultaneously—sometimes using data 
trends to inform confi dence in recent interventions and guide 
next steps from a probabilistic vantage point. For instance, if 
a QI intervention were inexpensive, safe, and minimally bur-
densome (e.g., a central line insertion checklist), then one 
might accept a different level of confi dence in the statistical 
signifi cance of local implementation than, say, if one were 
considering an intervention that is expensive, cumbersome, 
and accompanied by potential unintended consequences 
(e.g., a fast MRI scanner). 

 A large historical body of QI efforts is blighted in the eyes 
of many scientists as mere administrative window dress-
ing—the rewriting of policies, the aesthetic revision of a 
patient portal Web site, the feel-good of patient-centered or 
family-centered niceties [ 56 ]. However, the modern patient- 
safety movement represents a sustained effort to use rigorous 
methods driven by data and testing. As the axiom goes, “In 
God we trust; all others bring data” [ 57 ]. At the core of sci-
ence, be it classic research or QI, is the method. There are 
many ways to apply the scientifi c method, and the crucial 
challenge is to have suffi cient knowledge of the tools and 
methods, to grasp their limitations, and to know which tool is 
right to apply to a particular problem at hand [ 5 ,  12 ,  55 ]. To 
this end, pioneers in the science of improvement have put 
forward an archetypal model for improvement that can serve 
as a fairly universal platform well suited for improvement 
work in health care [ 58 ,  59 ]. 

 The model for improvement begins with a clear expres-
sion of aims in measurable and time-specifi c terms as it 
applies to a defi ned population. As the IHI’s motto goes, 
“Soon is not a time . . . some is not a number.” The model for 
improvement calls for clearly defi ning or developing new 
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criteria, large sample sizes, randomization, blinding, cluster analysis, 
etc. This largely obviates the need to explicitly understand, measure, or 
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allowing the effects of the intervention to be isolated. This is an effec-
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metrics to track progress toward the aim in quantitative 
ways—some combination of outcome, process, and balanc-
ing measures to know whether improvement is actually tak-
ing place independent of qualitative opinion. The crucial 
judgment step in this model is selecting the change to test. 
All improvement requires making changes, but not all 
changes result in improvement. Reliance on individuals with 
keen insight into the system complexities at hand as well as 
the operational realities is most helpful at this decision point, 
as an improvement team ideally selects from a host of pos-
sible changes the one(s)  most likely  to result in desirable 
change. 

 Once a candidate change is identifi ed, the testing process 
can begin within the Plan → Do → Study → Act (PDSA) 
cycles. The PDSA structure is just a bare-bones expression 
of the scientifi c method as it is applied in the real work set-
ting. PDSA is a decades-old construct offered by William 
Edwards Deming, PhD (Fig.  9.6 ), and is very analogous to 
the Six Sigma terminology for the scientifi c method as 
applied to process control—namely: Defi ne, Measure, 
Analyze, Improve, Control [ 56 ]. The PDSA approach is not 
intended as a one-off pilot study, but instead a repetitive, 
rapid-cycle, action-oriented learning approach without nec-
essarily waiting for complete stabilization of effect before 
another PDSA is undertaken. PDSA cycles that fail to meet 
hypotheses should be scrutinized for reasons, whereas PDSA 
cycles that suggest or result in clear improvement should be 
considered for refi nement and scaling up. Therefore, all 
PDSA cycles should generate learning. In fact, failed PDSA 
cycles, if they are adequately analyzed, often teach improve-
ment teams more about a system than successful PDSA 
cycles.

   When interpreting measures for QI, one must understand 
the nuances to outcome, process, and balancing measures. 
Outcome measures indicate whether changes are actually 
leading to improvement and directly speak to the aim (e.g., 

central-line infection rates). Process measures relate to key 
activities or steps that are believed to drive the outcome mea-
sure (e.g., compliance with central-line insertion best prac-
tice). Balancing measures are sometimes selected to monitor 
whether changes intended to improve one part of a system are 
causing new problems in other parts of the system (e.g., pro-
cedure cart equipment costs). The key distinction is between 
“looking good” versus “doing well.” Figure  9.7  depicts a 
model relating outcome measures and process measures. 
Predicated on the historical pressures of external audits to 
measure compliance with mandated processes (e.g., Joint 
Commission mandates), one might be tempted to believe that 
high compliance with process measures are preferable. 

   Table 9.2    Comparison of measures in classic research versus quality improvement science   

 Classic research  Improvement/safety science 

 Usual goals  Discovery of new knowledge; providing objective proof or 
basis; establishing best practice 

 Operationalize discoveries or best practice into routine care; 
ensure/monitor performance 

 Intervention or 
protocol 

 Single static protocol; fi rst and last patient in protocol get 
same management; long timetables 

 Flexible/dynamic protocol or multiple serial tests; 
management adjusted freely based on learning; short and 
responsive timetables 

 Management of 
confounders 

 Identify, eliminate, exclude, and control for biases thru 
blinding, randomization, cross- over, etc 

 Identify and understand biases; stabilize biases during tests 
or interpret fi ndings in bias context 

 Preferred measures  Hard and unequivocal outcomes; background data to 
ensure comparability 

 Blend of outcomes measures, relevant process measures, and 
possible balancing measures 

 Power and scale  Powered to defi nitively answer question and possibly 
explore post hoc analyses 

 Minimally suffi cient data to meet confi dence threshold for 
action or decision; successful tests scale up 

 Data interpretation  Data blinding; no interim peeking; data safety monitoring 
boards; classic biostatistics with signifi cance thresholds 

 Real-time data; analyze & act on data simultaneously; 
statistical process control (control charts); data trends 
infl uence next steps 

  Based on data from Refs. [ 55 ,  57 ]  
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However, such a state can cripple an improvement team’s 
ability to target interventions at defects in the real drivers of 
an outcome. If the outcome measure is perfect (e.g., zero 
central-line infections), then high compliance in a process 
measure may, in fact, refl ect the etiology of the high perfor-
mance (point B of Fig.  9.7 ). However, if the outcome measure 
is less than perfect, but the process measures (e.g., compli-
ance with central-line insertion) show ideal practice, then 
either the wrong process measures have been selected or the 
measurement process is fallible – and the improvement team 
is blinded as to what to do next (point C of Fig.  9.7 ). When 
the process measures are less than perfect and the outcome 
measure is poor, the improvement team has insight into how 
to improve (point A of Fig.  9.7 ). Similarly, if the process mea-
sures are imperfect but performance is good for the outcome 
measure, an improvement team may be well poised to make 
improvements before additional adverse events occur (point 
D of Fig.  9.7 ). The outcome measure is the proof, whereas the 
process measures serves as informants that help an improve-
ment team close the gap between actual and best practices. 
However, either can be miscalibrated, depending on surveil-
lance techniques, staff members’ perceptions of psychologi-
cal safety, local response to error, safety culture, and so forth. 
In essence, an improvement team wants process measures 
that are “graded” as critically as possible to reveal all possible 
areas for improvement. Nonpunitive response to error (e.g., 
noncompliance) can help generate the honesty, accuracy, and 
transparency necessary to improve outcome measures.

   One additional model worth discussing relates to high- 
reliability organizations (HRO). In industries with particu-
larly complex and high-risk characteristics, some 
organizations have managed to contain errors and harm with 
remarkable effectiveness [ 60 – 62 ]. Examples include nuclear 

power plants, aircraft-carrier fl ight decks, and commercial 
aviation. Characteristic features of the context where devel-
opment of an HRO is salient include: environments rich with 
the possibility for errors to occur, high-stakes error potential 
that can result in signifi cant harm, high-pressure psychology 
with an unforgiving social or political milieu, opaque and 
delicate operations where learning through experimentation 
is diffi cult, and system complexity such that no one person 
can have mastery of the numerous and nuanced processes or 
technology involved. Although this may seem to describe 
health care in general (and pediatric critical care specifi cally), 
there are no known examples of health-care units achieving 
the kind of safety and reliability performance as HROs in 
other industries—but that does not mean that the health-care 
industry cannot learn from these examples. What, then, are 
the characteristic features of an HRO? They were outlined 
succinctly by Weick and Sutcliffe as follows [ 60 ]:
    1.     Preoccupation with failure : Small, seemingly inconsequen-

tial errors are regarded as a symptom that something serious 
is wrong. There is a commitment to fi nding and analyzing 
the “half-events” and to treating all failures as learning 
opportunities in a nonpunitive and transparent manner.   

   2.     Sensitivity to operations : Attention is given to what is 
happening on the front line by all levels in the organiza-
tion. Effective teamwork and a culture of safety are con-
sidered crucial. Data on processes and system performance 
are built into daily work and emerge visibly to promote 
situational awareness.   

   3.     Reluctance to simplify : Excusing or explaining away 
errors is avoided. Diversity in experience, perspective, 
and opinion are encouraged. The questioning of assump-
tions is respected and supported, being viewed as a form 
of loyal dissent.   
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   4.     Commitment to resilience : There is an assumption that 
errors will occur, and there is a commitment to detect, 
contain, and recover from errors that do happen. The con-
cept of fail-safe is not that a person or system will not fail 
but that something will inevitably fail and everyone will 
still be kept safe regardless.   

   5.     Deference to expertise : Decision making and problem 
solving deeply engages people with the most related 
knowledge and expertise—typically the frontline work-
ers, as opposed to top-down leadership.    

     Understanding Variation Through Statistical 
Process Control 

 As mentioned in Deming’s system of profound knowledge, it 
is crucial for QI teams to understand variation in data to be 
able to avoid making errors in interpretation. However many 
QI teams do not, practically speaking, have suffi cient biosta-
tistical training to have confi dence in real-time interpretation 
of continuous data streams generated by their efforts. This 
can stymie aims-oriented, data-driven, rapid-cycle PDSA 
improvement work. One accessible solution to this dilemma 
is for improvement teams to develop a working knowledge 
of statistical process control (SPC) [ 63 – 65 ]. The basic com-
ponent of SPC is the control chart (also known as a Shewart 
chart) which serves as a graphical heuristic. It is not a hypoth-
esis test but rather is constructed to generate insights into 
temporal signals in a complex system under a wide range of 
unknowable circumstances, both future and past. 

 To grasp the essence of a control chart, imagine a conven-
tional bell-shaped curve turned 90°on its side to give a hori-
zontal set of lines corresponding to the mean and standard 
deviations (Fig.  9.8 ). Time is represented on the x-axis, and 

the performance metric on the y-axis. Sigma is similar to 
standard deviation, but depends on the type of control chart 
being used and is generally more sensitive to detect outlying 
data as signals. The plus and minus three-sigma boundaries 
are called the upper and lower control limits, respectively. 
Accepting distributions of data within plus-or-minus three 
sigma of the mean (i.e., within a total range of six sigma) 
affords a rational way to minimize type I and type II errors. 
When data are outside this range, the system is considered 
 out of control .

   Unlike a bell-shaped curve where data are collapsed into 
one time bin, a control chart plots data over the additional 
axis of time (Fig.  9.8 ), providing insight into signals that 
emerge from the sequence of data being measured. The prac-
tical power of SPC is that people who are not statisticians 
can bring signifi cant statistical rigor to their quantitative data 
in an intuitive format by understanding just a handful of sim-
ple rules to distinguish special-cause variation (i.e., signal) 
from common cause variation (i.e., noise) (Fig.  9.9 ) [ 20 ]. 
These rules are fairly intuitive for anyone with a basic grasp 
of probabilities. For instance, any single data point more 
than three sigma (roughly equivalent to three standard devia-
tions) from the mean should stand out as a signal to which an 
attributable cause should be sought. So should a series of 
nine points on the same side of the mean line—tantamount to 
fl ipping nine consecutive heads with a coin.

   SPC is rooted in venerated time series analysis and is an 
available function in most advanced biostatistical software 
packages. Yet such data can be readily maintained in simple 
spreadsheets, typically by entering numerators and denomi-
nators on whatever data-collection cycle is appropriate (e.g., 
weekly, monthly, quarterly). This allows QI teams to collect, 
interpret, and act on data in real time, without the bottleneck 
created by relying on a statistician to intermittently decipher 
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signals and noise. Some expertise is required in selecting the 
correct type of control chart when getting started, because 
just as with traditional biostatistics, the nature of the measure 
(e.g., continuous, integer, categorical) determines the proper 
control chart to use—although one control chart visually 
appears much the same as the next one. Knowing when to 
reset mean lines also requires judgment, but generally speak-
ing, break-points in the data are suggested by special cause 
variation in the data rather than by arbitrary cut points (e.g., 
fi scal year) or before-versus-after intervention timeframes 
(as is more common in classical time series analysis). 

 SPC can help “tell the story” of an improvement project, 
showing if a performance measure is in control, is exhibiting 
instability, is consistent over time, is showing improvement 
in response to interventions, or is showing decay in the con-
text of neglect. SPC can help keep QI teams from mistaking 
noise for signal (i.e., false positive or type I error) and signal 
for noise (false negative or type II error). Figure  9.10  pro-
vides an example using catheter-associated bloodstream 
infection rates. Data point ‘A’ might seem high, but it does 
not meet the rules for special-cause variation; therefore 
reacting to this signal may represent energy wasted on ran-
dom variation. Conversely, the mean line change at point ‘B’ 
represents a small but statistically signifi cant change in the 
outcome measure that might have gone unrecognized with-
out a control chart or periodic statistical testing.

   Some traditionalists prefer  P  values or confi dence inter-
vals to describe variation; however, this often collapses time 
as a dimension (e.g., pre- versus post-intervention analyses) 

and reduces rich graphic information into a few simple num-
bers. Confi dence intervals and  P  values can still be derived 
from the primary data using classic biostatistical methods for 
additional verifi cation, but determining the equivalent  P  val-
ues of a control chart “misses the point,” according to 
Deming, who asserted that the intent and purpose of continu-
ous QI is distinct from other forms of experimentation. 
Among other things, the  P  value of a control chart would 
depend on gross variability, the number of points plotted, 
and the number of rules used for special-cause variation 
(more than the conventional 4 can be used). However, a very 
rough estimation of the statistical rigor of a typical control 
chart can be made. If a control chart with normally distrib-
uted data were interpreted with the four conventional rules, 
the chances of either missing a real signal or seeing a false 
signal in 30 plotted points would be roughly 1 in 50–200 (or 
a  P  value of 0.02–0.005).  

   A Few Key Tools and Change Concepts for 
Quality Improvement 

 Many organizational change concepts, improvement tools, 
and safety strategies can be applied in an ICU—and it can 
certainly be helpful to have a wide variety of approaches at 
one’s disposal, because some quality and safety problems 
lend themselves better to particular types of approaches. 
Although a description of the many possible tools and con-
cepts is beyond the scope of this chapter, some approaches 
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are more common and readily accessible than others. A few 
of the more practical ideas are reviewed in the following 
paragraphs. 

 One central strategy to improve quality and safety is error-
proofi ng. Error-proofi ng methods have been categorized and 
ranked in a number of ways, including a binary codifi cation. 
Level 1 error-proofi ng effectively achieves total prevention of 
an error, whereas level 2 simply makes errors less likely. Level 
1 error-proofi ng is clearly preferable but unfortunately more 
diffi cult to identify or devise. An example of level 1 error-
proofi ng is a forced function achieved by anesthesia-machine 
medical-gas connections, whereby a pin system allows only 
the oxygen hose to be connected to the oxygen source, air-to-
air and vacuum-to-vacuum, thereby disallowing a misconnect 
that would be possible if hose connectors were universal. 
Level 2 error-proofi ng methods are much more prolifi c yet 
individually insuffi cient. Often multiple level 2 strategies will 
be deployed for an additive or synergistic effect. Examples of 
level 2 error-proofi ng include color coding, decision-support 
tools, and pop-up warnings in computer order-entry systems. 
In contrast to this binary classifi cation, error-prevention strate-
gies can also be considered along a continuum of general 
effectiveness (Table  9.3 ). Unfortunately, the easiest and most 
refl exive strategies often gain the least traction by them-
selves—even when they provide a necessary foundation for 
higher-order error-proofi ng strategies.

   Gawande and Pronovost have championed the use of 
checklists to help overcome the incredible complexity of 

modern medicine [ 66 – 68 ]. When checklists were fi rst used 
in aviation, it was with a growing understanding that even 
the most experienced and venerated pilots could be con-
founded by the huge number of variables and sequential 
steps in a complex procedure (e.g., taking off in a World War 
II bomber) and that failure to execute seemingly minor steps 
(e.g., releasing the lock on the fl aps) could result in catastro-
phe (e.g., crashing at takeoff). Fundamentally, checklists 
identify a minimum set of high-value practices immediately 
before an action or in real time during a process. Checklists 
primarily help mitigate errors of ineptitude (i.e., the failure to 
apply knowledge) but can also combat errors of ignorance 
(i.e., the absence of knowledge). Pronovost, for instance, 
demonstrated that use of a central-line insertion checklist 
helped correct preprocedural hand washing by physicians 
dramatically – in spite of the fact that physicians know that 
hand hygiene is an important practice. Furthermore, the 
effectiveness of rounding checklists to address daily goals is 
enhanced with explicit verbal prompting by team members 
rather than by passive completion by one rounding team 
member – reinforcing the QI tenant that it is not merely  what  
is implemented, but  how effectively  it is implemented [ 69 ]. 

 Evidence-based protocols or pathways (commonly mani-
fested as order sets) help to guide care toward best or pre-
ferred practices and can provide cues to remember 
easy-to-forget nuances and exceptions. Somewhat distinct 
from checklists, protocols are often more detailed and may 
not be necessarily by used in real time. Protocols primarily 
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help mitigate errors of ignorance, but like checklists, they 
can also reduce errors of ineptitude. Checklists and protocols 
both help reduce unnecessary variation, which can promote 
predictability and thereby reduce errors of communication 
and teamwork. Both checklists and protocols can also com-
bat errors of supervision (i.e., the lack thereof) and have been 
touted to help focus the mind on important opportunities for 
customization of care by leaving unspecifi ed modifi able fac-
tors outside the scope of the tool. Checklists and protocols, 
alongside more advanced electronic health record systems, 
can also function as decision-support tools that effectively 
improve the quality of care while simultaneously reducing 
costs [ 70 – 72 ]. 

 There are, however, substantial challenges to the accep-
tance of standardized care, use of checklists, implementation 
of protocols, and effectiveness of automated decision sup-
port. Experienced by many physicians as “cookbook medi-
cine,” such tools admittedly do not always accommodate the 
wide range of practitioner experience nor facilitate innova-
tion or creative problem solving. As the old NASA saying 
goes about astronauts, “There are two ways to die in space: 
(1) not following the procedure exactly as written and (2) 
following the procedure  exactly  as written.” It is probably 
fair to say that one has to know the rules to know when to 
break them – but not knowing the rules is a recipe for 
failure. 

 Another common tool in the improvement-science arse-
nal is optimizing the visual workspace [ 73 – 75 ]. The Five-S 
mnemonic is often invoked, standing for (1)  sort / scrap  what 
is needed versus not needed; (2)  straighten  (or  set in order ) 
to make a workspace organized, labeled, ergonomic; (3) 
 scrub / shine / sweep  to eliminate messes that obscure the orga-
nization; (4)  standardize  to make it easy for everyone to 

maintain and anticipate; and (5)  sustain order  with clear role 
responsibilities and discipline. Reducing unnecessary clutter 
and putting things in consistent order reduces search time for 
key materials and eliminates the wasteful warehousing of 
unnecessary items. Reported benefi ts have included improved 
effi ciency, situational awareness, fewer lost items, stream-
lined supply chains, and improved staff and consumer 
satisfaction. 

 Root cause analysis (RCA) is, at its simplest level, a 
problem- solving methodology. Numerous formal RCA 
approaches have been well described in the literature, includ-
ing fi shbone diagrams and the “Five Whys” method of 
Toyota [ 76 ]. A robust RCA often illustrates the “Swiss 
cheese” model of error, where multiple latent defects (holes 
in the cheese), none of which alone are hugely problematic, 
all align to allow an error to propagate through the system 
and reach the patient. As already alluded to, an analysis of 
recognized errors or harm can provide constructive organiza-
tional learning. Such analysis is often undertaken in a fairly 
informal way, such as through qualitative discussion at mor-
bidity and mortality reviews. However, formal RCA tools 
undertaken in an iterative manner can improve the likelihood 
of discovering latent defects in complex systems while 
simultaneously reducing some of the shortcomings of anec-
dotal analyses previously cited [ 42 ]. The overarching goal is 
to identify and eliminate causes of problems rather than to 
address immediately obvious “symptoms.” RCAs can, but do 
not always, reveal system problems that will cause harm 
again if root causes are not recognized and addressed. 
Clearly, not all system problems are revealed by single 
events, so RCA is best undertaken as an iterative process, 
where recurrent themes are sought and contextualized. 
Often, categorical contributors are plotted on a Pareto chart 

   Table 9.3    Error reduction hierarchy   

  More common, less effective    Education & encouragement : providing information to staff and cultivating intentions 

      

  Clear rules & policies : setting explicit expectation consistent with best practice in concrete/written/
available form 
  Audits : creating data to detect defects in care that can promote situational awareness and/or be acted upon 
  Simulation : creating opportunities for staff to practice and leadership to assess adherence to rules & 
policies 
  Standardization : implementation of protocols/pathways to reduce unnecessary variation and improve 
predictability 
  Checklists, double-checks, closed-loop communication : promotes attention and adherence to critical 
steps real-time 
  Simplifi cation, lean engineering : eliminates unnecessary steps or distractions where errors can be 
introduced 
  Making the easy way the right way (or hard to do it wrong) : capitalize on human factors/nature to do it 
the easiest way 
  Automation & computerization : machines can perform more reliably than humans (if effectively 
designed/implemented) 

  Less common, more effective    Forcing functions : a physical constraint that makes a misuse nearly impossible without deliberate 
modifi cation or override 
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(e.g., a histogram ordered from high to low prevalence) to 
visually depict where the preponderance of errors or harm 
seem to arise. This can provide an area of focus for consider-
ation of risk from latent defects in such domains.  

   Summary 

 At no other time have health-care quality and patient safety 
recognition been of greater import than they are now. The 
modern patient-safety movement continues to grow at an 
unprecedented pace, both at pragmatic and academic levels. 
The PICU is an environment rich with the potential for risk, 
error, and harm. It is also full of dedicated, bright, vigilant 
people who have a wealth of clinical and operational informa-
tion at their fi ngertips. This creates a very fertile environment 
to be able to engage in and pioneer quality-improvement sci-
ence. PICUs across the United States have reduced historical 
rates of central-line infections, ventilator-associated pneumo-
nias, harmful medication errors, unplanned extubations, and 
other adverse events [ 41 ,  53 ,  77 ,  78 ]. Sustainability of such 
improvements is patchy, and enhancements of positive dimen-
sions of care more elusive [ 79 ,  80 ]. Often, the ingredients 
lacking for QI to fl ourish in a PICU are (1) local know-how, 
(2) leaders committed to a quality-improvement vision, and 
(3) the time and resources of frontline staff members to exe-
cute such a vision. Table  9.4  offers a few practical tips for 
local PICU leaders who want to run QI initiatives. The devel-
opment of clinical leaders with a quality- improvement vision 

and the procurement of resources to undertake “optional” ini-
tiatives remain real challenges for many PICUs, yet one can 
hope that the growing safety movement and national health-
care reforms will continue to attack these voids with a con-
structive mixture of carrots and sticks [ 81 ].
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    Abstract 

 Preventable harm is an unfortunate reality of care in the PICU. While this harm may result 
from infections, medication errors, diagnostic error, procedure complications among other 
causes, valid and reliable metrics are largely unavailable. Based on safety science, the prob-
lem of to harm to patients is a system problem of hazards and risks and not one of errors. 
Improvement, in turn, depends on thoughtful design and redesign of systems of care 
delivery.  
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        Introduction 

 The fi eld of patient safety is one that is evolving – both in our 
understanding of the scope and nature of the problem, as 
well as solutions. In many ways, the problems associated 
with harm to patients during care are similar to issues that 
arise in caring for a patient with a signifi cant illness in the 
Pediatric Intensive Care Unit (PICU). Both refl ect a need to 
understand the role and interactions of complex systems 
along with the simultaneous requirement to promote recov-
ery while treating underlying causes. Patient safety can be 
considered as the freedom from preventable injury [ 1 ]. This 
defi nition is notable for the purposeful exclusion of the con-
cept of error. Despite the pervasive belief that harm to 
patients is a problem with human error, patient harm is 
instead the result of systems of which humans are an integral 
part. That said, this defi nition is also limited in focusing 
exclusively on harm without consideration for importance of 
hazards and risk to safety that exist within systems of care. 
This inclusion of risks may seem theoretical if not  impractical. 

However, an appreciation of the systems nature of the patient 
safety problem will provide the basis for looking beyond 
harm.  

    The Challenge of Measurement of the 
Patient Safety Events 

 To characterize the failure to assure patient safety as simply 
an “event” is not far from characterizing the strife in Ireland 
as “the Troubles” or the engagement between the United 
States and North Vietnam as simply a “confl ict”. In each of 
these cases, the selected euphemism grossly underestimates 
the magnitude of the scope and signifi cance. Depending on 
the data one includes, harm from healthcare ranges from the 
sixth to third leading cause of death in the United States [ 2 , 
 3 ]. Hospital acquired infections alone have been linked to 
nearly 100,000 deaths annually [ 4 ]. Unfortunately, the nature 
and complexity of causes coupled with the lack of robust 
measures prevents accurate measurement of the exact scope 
of iatrogenic harm to patients. The lack of valid and reliable 
measures can be attributed to several things. First, many 
patient safety “measures” target the detection of errors. 
However, the different methods of detecting errors (volun-
tary reporting, chart review, and direct observation) [ 5 ] fi nd 
different errors from different steps in the care delivery 
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 process. As a result, the lack of an accurate count of the 
“number of errors” prevents identifying a numerator to 
establish a true rate. At best, one might be able to create a 
rate of “identifi ed errors” over opportunities for error. 

 Even if there was a gold standard for error rates, the over-
whelming majority of errors do not lead to harm. While the 
identifi cation of errors may help identify opportunities for 
improving systems, a focus on errors also creates a reactive 
environment where one is chasing the last identifi ed error 
rather than proactively improving systems of care. This reac-
tive approach is aggravated by well-documented issues of 
hindsight bias, severity bias, and retrospective simplifi cation 
of both processes of care and the decision making involved 
in performing in a complex system [ 6 ,  7 ]. As a result, there 
is an argument to focus on measuring harm instead of errors. 
From a PICU context, this approach works well for things 
like measuring central line-associated blood stream infec-
tions (CA-BSI) but less so for events like ventilator- 
associated pneumonia (VAP) in which there are not robust 
measures. Even an arguably well-defi ned CA-BSI purely 
describes an association and not a causal relationship. The 
same is true for catheter-associated urinary tract infections 
(CA-UTIs). The fact that not all harm events refl ect failure in 
care delivery can be seen with other harm detection strate-
gies. For instance, trigger tools, whether pediatric- or PICU- 
focused, have notoriously poor positive and negative 
predictive values [ 8 – 10 ]. As a result, a PICU team could 
waste valuable resources responding to “false positive” trig-
gers. The same limitations exist with other screening tools 
including the Agency for Healthcare Research and Quality’s 
Patient Safety Indicators and Pediatric Quality Indicators 
[ 11 ,  12 ]. A fi nal limitation of harm-based metrics resides 
with the fact that one must wait for harm to occur to have a 
learning opportunity. As a result, both harm- and error-based 
metrics have limitations. Their role in identifying potential 
systems failure is signifi cant but an exclusive focus on them 
results in a reactive game of “whack-a-mole.” 

 Looking beyond the healthcare, other industries continue 
to learn from and attempt to prevent both errors and harm 
while focusing their efforts on identifying, understanding 
and eliminating hazards- those things that increase the risk of 
errors and harm. Whether providing safety equipment to 
workers building skyscrapers or designing technology to 
make it unlikely or even impossible to use incorrectly, these 
industries target hazards and risks, which, in turn, minimize 
the likelihood of human error leading to harm. 

 Though healthcare providers and leaders may not focus 
safety efforts on risk mitigation and elimination, healthcare 
hazards and risk are ubiquitous. One example is the use of 
multiple concentrations of a medication existing in a medi-
cation cabinet. For instance, if an ICU has both heparin 
concentrations of 10,000 units per milliliter and 10 units 
per milliliter in the cabinet with clear indications for use 

associated with each medication, then a hazard exists. If a 
nurse inadvertently obtained the wrong concentration, an 
under- or over-dose would result and be viewed as a medi-
cation error. If the medication error reached the patient, 
then harm may occur. However, simply the presence of 
both concentrations of heparin is a hazard to patient safety. 
Regardless of whether or not either an error occurs and 
does or does not reach the patient, a signifi cant source of 
risk of harm exists. How other industries reliably identify, 
analyze and reduce similar risks will be explored later in 
this chapter. Importantly, the answer depends on a solid 
understanding of systems and systems thinking.  

    What Harm and Risk Exists in PICUs 

 While early patient safety work identifi ed the risk associated 
with PICUs, the lack of certainty about the true rate of harm 
from healthcare relates to the lack of gold standards for mea-
surement as well as disagreements about causation and pre-
ventability [ 13 – 15 ]. Regardless of the lack of gold standard 
for measuring harm, PICUs are certainly high risk environ-
ments based on the complexity of care, the diversity of 
patients in age, diagnoses, acuity, and the range of tools and 
technologies that exist there. In the absence of robust data 
supporting true prevalence rates of errors and harm in the 
PICU setting, a consideration of the nature of known types of 
harm will be made. 

 To date, medication errors and adverse drug events (harm 
from medication errors) have been perceived as the most 
notorious of patient safety events. Medication errors have 
been the focus of measurement and a range of interventions 
and are relatively common, even though measurable harm 
from medication errors is detected less frequently. The rea-
son for the relatively high known frequency of medication 
errors may rest with the sheer complexity of the medication 
process as well as the volume of medications used in the 
PICU and the added challenges of weight-based dosing in a 
broad range of patients. Unfortunately, there is also very lit-
tle, if any, evidence that efforts at preventing medication 
errors in  any healthcare setting  has led to reduction in harm. 
This is despite technologies ranging from “smart” infusion 
pumps to computer physician order entry (CPOE) to bar 
coded medication administration. Potts’ study in the PICU at 
Vanderbilt illustrates the seeming paradox nicely. Despite 
showing a signifi cant reduction in the number of medication 
errors as a result of the introduction of CPOE, there was no 
evidence of reduction in adverse drug events (ADEs) [ 16 ]. 
The reason for this is twofold: most errors do not lead to 
harm, and most “safety technology” appears to be best at 
preventing the errors least likely to cause harm [ 17 ]. 

 A second known cause of harm in the PICU is hospital- 
acquired infections (HAIs). CA-BSIs remain both a very real 
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problem and a success story in PICUs. Leveraging the foun-
dational work of Peter Pronovost and the central venous line 
(CVL) insertion bundle, a large group of PICUs worked with 
the National Association of Children’s Hospitals and Related 
Institutions to decrease what was previously viewed as an 
unavoidable infection [ 18 ,  19 ]. In this study, 29 PICUs 
reduced the average CA-BSI rate by 43 %. Importantly, a key 
component of this initiative was the use of a CVL mainte-
nance bundle. Unfortunately, VAP and CA-UTI have less 
clear of evidence bases to support improvement bundles [ 20 , 
 21 ]. Additionally, viral infections and surgical site infections 
are known to be sources of other signifi cant infections 
acquired during PICU hospitalization [ 22 ]. 

 Other sources of harm in the PICU setting include direct 
injuries (decubitus ulcers, intravenous catheter infi ltrates, 
falls, and catheter associated blood clots), miscommunica-
tion leading to misdiagnoses, delayed diagnoses, incorrect 
treatment or delayed treatment, and failure to rescue. Each of 
these represents harm that was not fundamentally associated 
with a patient’s underlying condition and could potentially 
be prevented with a focus on redesigning systems of care in 
the PICU.  

    Systems, Systems Thinking and Patient 
Safety in PICUs 

 An 8-year-old child presents to an emergency room with 
septic shock. The adult emergency department provider 
orders an initial fl uid bolus of 20 ml/kg, only to then instruct 
the nursing staff to stop the infusion because of the child’s 
increased respiratory distress and falling oxygen satura-
tions. This decision is made despite a heart rate of 175 beats 
per minute, hypotension, and poor perfusion. The provider 
elects to intubate the patient’s trachea and use high positive 
end- expiratory pressure to treat the low saturations. Upon 
intubation, the child arrests and dies, despite attempts at 
resuscitation. 

 This vignette poses an all too common dilemma for pedi-
atric intensivists: should one continue to treat the patient as a 
whole at the potential cost to aggravating a single organ sys-
tem. The “organocentric” approach of stopping the fl uids to 
protect the lungs resulted in insuffi cient volume resuscitation, 
arguably inadequate preload at the time of conversion to posi-
tive pressure ventilation, and a potentially preventable death. 
Pediatric intensivists understand that patients are not simply a 
group of unrelated and independent organ systems that should 
be addressed without respect for the interactions between 
these various systems. Similarly, intensivists realize that any-
thing done to address one physiologic system has potential 
implications for all the other systems. While a patient can be 
viewed as a microsystem of the mitochondria existing (and 
interacting) with a larger microsystem of a cell which, in turn, 

exists and interacts with a larger microsystems of organelles, 
organs and even regions of the body, the patient is more than 
the sum of these many systems. Ironically, few healthcare 
providers (or healthcare leaders) understand that healthcare 
organizations also represent a similar series of nested, inter-
acting microsystems. A patient receiving extracorporeal life 
support (ECLS) in a room in the PICU represents the many 
systems comprising the patients as well as the systems of the 
ECLS pump, monitors, infusion pumps, catheters and numer-
ous healthcare providers. This microsystem of the patient in a 
room exists in a larger system of the pod of the PICU, which 
is a subsystem of the PICU at large, the wing of the hospital, 
the hospital and the larger healthcare system. Like a collec-
tion of interactive matryoshka dolls, these many different lev-
els of systems interact and a change to any one system 
infl uences all other systems [ 23 ]. 

 Though understanding what constitutes a physiologic 
system may be second nature to intensivists, the use of the 
term “systems” in the context of patient safety can be 
achieved through considering models of system. One model 
that is readily applicable to patient safety scenarios is the 
SEIPS system model [ 24 ]. This model describes systems as 
having fi ve major elements that interact:  people  who use 
 tools and technologies  to perform  tasks  within specifi c e nvi-
ronments , all with the broader context of an  organization . 
Applying this model, safety is an emergent property of the 
system- something that is more than the sum of its parts. 
Consequently, seldom are patient safety problems (including 
human error and violations of safety rules) the fault of indi-
viduals working within the system. Instead, these problems 
result from the interactions of system elements. Safety (or 
the lack of safety) is produced by systems interactions. 
Therefore, to successfully improve safety, systems thinking 
requires the thoughtful redesign of systems. 

 An appreciation of both systems thinking and the concept 
of patient safety as an emergent property of a system leads to 
some important observations. First, people (be it nurses, 
physicians, pharmacists, managers or healthcare leaders) 
cannot assure safety by their actions alone. Even if a person 
performs fl awlessly at all times, whether or not safe care 
occurs is the result of the interaction of the hypothetically 
perfect person with all other people involved, as well as the 
tools and technologies, tasks, environment and organization. 
Practically, this is important when dealing with individuals 
who resist efforts to improve safety because they have never, 
to their knowledge, caused harm to a patient. For instance, an 
intensivist refuses to participate in a process to limit varia-
tions in handoffs in a PICU based on the fact that they believe 
their handoffs are fl awless. While they may consistently pro-
vide complete and succinct information when signing out to 
an on-call team, the ultimate success of the handoff commu-
nication depends on more than the actions of that one inten-
sivist. Instead, the success of the handoff also depends on 
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other elements of the system including the hearing, process-
ing, memory and understanding of the recipient, any poten-
tial misunderstandings of jargon or abbreviations, the 
infl uence of distractions including background noise and 
competing demands such as other sick patients, tools to aid 
communication, and even the physical layout of the PICU. 
The intensivist in question may indeed perform perfectly 
every time. However, their perfection, in the context of a sys-
tem, is inadequate to assure safety. 

 A second important observation of systems and systems 
thinking is that changes to any of the system components 
results in an impact on all the other systems components as 
well as whether care remains safe or unsafe. This concept 
was demonstrated in the case vignette when the emergency 
medicine provider intubated the hypovolemic patient, result-
ing in inadequate venous return and preload with a subse-
quent arrest. Acting on one of the patient’s system elements 
by intubating the patient resulted in dramatic consequences 
for other systems elements including the heart. Switching to 
healthcare delivery as a system, an illustration of the implica-
tion of acting on systems might occur with hiring a new car-
diothoracic surgeon. Regardless of how skilled the surgeon is 
at tasks including diagnosis, surgery and communication, 
safe outcomes depend on how the surgeon interacts with their 
patients, other members of the medical team, the new tools 
and technology they must use, the physical environment and 
the organization’s rules, policies and culture. The role of sys-
tems is made even clearer if the new cardiothoracic surgeon, 
despite acclimation to the new system, is placed in a different 
environment the next time they were tasked with placing a 
patient safely on cardiopulmonary bypass. While one might 
ask, “So what if they did this in a different operating room?” 
outcomes would be far less certain if the operation was 
moved to the hospital’s cafeteria or parking lot. 

 The emphasis on understanding systems and the need to 
redesign systems is paramount to improving safety in the 
PICU. This understanding helps explain why some “safety 
solutions” have led to dramatic improvement in the safety of 
patients while others have had little or even negative impact.  

    Improving Safety in the PICU: A Systems 
Approach 

 With an understanding of the systems nature of healthcare, 
pediatric critical care providers can learn from the safety 
model used in almost all other industries. First, these indus-
tries do learn from accidents (harm events). Both accidents 
and errors are studied extensively. However, the goal of this 
work is not to make humans “perform better.” Instead, this 
information is used to redesign systems to reduce or elimi-
nate the possibility of future events. Thus, the three central 

functions of a safety system become: (1) hazard/risk identifi -
cation, (2) hazard/risk analysis, and (3) hazard/risk reduc-
tion. First, organizations (including PICUs) should 
proactively seek out hazards in their environment. Individuals 
can practice this behavior while working in the unit, e.g., 
looking for incorrectly dispensed medications or fall risks, 
while managers and leaders model risk identifi cation at the 
level of patient care units and the hospital. The second step 
involves an analysis of this nature of the real or potential 
hazard. In the case of spilled water on the fl oor posing a fall 
risk, unit staff do not need to perform an elaborate analysis; 
instead they can move to step three and eliminate the hazard 
by cleaning up the spill. In the case of the heparin concentra-
tion mix up, the analysis begins by asking “could the event 
that happened at hospital x happen here?” The pharmacy and 
units would look to see whether both concentrations are cur-
rently stocked. If only one concentration is stocked on a unit, 
they might explore whether it would be possible for the 
incorrect concentration to be accidentally stocked. If either 
condition exists, then the third step is to remove the second 
heparin dose and redesign the heparin stocking process to 
assure a mix up could never occur. 

 More familiar examples of this approach likely exist in 
the reader’s respective ICU. For instance, planned or existing 
CPOE implementations are intended to eliminate risks of 
error and harm associated with illegible handwriting, math 
errors, incomplete orders, medication allergies, or drug inter-
actions. The components of the central venous catheter 
insertion bundle also are attempts to standardize the elimina-
tion of hazards to harm. In other words, failing to properly 
gown and glove or prepare and drape a patient will not neces-
sarily result in a blood stream infection. However, either 
omission  increases the risk of an infection . Thus, by system-
atically forcing providers to perform all known activities 
associated with risk reduction, the likelihood of a blood 
stream infection is dramatically reduced. 

 Importantly, not all steps to eliminate hazards and reduce 
risk are equal. The Occupational Safety and Health 
Administration publish a hierarchy for reducing harm to 
people (Fig.  10.1 ) [ 25 ]. The least effective approach is  train-
ing and education . Note that this is the least effective 
approach, not an ineffective approach. Well-designed train-
ing can be effective. However, such training is diffi cult to 
develop and not typically seen in the setting of critical care. 
More effective is the use of  administrative controls . These 
include policies and procedures, protocols, warnings and 
alerts. Examples might include a procedure for titrating hep-
arin infusions or an alert in a computer order entry system. In 
each case, the goal of these interventions is to modify human 
behavior. However, these are often limited either the lack of 
applicability, fatigue, distractions, emergencies or a host of 
other real world factors.
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   Even more effective is the  use of barriers  to reduce or 
mitigate hazards and harm. A well-known example from the 
anesthesia world is the creation of anesthetic gas connections 
that cannot be accidentally interchanged and misconnected. 
These specialized connections are in stark contrast to the 
interchangeable connections used in medication delivery. 
Another example from the ICU setting is the use of locked 
cabinets (including electronic automated dispensing cabi-
nets) to limits access to medications. By locking medications 
away, the intent it to limit, though not eliminate the likeli-
hood of a drug complication. Finally, the thoughtful and pur-
poseful  use of design  to eliminate hazards is the most 
effective strategy to avoid drug complications. An example 
from the ICU setting includes the removal of any non-single 
concentrations of a medication from the care setting such as 
multiple concentrations of heparin or opioids in an ICU. By 
redesigning the medication delivery system to eliminate 
these hazards, it becomes impossible to have a drug compli-
cation attributable to the known cause. 

    Special Safety Topics 

 An exhaustive discussion of all possible safety topics in the 
PICU is impossible for a chapter. However, a few specifi c 
topics merit note. These include standardization, culture, and 
fatigue. 

  Standardization  has become increasingly popular in 
healthcare settings as a purported safety solution. Without 
doubt, standardization is a good way to reduce cost; it is far 
less expensive to stock a single concentration of a medica-
tion than three. In the heparin example, standardization also 
is safer. However, it is arguable that no PICU provider would 
suggest a single standardized size of endotracheal tube for all 
patients. Nor would they standardize use of gentamicin to one 
dose regardless of a patient’s age or renal function. Thus the 

challenge for provider and leaders is to identify when stan-
dardization makes sense. Regardless of standardizing sup-
plies, tools or even processes, one must consider the context 
that these things are used in and whether standardizing them 
still meets the needs of users all or nearly all of the time. Even 
then, any standardization must allow for exceptions when the 
now standardized tool or process doesn’t fi t. In contrast, if 
standardization will not meet the needs of the vast majority of 
those working in a system, then these efforts may create new 
problems including the need for users to break rules or work 
around processes to get work done. As a result, the patient 
safety should replace the call for standardization with what 
an HFE professional might describe as  thoughtful standard-
ization when appropriate for a given context  [ 26 ]. 

  Culture  and a “culture of safety” are also hot topics in 
patient safety. It is well recognized that rigidly hierarchical 
culture of healthcare providers that discourages questioning 
plans is associated with intimidation and failure to communi-
cate valid concerns. However, the result has been a misguided 
effort to “change culture” as if changing a light bulb or ban-
dage. Culture can be viewed as the product of a person’s 
experiences. In the context of the SEIPS model of systems, 
the role of culture appears in at least two of the system ele-
ments. First, the “people” involved in a given system each 
come with their own respective cultures and values which 
may infl uence their decisions, behaviors and interaction both 
with other people and the other four system elements. Further, 
depending on their role in the organization, any given person 
might also bring their professional culture to interactions. At 
the same time, the organization (be it clinic, hospital, health 
system or another type) has a culture that infl uences will 
infl uence decisions about the creation and enforcement of 
policies and rules, how people are treated by the organiza-
tion, decision-making about tasks and tools/technology, as 
well as the design of the environment. The role of culture 
both at the level of an individual and the organization are 
consistent with and explain the perceived importance of cul-
ture to patient safety. In this context, culture is changed 
through creating new experiences such as not punishing peo-
ple for honest mistakes and errors but instead learning from 
these errors and improving systems of care delivery. 

 Finally,  fatigue  has increasingly been an issue in the con-
text of critical care medicine. Studies have revealed perfor-
mance defi cits and behavior changes in healthcare trainees, 
among others [ 27 ,  28 ]. However, the intervention of chang-
ing staffi ng models in PICUs and other settings to reduce 
fatigue has amplifi ed the hazards associated with suboptimal 
handoff communication. Again, we see how a people focused 
solution (shorter shifts), which is well intended and arguably 
safer, has the unintended but predictable consequence of 
 creating more handoffs and thus increased risk of communi-
cation breakdown. Thus while fatigue is clearly a detriment 
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  Fig. 10.1    Hierarchy to reduce harm       

 

10 Patient Safety in the PICU



106

to performance and should be avoided among critical care 
providers of all roles, the best solution to lower fatigue while 
assuring safety remains unclear.   

    Patient Safety in the PICU 

 PICUs are high hazard and high-risk environments because 
of the heterogeneity of patients, their complexity and sever-
ity and the complexity of the work and tools required to care 
for these patients. The fact that more opportunities to prevent 
harm are not being identifi ed in PICUs may refl ect limited 
detection methods. However, time after time, safe care 
occurs because people compensate for suboptimal systems 
of care delivery. Thus any effort to further improve the safety 
of care in the PICU requires a thorough understanding of 
systems coupled with improvement efforts that consider the 
changes to all elements of a system.     
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    Abstract 

 Pediatric critical care involves the delivery of care to children with severe illness or in need 
of close cardiopulmonary monitoring after a surgical procedure. In areas of the world where 
these critical care services are available and accessible, mortality has been on the decline 
over the past two decades. This gratifying result of intensive care and of biomedical 
advancement as a whole, has led to ever-increasing calls for measurement of the functional 
status and quality of life of survivors of critical illness. The ultimate goal of pediatric inten-
sive care is to provide survival without impairment. Implicit in this assertion is the need to 
ensure that a child who survives intensive care is able to perform daily activities in a manner 
and range considered normal, meet basic needs, fulfi ll roles, and maintain health and well-
being. The ensuing treatise will highlight the fact that majority of critically ill children 
survive hospitalization, however; they might be impaired or disabled thereafter. It is being 
increasingly recognized that while a child with disability resulting from critical illness, 
might adjust over time and be able to rate the quality of their life as good, normal, or accept-
able; impairment (and resulting disability), is a poor outcome for pediatric intensive care. 
Focus on survival status alone will lead to omission of these vital patient-centered outcomes 
of functional status and quality of life. In the ensuing discourse, outcomes of critical care 
will be defi ned, along with methods to measure them. It will be evident that very few studies 
of functional status and health-related quality of life have been performed in pediatric inten-
sive care, a pressing concern that needs to be addressed to enlighten important stakeholders, 
including patients and their caregivers, governmental and other regulatory agencies, and 
critical care providers about the value of pediatric intensive care that reaches far beyond 
survival status.  
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        Introduction 

 Pediatric intensive care is a rapidly growing fi eld of child 
health care that focuses on the care of children with severe 

illness or who require intensive monitoring after complex 
surgery. Biomedical advances over the past several decades 
have led to reduced overall child mortality with which has 
come the realization that many children live with residual 
comorbid illnesses and impairment of function. Given this 
evolution of patient-centered outcomes over time among 
children with critical illness, it has become increasingly 
important to evaluate the immediate, short-term, and long- 
term outcomes of pediatric intensive care, elucidate opportu-
nities to improve child health outcomes, and help inform 
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health care policy-making regarding the value of pediatric 
intensive care. The goal of intensive care is not only survival 
but survival with good quality of life and functional health 
status. The traditional measures of mortality and morbidity 
provide information about the lowest level of health, but 
reveal little about the other important aspects of an individu-
al’s level of health including dysfunction and disability asso-
ciated with diseases and injuries. Health outcome assessors 
and the public have recently realized that, with advances in 
medicine leading to better treatment and cure of diseases, 
and delayed mortality; an important dimension was missing 
from the traditional health paradigm: the quality of a per-
son’s life. In essence, although biochemical measures and 
morbidity data may indicate the need for treatment, they do 
not always correlate with the way people feel [ 1 ,  2 ]. 

 Thorough and objective assessment of the end-result of 
pediatric intensive care is a growing fi eld of endeavor with 
major implications of importance to stakeholders including 
patients and their families, health care administrators, health 
care professionals in the intensive care unit and hospital, 
health care service and policy researchers, and insurance 
payers. In this vein, a germane question is increasingly being 
asked by stakeholders: “is mortality on the decline, and if so, 
how do survivors feel and function after an episode of critical 
illness, and at what cost to patients, health care givers, and 
society? Research into outcomes of pediatric intensive care 
aims to answer these important questions. In this chapter, 
information will be provided to allow readers adequately dis-
criminate between the various terms used to describe child 
health outcomes, and understand the methods used to objec-
tively and rigorously measure and report these outcomes, 
and their inherent limitations. The reader will hopefully 
become conversant with the  why  (rationale),  what  (defi ni-
tions), and  how  (methods) of pediatric critical care outcomes 
research.  

    Rationale for Pediatric Critical Care 
Outcomes Research 

 Arrival to the pediatric intensive care unit (PICU) is often 
accompanied with uncertainty regarding the end-result of 
care which takes place in this intensely intimidating envi-
ronment. Caregivers often are troubled with questions 
regarding their loved ones, including survival, management 
of symptoms while in the PICU, and functional capacity in 
the short- term and long-term time horizons after hospital-
ization. They also struggle with perceived helplessness 
regarding their inability to take control and “save” their 
loved ones from critical illness. Fortunately, most children 
will survive the PICU stay, however; there may be impair-
ment in one or more domains of health status that might beg 
the question: “What is the quality of survival for those who 

survive childhood critical illness” Given the expected lon-
ger life expectancy of children in comparison with adults, 
this question begets yet another: “after surviving critical ill-
ness, should the length (quantity) of life and the quality of 
life be regarded as separate constructs or not?” As a fi rst 
step, a clear delineation of the terms used to describe child 
health outcomes is needed.  

    Defi nition of Outcome Measures 

 Careful determination of terms to describe outcomes for 
children who undergo intensive care is important, albeit not 
straightforward. They include survival status (survival versus 
death) in the short and long-term, functional health status, 
health-related quality of life (HRQOL), quality-adjusted life 
years, and societal outcomes, including resource utilization 
and economic burden. 

    Survival Status 

 Survival after critical illness is the main goal of pediatric 
intensive care. A “hard core” measure devoid of elaborate 
interpretation, survival status is the patient-centered outcome 
measure of utmost importance to patients, caregivers, and 
health care personnel. In the PICU, survival is often not guar-
anteed at the outset, a burgeoning concern the more severely 
ill the child is, and the longer the course in the PICU. Child 
mortality within PICUs across North America and Europe 
has fallen dramatically over the past 20 years, from above 
20 % [ 3 ] to 3–8 % currently [ 4 ]. The timing of measurement 
of mortality is important, and most mortality prediction mod-
els are designed to predict mortality at the outset of intensive 
care, illustrating the role of the patient’s premorbid illness 
state, and the impact of pre-ICU care, on outcomes, that 
might not be infl uenced by the care provided within the ICU. 
Also, the farther out from ICU discharge the measurement of 
the mortality end-point is, the more likely it is for non-ICU 
factors to infl uence mortality. Reports of declining all-cause 
mortality among critically ill children in developed countries, 
while heartwarming, raises the issue of ever-increasing diffi -
culty in obtaining adequate sample size of subjects for studies 
in pediatric critical care that assign mortality as a primary or 
the sole study  outcome measure [ 5 ].  

    Functional Health Status 

 Functional health status is a child’s ability to perform daily 
activities that are essential to meet basic needs, fulfi ll roles, 
and maintain health and well-being. Surviving critical illness 
free of impairment of bodily function is the most sought after 
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goal of critical care. Unfortunately, such picture-perfect out-
come is not always achieved, given a host of factors broadly 
categorized into patient, social, and health care delivery fac-
tors, among a litany of factors that could potentially infl u-
ence ultimate clinical patient outcomes. These factors 
include, but are not limited, to:
    1.    Patient factors: Diagnoses, patient illness severity, 

response/non-response to therapy.   
   2.    Social factors: Access to care, demographic, geopolitical 

and social determinants of child health, including pov-
erty, social-economic status, and family structure.   

   3.    Health care delivery factors: These include quality-of- 
care factors such as timing, effectiveness, and availability, 
of appropriate health care resources.     
 Impairment of functional health status is referred to as 

 morbidity , a term which encompasses a spectrum of limita-
tion of age-appropriate activities. Morbidity refers to the 
impairment of a patient’s functional health status encom-
passing cognitive and physical status (including organ- 
system dysfunction), and the ability to perform activities of 
daily living. Morbidity encompasses various terms that 
describe various (and progressive) degrees of limitation of 
age-appropriate activities including impairment, disability, 
and handicap. Impairment refers to any loss or abnormality 
of physiologic or anatomic structure. Disability, on the other 
hand, is any restriction or loss of ability (attributable to 
impairment) in performing an activity in a manner and range 
considered normal for a human being. Handicap is a disad-
vantage for a given individual, resulting from a disability or 
impairment, which limits or prevents the fulfi llment of a role 
that is normal for that individual (depending on age, sex, 
social and cultural factors). 

 Assessment of organ dysfunction as a measure of morbid-
ity has gained greater importance with the decline in PICU 
mortality, with the aim of determining the impact of physio-
logic insult to the patient and the presence or otherwise, of 
clinical response to treatment. The acquisition of multiple 
organ dysfunction might be a harbinger of death, or at the 
very least, a pointer to the low likelihood of immediate or 
short term return to a state of physiological well-being, if 
ever. In the PICU, the specifi c organ systems involved, the 
severity of the impairment of function and multiplicity of 
organ dysfunction are important determinants of survival 
[ 6 – 8 ]. Of note, acquisition of organ dysfunction among sur-
vivors of critical illness may be associated with impairment 
of functional status and HRQOL, imposing an extra burden 
on healthcare providers [ 9 ]. 

 Several organ dysfunction scales are used in critical care 
research, including SOFA-Sequential Organ Dysfunction 
Assessment [ 10 ], MODS-Multiple Organ Dysfunction 
Score [ 11 ], and LOD-Logistic Organ Dysfunction Score 
for adult patients [ 12 ]; and the PELOD (PEdiatric Logistic 
Organ Dysfunction) score [ 13 ], and P-MODS (Pediatric 

Multiple Organ Dysfunction Score) [ 14 ], among critically 
ill children. These organ dysfunction scales permit mea-
surement of patient baseline illness severity, progression of 
illness severity over time within the ICU, determination of 
delta scores (change in scores over time, relative to the base-
line score), and cumulative scores during the ICU stay [ 15 ]. 
A recent measure of morbidity gaining popularity in criti-
cal care research is the concept of organ failure-free days, 
which encompasses mortality and morbidity. Essentially, 
these are the number of days over a fi xed time interval, that 
the patient is alive and free of organ failure, as defi ned by 
the researchers [ 15 ]. 

 Available tools to measure functional health status in 
children include the MARK-Multi-attribute health clas-
sifi cation system for children 2 years and older [ 16 ], Wee 
Functional Independence (WeeFim) measure for children 
6 months–8 years [ 17 ], Vineland Adaptive Behavioral Scales 
(VABS) for children from birth to 19 years [ 18 ], POPC – 
PCPC (Pediatric Overall Performance Category – Pediatric 
Cerebral Performance Category) [ 19 ], and most recently, the 
FSS (Functional Status Scale) [ 20 ]. Only the POPC-PCPC 
tools were developed specifi cally for PICU patients, while 
the MARK has been validated and used in a PICU popula-
tion [ 21 ]. The FSS was developed using data from hospital-
ized children including PICU patients [ 20 ]. 

 It is very important to carefully assign the aforementioned 
descriptors of functional status while assessing non-fatal 
outcomes for survivors of intensive care in children, particu-
larly given the evolving stages of development and growth 
observed in many of these children for whom the functional 
limitation is a part of life. Szilagyi et al. have described child 
health as a multi-dimensional state, with diffi culty in defi n-
ing both health and disability since children are developing 
and changing rapidly, and normative values are “moving tar-
gets” [ 22 ]. They cautioned that there was a world of differ-
ence between the concept of health and normative functioning 
by age, due simply to developmental progression. Functional 
health status differs importantly from HRQOL, which intro-
duces an additional domain of social well-being.  

    Health-Related Quality Of Life 

 HRQOL assesses the patient’s total well-being encompass-
ing physical, mental, and psychosocial determinants. Health, 
as defi ned by the World Health Organization is “a state of 
complete physical, mental, and social well-being and not 
merely the absence of disease, or infi rmity” [ 23 ]. By exten-
sion, health in childhood refers to the ability to participate 
fully in developmentally appropriate physical, psychological 
(or mental), or social tasks. Measures of HRQOL incorpo-
rate these all-encompassing defi nitions of health because 
they, in addition to physical and mental status, attempt to 
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assess important environmental and social-demographic fac-
tors, including poverty, which may play a very signifi cant 
role in child growth, development, and health-related func-
tional status. Unlike disease or death, HRQOL is a health 
concept that covers the full spectrum of health and is not 
inherently positive or negative in its orientation. It is more 
likely than other health outcomes to refl ect broad conse-
quences of disease or injury and is rapidly gaining accep-
tance as a measurable outcome. HRQOL measures are also 
increasingly considered valid indicators of service needs and 
intervention outcomes. 

 Domains measured in HRQOL include pain and impair-
ment, functional status and mobility, social role, satisfaction 
and perceptions, and death. As similarly described earlier for 
a child’s functional health status, several factors infl uence a 
child’s HRQOL, many of which are operant after a child’s 
discharge from the PICU [ 24 ]. They include social- 
demographic factors, family function, symptoms of disease, 
adherence to medication regimens, etc. Tools used to mea-
sure HRQOL need to be valid (measure what they intend to 
measure) and be reproducible (test-retest reliability) [ 25 ]. 
They can be disease-specifi c or generic, with the generic 
tools being subject to limitations of not being as responsive 
to changes in specifi c illnesses over time, as are the disease- 
specifi c tools. Among the existing pediatric HRQOL tools 
are the MARK [ 16 ], Child Health Questionnaire for children 
2 months–15 years [ 26 ], Adolescent Child Health and Illness 
Profi le for children 11–17 years [ 27 ], Functional Status 
Measure for children 0–16 years [ 28 ], and the Pediatric 
Quality of Life Inventory (PedsQL) for children 2–18 years 
[ 29 ]. By being brief and available as both a child report and 
an accompanying parent report, the PedsQL is believed to 
address the major limitations which have bedeviled pediatric 
HRQOL instruments, such as being time-consuming and 
dependent on potentially subjective parental report [ 24 ]. 
Specifi cally, the parents’ cultural, social, and educational 
background [ 30 ,  31 ], mental health status [ 32 ], specifi c 
experience with the child, and their overall concerns or per-
ception of health problems in the child [ 33 ], may infl uence 
their responses, and their perspective may differ from that of 
the child. Also, parental understanding and interpretations of 
questions might differ as to what is considered a functional 
disability, or there may be denial or undue concern, with 
resultant under- or over-reporting of problems. 

 Although health policy researchers have advocated for 
incorporation of assessments of children’s HRQOL as the 
principal outcome for health service studies [ 34 ]; very few 
studies incorporate HRQOL assessment. For instance, only 
1.7 % of literature in a methodological review of studies of 
adult critical care, included quality of life measures [ 35 ] 
despite a consensus statement that “future outcome evalua-
tion of intensive care should incorporate quality of life” [ 36 ]. 
Of note, no data exist regarding the frequency of use of 
HRQOL measures in pediatric critical care research. It is 

hoped that HRQOL measurement will progressively gain 
wider use in clinical trials and effectiveness research among 
critically ill children. 

 Studies of HRQOL and health status of survivors of pedi-
atric intensive care with long-term follow up beyond 1 year 
after PICU discharge, have been done in the Netherlands, 
Australia, and Switzerland [ 3 ,  37 – 39 ], while studies per-
formed in the U.S. have focused on functional outcome 
at PICU discharge [ 40 ,  41 ], hospital discharge [ 19 ], and 
6 months after hospital discharge [ 41 ]. The studies reported 
varying follow up times and used different tools of measure-
ment making comparison of the results diffi cult. However, 
mortality rates ranged from 5 to 20 % with rates being 
higher in the studies with longer follow up periods. There 
was functional impairment, of varying degrees, in 25–65 % 
of the survivors. Fortunately, most of these children with 
functional defi cits at PICU discharge, improved over time. 
HRQOL has been reported as good in the majority of PICU 
survivors with poor assessment being associated with pro-
longed PICU stay, malignant neoplasm, and the presence of 
comorbid illness [ 37 ].   

    Severity of Illness as an Important 
Mediator of Outcomes 

 While there are various determinants of outcomes of ICU 
care, severity of illness is the exposure or mediating variable 
that appears to have the largest contributing impact to patient 
outcomes. Multiple tools have been used to measure illness 
severity within the adult ICU population, including the 
APACHE (Acute Physiology and Chronic Health Evaluation) 
[ 42 ], SAPS (Simplifi ed Acute Physiology Score) [ 43 ,  44 ], 
and MPM (Mortality Prediction Model) [ 45 ]. In the PICU 
population, the most commonly used severity of illness 
assessment tools are the PRISM (Pediatric Risk of Mortality) 
[ 4 ] and the PIM (Pediatric Index of Mortality) [ 46 ]. 
Assessment of illness severity is important as a prognostic 
tool for groups of ICU patients but not individual patients. 
Also, assessment of patient illness severity is an integral por-
tion of the benchmarking of ICU performance within and 
between hospitals. Given that the tools are used to predict 
survival outcomes among critically ill individuals, it is vitally 
important to re-calibrate them over time with advancement 
in diagnostic capability, and technology [ 47 ].  

    Methods of Outcome Assessment: 
Pathways to Studying Outcomes 

 Given the various measurable end-points that intensive care 
could conceivably result in, investigation into these out-
comes could be conducted in various ways. However, as a 
rule, prior to performing research, the scientifi c investigator 
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needs to always answer certain important questions in a con-
sistent and stepwise manner:
    1.    Is the research question important and likely to inspire 

innovation? 
  Rationale: Scientifi c inquiry requires thoughtful pondering 
and careful determination of the need to conduct the 
research, the outcome to measure, the study population of 
interest, and the potential implications of the study fi ndings.    

   2.    Can the research question generate hypotheses that can be 
tested? 
  Rationale: Research aims and hypotheses are the founda-
tion on which the study is built.    

   3.    Is the study feasible and are the investigators capable of 
executing the study? 
  Rationale: Careful selection of important outcome mea-
sures and potential exposure variables must be accompa-
nied by appropriate expertise in research methods.    

   4.    Which research methods should be employed to ensure 
that data can be collected, managed, and analyzed with 
scientifi c rigor? 
  Rationale: Selection and application of appropriate 
research methods will permit reproducibility of the work, 
and enhance the validity of the study. For instance, out-
come assessment instruments need to be validated within 
the study population  [ 21 ].   

   5.    Will the research fi ndings be internally and externally 
valid? 
  Rationale: It is important that the study fi ndings answer 
the research question directly (internal validity), and be 
generalizable to the general population from which the 
study sample was obtained (external validity).      
 After careful consideration of the signifi cance and goals 

of the research, researchers will often attempt to method-
ologically address research questions within a framework 
that places the research in context. This thematic approach, 
often invisible to the reader, might be the driving force 

behind the inquiry in the fi rst place. On the other hand, the 
assessment of health outcomes might be driven by stake-
holders, such as government agencies and pharmaceutical 
companies, who might directly or indirectly infl uence the 
scope of the assessment. To illustrate the thematic or para-
digmatic approach to health outcome assessment, two con-
ceptual approaches to the study of outcomes research in 
pediatric critical care will be discussed. 

    Structure-Process-Outcomes Model 

 Donabedian described quality of care as being highly related 
to the interplay of certain features inherent to the work place 
[ 48 ]. Interaction of these features, namely; structure, pro-
cesses, and outcomes of care; could lead to good or bad qual-
ity of care (Fig.  11.1 ). Structure refers to the attributes of the 
care setting, which in the PICU setting, pertains to  material 
resources  (e.g. number of PICU beds, and availability of 
various PICU technology including mechanical ventilators, 
hemodialysis machines, and extracorporeal membrane oxy-
genation, among others),  human resources  (e.g. the number 
and qualifi cations of available personnel including intensiv-
ists, nurses, respiratory therapists, pharmacists, and other 
ancillary staff), and  organizational structure  (closed versus 
open units, presence/absence of step-down or intermediate 
care units, PICU admission and discharge policies, etc.). 
Process measures in the PICU address the actual treatments 
that are delivered to patients, and the manner in which inten-
sive care is delivered. For instance, process of care assess-
ment within the PICU might include the use of technology; 
including the timing of use, (since it is generally believed 
that the earlier ICU therapy is initiated the better the out-
come), the competence of the user, and the ability to interpret 
data generated from use of the technology. Outcomes are the 
end-results of the care provided.

Quality of Care

Structure
ICU personnel

ICU technology

Number of ICU beds

Nurse-patient ratio

Use of ICU
technology

Use of ICU protocols
and checklists

Process Outcomes

Survival status

Functional Health
Status

Health-related Quality
of life

Health care costs

  Fig. 11.1    Structure-process-
outcome model       
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   It is suggested that good processes and good structure 
should lead to good outcomes. Are structure and process 
linked to outcomes in intensive care? Structure – outcome 
relationships have been demonstrated for multiple structural 
attributes in the ICU; for instance, Pollack et al. have 
described improved odds of severity-adjusted survival for 
critically ill children treated at tertiary versus non-tertiary 
PICUs [ 49 ], and in PICUs with fellow trainees versus those 
without [ 50 ]. It has, however, been diffi cult to consistently 
demonstrate salutary effects of process measures on health 
outcomes. To illustrate, clinically signifi cant differences 
have been associated with the application of specifi c pro-
cesses with outcomes, such as, among the critically ill adult 
population, a survival benefi t of restrictive red blood cell 
transfusion strategy versus a liberal transfusion strategy [ 51 ], 
and use of low tidal volume versus large tidal volume venti-
lation in acute respiratory distress syndrome [ 52 ]. On the 
other hand, some process interventions have not been associ-
ated with benefi cial patient outcomes [ 53 – 55 ], with subse-
quent reduction in their use [ 56 ]. Importantly, some of the 
statistical models used to predict outcomes of adult [ 42 ,  45 ] 
and pediatric intensive care [ 46 ], incorporate process of care 
measures.  

    HRQOL Model 

 This conceptual model developed by Wilson and Cleary [ 57 ] 
emphasizes the inter-relationship that exists between various 
domains of non-fatal outcomes of care, with HRQOL as the 
centerpiece (Fig.  11.2 ). It also highlights the distinction 
between various measures of HRQOL.
•      Biological & physiological variables : Diagnoses, labora-

tory values, measures of physiological function, and fi nd-
ings on clinical examination.  

•    Symptom status : Physical and psychosocial symptoms; 
such as pain, anxiety, fear, and depression, etc.  

•    Functional status : Ability to perform specifi ed tasks, such 
as activities of daily living.  

•    General health perceptions : This domain assesses the 
patient’s subjective global rating of health. It is an assess-
ment often performed among older children, adolescents, 
and adults who are cognitively able to understand the con-
structs involved.  

•    Overall quality of life : Includes HRQOL and other mea-
sures of satisfaction with life.    
 As illustrated in Fig.  11.2 , it is crucial to appreciate the 

potential confounding infl uence of various patient-level, 
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  Fig. 11.2    Relationships among measures of patient outcome in a health-related quality of life conceptual model (Reprinted from Wilson and 
Cleary [ 57 ]. With permission from American Medical Association)       
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environmental and non-clinical factors on outcomes among 
survivors of critical illness. Assessment of outcomes in a 
prospective manner is therefore laden with some amount of 
uncertainty. Specifi cally, several environmental and non- 
clinical factors appear to increasingly infl uence long-term 
patient outcomes the more removed a patient is from the 
actual episode of critical illness and intensive care. Morrison 
et al. described this observation in their study of HRQOL 
among survivors of pediatric intensive care at their hospital 
in Australia [ 37 ]. They observed that the longer the time of 
outcome assessment from the episode of intensive care, the 
more likely it was for respondents to report better quality of 
life. They opined the fi nding could be the result of improve-
ment in functional status over time or greater adjustment to 
disability over time [ 37 ].   

    Types of Outcome Research 

 Outcomes research studies could be broadly classifi ed into 
randomized clinical trials and observational studies.
    1.     Randomized Controlled clinical Trials  ( RCT ): Are con-

ducted to investigate the impact of interventions in the 
ICU, including the use of technology, new therapies, or 
various processes of care (e.g. ventilator strategy, red 
blood cell transfusion strategies). RCTs have the advan-
tage of ameliorating study bias that could be introduced 
by imbalance of baseline patient characteristics; and also 
unequal distribution of confounders (Table  11.1 ), which 
could infl uence the relationship between the intervention 
and the outcome of interest. RCTs are, however, expen-
sive to conduct, are often subject to concerns of generaliz-
ability that plague all human subjects’ research, and 
seldom measure patient-centered outcomes.

       2.     Observational Studies : Devoid of randomization of study 
subjects, these studies might involve primary data collec-
tion (e.g. medical chart abstraction), or secondary data 
analysis, often conducted on large data sets collected for 

purposes other than research. Observational studies that 
assess outcomes include cohort, case-control, and cross- 
sectional studies. In cohort studies, subjects are followed 
over time until the outcome of interest occurs (prospective 
design), or conversely, could be studied after the outcome 
has occurred (retrospective design), with the study geared 
towards understanding of the factors that might be associ-
ated with the observed outcome. Case-control studies 
involve identifi cation of patients who are either exposed 
(cases) or not exposed (controls) to a factor or disease, and 
subsequent ascertainment of outcomes attributable to this 
factor. Cross-sectional studies permit a broad snapshot of 
study variables of interest at a specifi c point in time, with-
out any follow-up period. Cross- sectional studies therefore 
suffer from inability to evaluate the time-varying impact of 
different variables on outcomes of intensive care. It is very 
important to address the effects of bias and confounding 
on study fi ndings in outcomes research (Table  11.1 ). 
Multiple methods exist to address confounding in observa-
tional studies including randomization, matching, stratifi -
cation, and multivariate analysis [ 58 ,  59 ]. More recently, 
analytical methods such as propensity analysis and instru-
mental variable analysis have been incorporated from the 
social sciences and economics, as additional tools to ame-
liorate confounding, and to determine the causal relation-
ships, respectively, in observational studies [ 60 ,  61 ].     
 RCTs are conducted in a controlled setting, and are 

largely, effi cacy studies. Gaining prominence are compara-
tive effectiveness research (CER) studies, which occur in the 
real world setting, and involve observations rather than 
experiments. CER studies evaluate how health care is deliv-
ered, how it could be improved and made more effi cient and 
affordable, to positively impact population health outcomes. 
It is important to foster both RCTs and observational studies 
in pediatric critical care, utilizing methods applied in both 
fi elds of research. 

 In outcomes research, it is important to deploy appropri-
ate methods to measure the outcome and ensure the study 

     Table 11.1    Some important terms used in epidemiologic outcomes research   

  Type I (alpha) error : false-positive – the null hypothesis is rejected rather than accepted. Determines the p-value or threshold of statistical 
signifi cance for hypothesis testing 
  Type II (beta) error : false-negative – the null hypothesis is accepted rather than rejected. Determines the power of a study (power = 1 minus 
beta). Most studies accept power of 0.80 or 0.90 
  Bias : systematic error that results in incorrect estimation of the association between exposure and outcomes. Bias should be mitigated by 
careful design and conduct of the study, and not by statistical analysis. Examples are selection bias and observer bias [ 58 ] 
  Confounding : the mixing of the effect of an exposure variable on the outcome, with the effect of a third variable. This extra variable must be 
associated with the exposure variable, and also with the outcome independent of the exposure variable. The observed relationship between the 
exposure variable and the outcome may be partly or wholly, due to the confounder. Confounding can be mitigated by the use of several 
epidemiological methods including randomization, stratifi cation, matching, and multivariate analysis [ 59 ] 
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fi ndings are valid. The effect size (statistically important dif-
ference between study arms) being targeted, the probabilities 
of type I error (alpha) and type II error (Table  11.1 ), and the 
proportion of the population with the disease under study 
(cohort or intervention studies), or exposed to the variable of 
interest (case-control studies) will infl uence the required 
sample size. The sample size will ultimately infl uence both 
the ability to arrive at the correct answer to the research 
question, and the external validity of the study.  

    Health Resource Utilization and Costs 

 Measures of clinical outcomes are closely linked to measures 
of health resource use such as duration of PICU and hospital 
stay, and costs of PICU and hospital care. Compared with 
critically ill adults, the expected life span of a child who sur-
vives critical illness is expected to be longer. Therefore, ther-
apy is often administered to them with the belief that they 
will benefi t society for a longer time if they survive. 
Notwithstanding, careful evaluation of therapeutic modali-
ties in the research and real world settings is essential to 
ensure maximal benefi t to the patient and to society. While 
this treatise is not focused on economic costs of pediatric 
intensive care, since very few clinical trial studies incorpo-
rate economic evaluation, readers are encouraged to review 
books that address evaluation of health care costs, taking the 
patient, hospital, or societal perspective [ 62 ]. ICU technol-
ogy is expensive and not always benefi cial; therefore eco-
nomic evaluation of ICU technology is important and should 
be pursued routinely in outcomes research assigning survival 
status, functional status and HRQOL as outcome measures 
[ 63 ,  64 ]. It is imperative that measures of PICU effi ciency 
which rely on resource use and costs, account for patient ill-
ness severity and case mix [ 65 ,  66 ].  

    The Future of Outcomes Research 
in Pediatric Intensive Care 

 In many areas of the world where PICU facilities are avail-
able, there is declining PICU mortality from disease and 
injuries. While it is unknown what the practice of intensive 
care will be in the decades to come, it is evident that overall 
child health outcomes can be enhanced by employing multi- 
faceted approaches to improve disease and injury prevention, 
and by dissemination of proven, evidence-based intensive 
care, subjected to rigorous research; to geographic locales 
with minimal or no ICU services. While systems biology 
(genomics, proteomics, and metabolomics) aims to ulti-
mately defi ne and infl uence human composition and func-
tion at the genetic level, to usher in an era of personalized 
care [ 67 ]; it is also vitally important to keep the holistic 

child-focused view in mind. It will be very important, there-
fore, to fund and espouse methodologically rigorous and ger-
mane research into biological, social, behavioral, and 
epidemiologic determinants of child health outcomes. 

 Research into the fatal and non-fatal outcomes of pediat-
ric intensive care will require a concerted effort to improve 
the defi nitions and methods used to assess outcomes, develop 
inter-disciplinary collaborative linkages with professionals 
outside of intensive care, including rehabilitation clinicians, 
psychologists, neuro-developmental clinicians, traumatolo-
gists, health policy and health services researchers, amongst 
others; to conduct methodologically rigorous and relevant 
research. Only then will we optimize and sustain the gains 
made in increased survival status, improved ability to live 
and function independently, and optimal quality of life, for 
survivors of childhood critical illness.     
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       To study the phenomenon of disease without books is to sail an 
uncharted sea; while to study books without seeing patients is 
not to go sea at all. – Sir William Osler 

     Introduction 

 Learning is a lifelong process; and this is especially nec-
essary in medicine, which continues to evolve each day. 
Dreyfus and Dreyfus [ 1 ] described the stages of learning 
that individuals go through during their professional lives. 
These fi ve stages are novice, advanced beginner, compe-
tent, profi cient, and expert. Brenner applied this model in 
a study of the nursing profession. Expertise develops when 
the clinician tests, and refi nes propositions, hypotheses, and 
principle- based expectations in actual practice situations 
[ 2 ]. Hands on experience is essential for the development 
of the physician or nurse. In professional education, learn-
ers grow into teachers and teachers continue to be learners. 
The medical student becomes the fi rst year resident and also 
a teacher of other medical students. More senior residents 
are teaching their juniors. The ever-changing practice of 
medicine requires physicians and nurses to engage in con-
tinued learning. Newer Accreditation Council for Graduate 
Medical Education (ACGME) guidelines intended to 
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 promote safe and effective patient care delivery, to improve 
quality and professionalism, and to promote resident well 
being, have created challenges in providing education to the 
trainees especially those in the Intensive Care Unit (ICU) 
environment [ 3 ,  4 ]. We as educators need to create new ave-
nues and re-explore old ones to promote training in the ICU 
environment.  

   Uniqueness of Pediatric Intensive Care Units 

 Pediatric intensive care units (PICUs) are unique learning 
environments in several respects, including (1) the wide 
patient age range, (2) the patient illness severity, (3) the need 
for rapid treatment of unstable patients, (4) seasonal varia-
tions in workload and training opportunities, (5) continually 
changing technology and medications, and (6) the wide 
range of provider experience level. Patient age range varies 
from preterm neonates to adults. For example, adults under-
going repair for congenital heart disease may be admitted to 
a PICU if preferred by their cardiovascular surgeon. Many 
adults with life-long pediatric illnesses or conditions such as 
cystic fi brosis, cerebral palsy etc., may be admitted to the 
PICU because of their small size, familiarity with the PICU 
staff, or the referral preference of their primary physician. 

 Seasonal variations of certain diseases, especially infec-
tious illnesses, cause large fl uxes in both workload and learn-
ing opportunities for residents and new nurses. For example, 
the residents rotating through the PICU during respiratory 
syncytial virus season have a greater chance of performing 
tracheal intubations and learning respiratory pathophysiol-
ogy than residents rotating through in the summer, which are 
more likely to see near-drowning or trauma. 

 Teaching PICUs are generally located in the regional 
referral institutions and therefore, they often attract more 
complex and severely ill patients from local community hos-
pitals. Illnesses range from status asthmaticus to smoke inha-
lation, from diabetic ketoacidosis to adrenal crisis, from 
meningitis to head injury, and from sepsis to child abuse. 
Often a rapid deterioration in a patient’s condition demands 
rapid interventions limiting time spent discussing therapeu-
tic options with the resident or nurse. 

 The constantly evolving technology and endless introduc-
tion of new medications also make the PICU more challeng-
ing for learners who have to understand the basic principles 
while trying to conquer new information. Learners in the 
PICU face a daunting task of acquiring both new skills and 
knowledge while simultaneously caring for critically ill 
patients. They are also expected to develop self-directed and 
life-long learning skills [ 5 ]. At any time in the PICU there 
is a wide variety of professionals in training, which adds to 
the learning environment complexity. Although, to new resi-
dents and nurses, the PICU may appear alarmingly chaotic, 

 intimidating, unforgiving, and unnerving, it offers a unique 
learning experience where they can expand their knowledge 
base, sharpen their clinical skills, and learn the value of a 
good clinical team.  

   Resident Education Techniques 

 Residents receive training and education through different 
formats such as patient care rounds, morning reports, didac-
tics (conferences, grand rounds), small group discussions, 
mock codes and organized focused courses such as Pediatric 
Advanced Life Support provider course. Didactics, the most 
widely used format, has been well documented to be unsuc-
cessful in changing physician performance and patient out-
comes [ 6 ,  7 ]. Hence, medical educators have moved on to 
more interactive formats such as problem based learning 
(PBL) and computer assisted learning (CAL). Problem- 
based learning is designed for small groups that work 
together and independently on information gathering and 
problem-solving. The instructor (facilitator) selects the clini-
cal scenario to enhance learner’s cognitive and problem- 
solving abilities. Studies have shown PBL has a little effect 
on self-directed learning [ 8 – 10 ]. David and Patel provide an 
excellent review of PBL in pediatrics [ 11 ]. 

 Advances in computer technology and accessibility com-
bined with Internet access for medical resource have pushed 
CAL to the forefront of medical education format. One of the 
most informative and useful Web sites of pediatric intensive 
care is PedsCCM (  http://www.pedsccm.org    ). Besides pro-
viding clinical tools, evidence-based reviews of applicable 
literature, and clinical guidelines pertaining to care of criti-
cally ill children, it also gives links to other informative web-
sites, e.g. eMedicine.Medscape (  http://emedcine.medscape.
com/pediatrics_cardiac    ), a free online reference for Pediatric 
Critical Care topics [ 12 ]. 

 The Pediatric Resident Committee, a subcommittee of the 
Pediatric Section of the Society of Critical Care Medicine 
(SCCM), developed a PICU Course to form a core curricu-
lum for medical students and residents in pediatric critical 
care medicine. The slide presentations, authored by  members 
of the Resident Education Committee are available for down-
load at a nominal fee to computer/server from a new SCCM 
website, LearnICU.org [ 13 ]. Originally, the presentations 
were designed to provide a template for attending led didac-
tic sessions. The presentations have been modifi ed for self-
learning to provide residents fl exibility to view as many 
presentations as possible during time that is convenient to 
them. This site also offers a pre and post-test to registered 
users, but composite scores of the residents are not available 
to respective program directors. Evaluation of this resource’s 
impact on resident learning is lacking. Although there is 
insuffi cient evidence to assert that CAL is more effective 
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than traditional methods, learners perform better when CAL 
supplements traditional methods [ 14 ]. Learners must possess 
basic computer literacy to take full advantage of this valu-
able and growing resource [ 15 ]. 

 An active learning strategy that has been incorporated 
into medical school education for greater than 10 years [ 16 ] 
and is now being implemented into resident training is team- 
based learning (TBL). TBL fosters individual and group 
accountability as small group of learners work together to 
solve clinical problems. TBL employs three-phases: (1) 
advanced preparation by individuals, (2) readiness assurance 
via individual and group testing, and (3) problem-solving in 
small groups. Although there are no published reports of 
TBL being applied in pediatrics, there is evidence of TBL 
maintaining a learned clinical skill, i.e. patient alcohol 
screening and brief intervention, in family medicine resi-
dents [ 17 ]. 

 Mock codes offer an opportunity to teach important criti-
cal thinking skills. Regular participation in mock codes pre-
pares the resident to perform in crisis situations when there is 
little time to discuss therapeutic options and assistance with 
team building. Mock codes allow residents to participate not 
only in different roles but also in different settings. A suc-
cessful mock code program has several benefi ts, one of 
which is working with nurses during a  crisis  when the conse-
quences of mistakes are removed from patients [ 18 ].  

   Resident Education in Pediatric Critical Care 

 For more than 100 years, medical education has occurred in 
community settings. In the mid-nineteenth century, physi-
cians were educated through preceptorships and apprentice-
ships. With the introduction of the full-time university 
post-Flexner model (1910), education shifted to the universi-
ties and their teaching hospitals, where most pediatric educa-
tion was teacher centered [ 19 ]. In 1987, in a summary of a 
report by the American Board of Pediatrics regarding the 
future training of pediatricians, Cleveland and Brownlee [ 20 ] 
commented that the current training programs did not ade-
quately prepare pediatric residents for practice and recom-
mended emphasis on ambulatory or community-based 
training. 

 The  Final report of the FOPE (Future of Pediatric 
Education) II Pediatric Generalists of the Future Workgroup 
(2000)  describes the core attributes, skills, and competencies 
of the future generalist pediatrician and outlines implications 
of these requirements for residency training and continuing 
medical education [ 21 ]. The authors state that residents must 
be assured excellent training in the stabilization of critically 
ill or injured children to manage their problems appropri-
ately in an acute care setting. This expectation requires suf-
fi cient experience in critical care medicine with older infants 

and children to be able to provide leadership to a team stabi-
lizing a critically ill patient. A working knowledge of pediat-
ric advanced life support and advanced pediatric life support 
techniques and algorithms, in addition to the knowledge base 
to construct a differential diagnosis for further care, is essen-
tial [ 21 ]. 

 The ACGME guidelines group the intensive care experi-
ence of both Neonatal ICU and PICU together to be a mini-
mum of 5 and a maximum of 6 months, of which minimum 
3 and maximum 4 block months in NICU (level II or III) and 
2 block months in PICU. Any additional call hours in PICU 
are not included in calculation of intensive care time. 
Guidelines also state that the curricula in PICU must be 
structured to, (1) familiarize residents with the special multi-
disciplinary and multi-organ implications of fl uid, electro-
lyte, and metabolic disorders; (2) trauma, nutrition, and 
cardiorespiratory management; (3) infection control; and (4) 
recognition and management of congenital anomalies in 
pediatric patients. It must also be designed to teach the 
following:
    1.    recognition and management of isolated and multi-organ 

system failure and assessment of reversibility;   
   2.    understanding organ system dysfunction variation by 

patient age;   
   3.    integration of clinical assessment and laboratory data to 

formulate management and therapeutic plans for criti-
cally ill patients;   

   4.    invasive and noninvasive techniques for monitoring and 
supporting pulmonary, cardiovascular, cerebral, and met-
abolic functions;   

   5.    participation in PICU admission, discharge, and patient 
transfer decision making;   

   6.    resuscitation, stabilization, and transportation of ICU 
patients;   

   7.    understanding appropriate physician roles for the pedia-
trician and intensivist in these settings;   

   8.    participation in preoperative and postoperative manage-
ment of surgical patients, including understanding appro-
priate physician roles for the pediatrician and the 
intensivist in this settings;   

   9.    evaluation and management critically ill patients 
 following traumatic injury [ 3 ].     
 Residents are expected to use the on-line log provided 

by the ACGME for documentation of all procedures. The 
program directors must be able to show the competence of 
each resident for each procedure using this document. In 
addition to PALS training, the residents must have suffi -
cient training in the following skills: (1) basic and advanced 
life support; (2) endotracheal intubation; (3) placement of 
intraosseous lines (demonstration in a skills lab or PALS 
course is suffi cient); (4) placement of intravenous lines; 
(5) arterial puncture; (6) venipuncture; (7) umbilical artery 
and vein catheterization; (8) lumbar puncture; (9) bladder 
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 catheterization; (10) wound care and suturing of lacerations; 
(11) procedural sedation and pain management; (12) chest 
tube placement and thoracentesis [ 3 ]. The remaining proce-
dures listed in the ACGME document are more applicable 
outside of the PICU. 

 In July 2010, the ACGME implemented new standards 
for supervision and duty hours for residency programs. The 
80-h work week averaged over 4-weeks is unchanged for all 
residents. The duty period of fi rst year residents must not 
exceed 16 h in duration, while the intermediate and senior 
residents may be scheduled to a maximum of 24 h of con-
tinuous duty, with an additional 4 h permitted for handing off 
patients to another practitioner or, in unusual circumstances, 
remaining with an acutely ill patient. The new guidelines 
strongly suggest “strategic napping” especially after 16 h of 
continuous duty between 10 PM and 8 AM [ 22 ]. Resident 
education has been impacted by these changes overall but 
especially in intensive care units. The survey of program 
directors by Chudgar et al. showed resident availability, clin-
ical workload, lack of faculty protected time for and lack of 
education funding as perceived education barriers. Resident 
delivered patient care, a core teaching method, has also suf-
fered by reducing continuity of care, and increasing patient 
care transitions [ 4 ]. Figure  12.1  summarizes various factors 
that impact today’s resident education in PICU; most have 

negative effects on training. Introduction of new technolo-
gies such as electronic medical records, computerized order 
entry, and introduction of new guidelines may both improve 
care safety and consistency but may also demand more resi-
dent time [ 23 ]. The service needs for ICUs have been increas-
ing over the past several decades, with advances in 
technology, improved monitoring, and the survival of more 
chronically ill and technology dependent children. Increasing 
complexity of care provides educational opportunities, but 
may increase the time spent in rounding [ 23 ].

   An emphasis on ambulatory and community pediatric 
rotations has occurred over past decade, with pediatric resi-
dents spending less time caring for hospitalized patients. The 
new duty hours rule from the Residency Review Committee 
[ 22 ] limits residents to spend 80 h per week (averaged over a 
4-week period) in clinical and academic activities. Residents’ 
continuity clinics also signifi cantly reduce (10–30 %) inpa-
tient care time. In addition, housestaff are expected to attend 
morning reports, didactic conferences, and grand rounds all 
of which require them to be relieved of patient care responsi-
bilities. Other responsibilities of residents in the PICU 
include admitting patients, managing care inclusive of some 
procedures, collecting patient or clinical data (laboratory, 
imaging, and other tests), clarifying pharmacy data, partici-
pating in nursing discussions/clarifi cations, and making 

Restricted Duty Hours

Continuity Clinics and
Mandatory Didactics

Increased demand by
Administration to produce RVUs

Reduced protected time for
Attending Physicians for Teaching

Requirement of research/
publication for promotion

Changing PICU environment

Reduced contact with
PICU patients

Reduced exposure to
procedures

Use of mid-level care providers
for patient care

Increased time spent in
hand-offs

Resident Education

Increased time spent rounding, writing
orders, travel

Increased Complexity of patients

Increased patient: resident ratio

New Technologies such as Electronic Medical
Records/Computerized Physician Order Entry :
PICU specific guidelines

Reduced contact with
PICU Attending physicians

Decreasing nurse work-force requiring
moving of patients within and outside of
PICU-need transfer orders, disturbs flow
of rounds

  Fig. 12.1    Factors impacting resident education in pediatric critical care unit       

 

G.G. Deshpande et al.



121

home care arrangements at the time of discharge of patients. 
Application of Lean Methodology geared towards resident 
education may be benefi cial [ 23 ]. For example, having mid- 
level care providers to perform some repetitive responsibili-
ties such as writing of total parenteral nutrition may free 
residents for other activities. Figure  12.2  offers some solu-
tions implemented by educators in various fi elds to amelio-
rate current educational barriers [ 23 – 30 ]. One approach 
taken to meet PICU service needs has been to hire mid-level 
care providers or physician extenders such as advanced nurse 
practitioners and physician assistants. However, this alterna-
tive can be expensive, and has been reported to shift hospital 
support from resident education to service needs [ 31 ]. In 
addition, training these allied health professionals creates 
competition for learning opportunities between the house-
staff and the physician extenders in smaller or slower PICUs.

      Evaluation of Residents 

 Resident performance is assessed in six areas to the level 
expected of a new practitioner: patient care, medical knowl-
edge, interpersonal skills and communication, practice- based 
learning and improvement, professionalism, and system-
based practice. The ACGME website [ 32 ] also provides sev-
eral tools to evaluate resident performance. The expectations 
for the residents in these six areas are as follows:
    Patient care:  Residents must be able to provide family- 

centered patient care that is culturally effective, develop-
mentally and age appropriate, compassionate, and 

effective for the treatment of disease and the promotion of 
health.  

   Medical knowledge:  Residents must demonstrate knowledge 
of established and evolving biomedical, clinical, epide-
miologic, and social–behavioral sciences and application 
of this knowledge to patient care.  

   Practice-based learning and improvement:  This involves the 
investigation and evaluation of care of patients, the 
appraisal and assimilation of scientifi c evidence, and 
improvements in inpatient care.  

   Interpersonal and communication skills:  Residents must be 
able to demonstrate interpersonal and communication 
skills that result in effective information exchange and 
teaming with patients, their families, and professional 
associates.  

   Professionalism:  Residents must demonstrate a commitment 
to carrying out professional responsibilities, adherence to 
ethical principles, and sensitivity to diversity.  

   System-based practice:  This is manifested by actions that 
demonstrate an awareness of and responsiveness to the 
larger context and system of health care, as well as the 
ability to call effectively on other resources in the system 
to provide optimal health care.     

   Educating New Graduate Nurses 

 Nurses require ongoing education to face challenges related 
to increased care complexity including new medication 
 education, electronic medical charting, in-servicing new 

Application of Lean Method for various
processes in PICU such as rounding to
reclaim more time with residents [23]

Redefine goals, and specify objectives of
learning

Didactic lectures, Evidence-based
Journal Clubs, Morbidity and
Mortality Conferences

Lectures, articles, acute care & PALS
scenarios [30], ventilator management

Web-based Learning

Bedside Teaching

Use of simulation technology for
teaching

Use of standardized patients/
parents to improve
communication

Team training, communication
and professionalism [28,29]

Task training using deliberate practice/
mastery learning model [26,27]

In-situ training to improve situational
awareness and application in
real-life environment [25]

Improve patient care, cognitive
skills by using "Just-in-time"
scenarios [24]

Resident Education
in PICU

  Fig. 12.2    Solutions proposed to enhance education in PICU       
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technologies such as ventilators and monitoring devices, and 
learning new care guidelines. Nurses often must learn while 
carrying a full clinical workload. New graduate nurses in the 
PICU have to simultaneously learn hospital policies and pro-
cedures and the pathophysiologies of the wide array of pedi-
atric illnesses, while acquiring practical bedside skills (e.g., 
invasive catheter care). Clinical demands during periods of 
high census, high acuity, and/or inadequate staffi ng can dis-
rupt the preceptor–novice relationship and create stress on 
the novice nurse that can be potentially detrimental to both 
learning and patient safety [ 33 ]. 

 Strategies used to facilitate critical care learning by 
nurses include formal orientation programs, PBL, concept 
mapping, nursing narratives, learning contracts, and refl ec-
tive practices [ 34 – 37 ]. The major limiting factor for learn-
ing identifi ed by PICU nurses was time constraints [ 38 ]. 
Students had a strong preference for courses in which the-
ory and content were related to practice, making learning 
more relevant. A nurturing environment with knowledge-
able preceptors, peer support, fl exible work schedule, and 
multiformat educational approach (e.g., lectures, videos, 
case studies) has been successful in improving graduate 
nurse retention in the PICU [ 39 ,  40 ]. To meet regulatory 
standards, hospital orientation and annual competency 
validation, nurse educators often use a skills lab or fair to 
assess knowledge and psychomotor skills. This however 
does not address integration of clinical judgment. 
Simulation based education can offer opportunities to 
develop decision- making skills and integration of critical 
care procedures and concepts into the employee compe-
tency curriculum [ 41 ]. Computer-assisted learning 
resources are available for critical care nurses [ 42 ] and can 
even facilitate learning critical nursing skills [ 43 ]. 
Interested readers are referred to excellent references that 
deal with conceptual [ 44 ,  45 ] and practical [ 46 – 48 ] learn-
ing principles for critical care nurses. 

 Nursing care in the PICU requires meticulous attention to 
detail and good communication skills to provide the best 
care to the critically ill child. Patients are treated with a mul-
titude of medications and infusions; a small error in calcula-
tion, composition, or administration could cause morbidity 
or mortality. The graduate nurse discovers early in their 
PICU education whether she or he possesses the ability to 
thrive in this highly challenging environment.  

   Use of Simulators in Medical Education 

 Experiential learning or learner-centered teaching has been 
accepted as a useful strategy for educators in the PICU to 
employ. According to Kolb [ 49 ], it is through repeated learn-
ing experiences that learners’ thoughts are formed and 
reformed. Guided practice allows learners to assimilate key 

concepts, attitudes, and skills. Skills to be learned in the 
PICU are hands on, procedural, or problem solving. Problem- 
solving skills include making decisions when adequate 
information is not available or in the presence of confl icting 
information. Occasionally, clinical problems are encoun-
tered that come with little guidance from the literature or 
experience to help manage the case. 

 Medical education has been based on apprenticeship tech-
niques since the era of Hippocrates. Medical simulation 
offers the potential for the evolution of new teaching para-
digms for the new millennium [ 5 ]. The use of human patient 
simulators and refl ective practice has recently come to the 
forefront of critical care education [ 5 ,  15 ,  50 ]. High-fi delity 
simulators are full-bodied mannequins that breathe, talk, 
blink, have a palpable pulse, make urine, and have audible 
bowel sounds similar to patients [ 50 ]. Simulators such as 
those made by METI (Medical Education Technology Inc., 
Sarasota, FL;   www.meti.com    ) and Laerdal (Laerdal Medical 
Corp., Wappingers Falls, NY;   www.laerdal.com    ) are becom-
ing increasingly available in large academic medical centers. 
High-fi delity simulators provide ideal opportunities for 
experiential learning and hands-on practice with use of real 
instruments with real-time patient reactions to students’ 
actions. The simulators provide a number of prescribed cases 
for students. In addition, real patient cases and data can be 
used to create scenarios that recreate what happened in the 
unit. Simulators can also be used to maintain skills that may 
be used rarely in the PICU, such as cardiopulmonary resus-
citation [ 51 ]. Simulators can create adverse situations such 
as esophageal intubation or dislodged endotracheal tubes 
that in real life could be life threatening and hence cannot be 
deliberately created. It is mandatory that physicians recog-
nize such situations immediately and manage them correctly 
and swiftly. Reducing error in high-risk situations (i.e., 
codes) can be addressed through strategies such as crisis 
resource management training using simulation [ 52 ]. 

 Simulators are educational tools that allow students to 
learn new skills in a safe environment. Scenarios can be 
played out so that learners can see the results of their actions 
without having the attending or instructors having to step in 
and correct their actions or decisions. The use of videotape 
provides an objective, time-coded record of trainee commu-
nication and actions and creates a powerful stimulus for 
learning during facilitated debriefi ng. Because the activities 
in the simulator pose no risk to patients or to professional 
liability, trainees are allowed to witness the natural evolu-
tions of mistakes without the need for intervention by senior 
faculty [ 53 ]. Simulators can also be used for learner assess-
ment and evaluation [ 54 ,  55 ]. This is especially important for 
the competencies in residency education and being able to 
document a resident’s ability to perform critical skills and 
procedures [ 56 ]. Thus, in a new era of exponentially increas-
ing medical knowledge and ever-decreasing patient contact, 
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simulation may offer an answer. According to Christine 
McGuire, Professor of Medical Education at the University 
of Illinois, simulation offers an opportunity to leverage the 
advantages of experiential learning and refl ective practices 
through three defi ning characteristics: simulation imitates 
but does not duplicate reality, offers almost limitless oppor-
tunities to  go wrong , and provides corrective feedback as a 
guide to future action [ 55 ]. Yager et al. has recently pub-
lished an excellent review of simulation literature regarding 
its use in pediatric critical care and emergency medicine 
[ 57 ]. Andreatta et al., in their recent study showed progres-
sive improvement in patient survival following pediatric car-
diopulmonary arrest associated with an increase in number 
of mock codes over the 4-year study period [ 58 ]. This is the 
fi rst study to link pediatric simulation based teaching to an 
important clinical outcome.  

   Conclusion 

 The PICU offers a unique learning environment. There 
are several models for adult learning, and success depends 
on the learner stage, methods used, and skill of the instruc-
tor/facilitator. Teaching residents all the knowledge base 
and procedural skills required by ACGME during their 
limited work hours is a challenge being faced by intensiv-
ists across the country. A combination of the many avail-
able educational approaches should be tailored to meet 
local educational needs while conforming to national 
standards. High-fi delity simulators appear to be a safe and 
effective way to teach and evaluate residents, fellows, and 
nurses inside or outside of the PICU environment.     
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    Abstract 

 Knowledge of the incidence, prevalence, and natural history of disease informs the develop-
ment of treatments to improve outcomes, the care delivered at the bedside, and the health 
policy that infl uences the systems of medical care for critically ill children. In this chapter, 
we discuss several issues related to clinical epidemiology in critical care and summarize 
some of the large-scale work that has been done examining the epidemiology of quintes-
sential critical illnesses in children. There are a number of challenges in performing epide-
miologic research in critical care, not the least of which is related to a core principle of 
epidemiology, which is the need to be able to reliably and validly identify diseases or condi-
tions of interest In critical care, defi nitions of the syndromes that most consider quintes-
sential critical care “diseases” lack gold standard tests by which to validate them. Despite 
these challenges, researchers have found mortality for many conditions is improving, and 
the use of ICU services is increasing. Critical care is provided to hundreds of thousands of 
children in the US annually, and the number and volume of pediatric ICUs has been increas-
ing over the past two decades, to a greater extent than both the US pediatric population and 
hospital beds for children. Over 7,000 US children are treated for acute lung injury each 
year, and more than 100,000 infants and older children are mechanically ventilated. Severe 
sepsis occurs in over 42,000 US children annually, and is a leading cause of death. Rates of 
ICU care for asthma, the most common chronic disease in childhood, are increasing at the 
same time that hospitalization rates are decreasing. The thoughtful use of the tools of clini-
cal epidemiology can facilitate advances in pediatric critical care, help us refi ne their appli-
cation, and let us understand their ramifi cations.  
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     The clinical epidemiology of critical illness is vital to inform 
clinical care, meaningful patient-oriented research, and 
health policy. Knowledge of risk factors for disease aids 
in prevention of disease, timely intervention to treat it, and 
selection of study populations. Describing the natural his-
tory of disease informs the development of treatments to 
improve outcomes and the care delivered at the bedside. 
Understanding the burden of disease infl uences the priori-
tization of research efforts and the allocation of health care 
resources. However, there are a number of challenges in 
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performing epidemiologic research in critical care, not the 
least of which is related to a core principle of epidemiology. 
Delineating the epidemiology of a disease or condition starts 
with the ability to identify it, both reliably (different inves-
tigators classify a patient in the same way as each other and 
over time) and validly (the classifi cation distinguishes peo-
ple with the disease from those without it). In critical care, 
this may be conceptually straightforward but is operationally 
challenging. In this chapter, we discuss several issues related 
to clinical epidemiology in critical care and summarize some 
of the large-scale work that has been done examining the 
epidemiology of critical illnesses in children. 

    Challenges of Defining a Population 
in Critical Care 

 Critical illness is made up of a heterogeneous group of disor-
ders that share a risk of organ dysfunction, long-term morbid-
ity, and mortality. However, defi nitions of the syndromes that 
most consider quintessential critical care “diseases” (sepsis, 
acute respiratory distress syndrome (ARDS), and even organ 
failure) lack gold standard tests by which to validate them. By 
necessity, then, defi nitions have been developed by consensus 
and expert opinion. While these defi nitions represent a sub-
stantial improvement over the prior state of phenomenologi-
cal disarray, they still suffer from limitations in reliability and 
validity [ 1 – 4 ]. Even the minimum degree of organ dysfunc-
tion, or risk thereof, that suggests that a patient is “critically” 
ill is often debated. 

 Another challenge to identifying patients with critical 
illness is that critical illness is often defi ned by where its 
care takes place (in the intensive care unit [ICU]) and the 
interventions used to treat it (e.g., mechanical ventilation 
(MV), infusions of medications to support hemodynamics, 
continuous renal replacement therapy). While convenient, 
these defi nitions are signifi cantly limited. The defi nition 
of an illness cannot rely on the availability of an ICU bed 
or on the resources available to providers. Care that is pro-
vided in an ICU in one country or region may be provided 
on the ward in another (and even within a given hospital, 
the availability of ICU beds may change with hospital and 
ICU census). Critical illness nearly always begins prior to 
ICU admission and can last beyond ICU discharge. The tim-
ing and use of interventions vary markedly by provider, even 
when controlling for patient factors, such as severity of ill-
ness. It is therefore much more straightforward determining 
which patients received an intervention than which patients 
actually “needed” one [ 5 – 9 ]. Nonetheless, with the increas-
ing availability of large scale databases and increasing num-
bers of large-scale epidemiologic studies using prospectively 
collected data, the size and scope of pediatric critical illness 
is beginning to be characterized.  

    Epidemiology of Children Receiving Critical 
Care Services 

 National estimates of the overall use of ICU services for chil-
dren are limited. Extrapolating from a survey conducted in 
2001 by Randolph and colleagues [ 10 ], in which pediatric 
ICU (PICU) directors were asked to report their annual num-
ber of PICU admissions, at least 230,000 children were 
admitted to PICUs that year. In preliminary work based on 
hospital discharge data from states representing a third of the 
US pediatric population, Hartman et al. estimated that 
315,000 children 1 month to 19 years of age received inten-
sive care services in the US in 2005 (in PICUs, neonatal 
ICUs, and adult ICUs admitting children) [ 11 ]. These 
patients represented 13.5 % of pediatric hospitalizations. 
The population-based incidence of ICU care in infants at 
least 1 month old was over three times that of older children. 
Hospital mortality was 2.3 % (or over 7,100 deaths nation-
ally), was similar across age groups, and was consistent with 
that reported in Randolph and colleagues’ survey (2.9 %) 
[ 10 ]. Mean hospital costs were $19,600 per patient, and total 
ICU costs were $6 billion nationally [ 11 ]. In Washington, 
DC, the rate of emergency ICU admissions of children less 
than 14 years old was 166 per 100,000, with higher rates for 
families with lower socioeconomic status [ 12 ]. In England 
and Wales, the rate of PICU admission was 98 per 100,000 
children less than 16 years of age, representing 0.1 % of the 
pediatric population. Overall mortality was 4.9 %, and higher 
rates of admission and mortality were also found among 
those with lower socioeconomic status [ 13 ]. 

 Angus et al. studied ICU services at the end of life for 
children and adults and found that one in fi ve Americans 
who died in the US in 1999 did so after receiving ICU care 
[ 14 ]. Although many more adults died, children were more 
likely to receive ICU services at the end of life. Nearly half 
of infants and one third of older children who died in 1999 
received ICU care. Subsequent preliminary analyses of a 
similar pediatric sample found that 76 % of deaths of hospi-
talized children 1 month to 19 years of age involved ICU 
care during the hospitalization [ 11 ]. 

 Despite the limitations of using a geographic defi nition of 
critical illness, our understanding of the magnitude of critical 
illness among children is enhanced by information about the 
provision of pediatric critical care services [ 15 ]. Although 
only 9 % of counties in the US have PICUs and 99 % of 
PICU are located in urban counties [ 16 ], the relative impor-
tance of critical care for hospitalized children is on the rise. 
The number of US pediatric hospital beds overall has been 
decreasing since the 1980s, but the number of ICU beds for 
children has been increasing. In 1989, Pollack and others 
identifi ed 276 pediatric-specifi c ICUs (PICUs) in the US, 
with an average of 528 admissions per year [ 17 ]. Pediatric 
intensivists were available in 73 % of the units, and reported 

R.S. Watson and M.E. Hartman



127

mortality was 5.5 %. In 2001, Randolph and colleagues 
found that the number of PICUs increased to 349, with an 
average of 672 admissions per year, pediatric intensivists 
available in 94 %, and mortality of 2.9 % [ 10 ]. Between 1995 
and 2001, the number of PICU beds increased by 24 % and 
outpaced population growth of children by 17.5 %. The 
number of beds per child varied substantially by region—
from 1 per 15,250 children in Arkansas, Louisiana, and 
Texas to 1 per 27,440 in New England. Whether this varia-
tion refl ects different regional pediatric critical care needs is 
unknown. 

 The reason for the increasing numbers of PICU beds is 
also unclear and likely multifactorial. It may refl ect changes 
in referral patterns, with an increasing number of smaller 
hospitals providing care for patients previously transferred to 
larger units. Although this would be somewhat surprising in 
light of increasing evidence that higher volume units have 
better severity-adjusted outcomes than their smaller counter-
parts [ 18 – 23 ], healthcare fi nancing affords incentives to pro-
vide intensive care services even at smaller hospitals. On the 
other hand, patients who remain at smaller hospitals may be 
less severely ill than those who are transferred to tertiary care 
and may merely require additional monitoring that is not 
available on the wards of many hospitals. 

 Perhaps the most important factor in the increasing 
demand for PICU services is an increasing number of chil-
dren in the population living with chronic medical conditions. 
Success in the treatment of extremely low birth weight babies, 
genetic disorders, cancer, cystic fi brosis, and organ transplant 
recipients have lead to longer life expectancies and decreased 
mortality rates. These successes have also led to an increased 
number of children living at increased risk of critical illness 
[ 24 – 28 ]. In a population-based study at a tertiary PICU in 
New York, almost half (45 %) of all unscheduled admissions 
to the PICU were for patients with chronic health conditions, 
32 % of whom received technology- assisted care (such as 
MV, oxygen, tracheostomies, and intravenous therapies) [ 29 ]. 
Children with chronic conditions were 3.3 times more likely 
than healthy children to have an unscheduled PICU admis-
sion, and those receiving technology-assisted care were 373 
times more likely. The most common conditions were neuro-
logical, accounting for 15 % of all unscheduled admissions. 
Similarly, 23 % of all admissions (both scheduled and 
unscheduled) to a large, tertiary PICU had preexisting neuro-
developmental disorders [ 30 ]. Although hospital mortality 
was only 3 %, patients were discharged with signifi cantly 
greater needs for ventilatory and nutritional technology sup-
port than they had on admission. In addition to increasing the 
number of PICU admissions, children with chronic illness 
may require lengthy PICU stays. Indeed, former premature 
babies admitted to the PICU consumed more healthcare 
resources than their non- premature counterparts, including 
longer lengths of stay and higher rates of MV [ 31 ].  

    Epidemiology of Mechanical Ventilation 
and ARDS/ALI 

 The provision of MV for acute respiratory failure was a 
major motivating factor in the development of intensive care 
units and is one of the hallmarks of critical care. National 
estimates of respiratory failure among infants and children 
have been derived from analyses of administrative records of 
patients receiving mechanical ventilation. Of course, some 
patients are ventilated in the ICU for reasons other than for 
respiratory failure (such as for extreme hemodynamic insta-
bility or after prolonged surgery). Therefore, the incidence of 
MV is higher than the incidence of respiratory failure. Rates 
of mechanical ventilation were higher in neonates than in 
any other age group (80,000 babies per year, or 1.8 % of US 
neonates) [ 32 ]. Although very low birth weight babies had 
extremely high rates of MV (52 %/year), one-third of venti-
lated neonates were of normal birth weight. Hospital mortal-
ity was 11.1 %, and total US hospital costs were $4.4 billion 
in 1994. Preliminary work examining older children found 
that 35,000 children aged 1–19 years were ventilated in the 
US in 1999 [ 33 ]. Duration of MV was 4 or more days in over 
a third of patients. Most were ventilated for medical (as 
opposed to surgical) reasons, and the most common associ-
ated condition was severe sepsis (in 35 %). Hospital mortal-
ity (13.8 %) was higher than that of neonates, and estimated 
national hospital costs were lower ($1 billion). 

 The epidemiology of ARDS and ALI is challenging to 
determine in multicenter studies, as it requires the collec-
tion of detailed physiologic data. Nonetheless, several good 
population- based estimates of children with these disorders, 
using the American-European Consensus Conference defi ni-
tions [ 34 ], are now available. In Australia and New Zealand, 
a study of 13 ICUs (including eight of the nine PICUs in 
those countries) found 2.96 cases of ALI per 100,000 chil-
dren less than 16 years of age per year. Most of these cases 
(88 %) met ARDS criteria. Mortality was 35 % for chil-
dren with ALI and 44 % for children with ARDS [ 35 ]. In 
Germany, a prospective population-based study of ARDS 
in children 1 month to 18 years old found only seven new 
cases of ARDS in 3 months (Feb, June, April) at 94 ICUs. 
These cases represented 1.5 % of ventilated children and a 
population-based incidence of 3.1 per 100,000 per year [ 36 ]. 
The authors estimated that 500 children develop ARDS in 
Germany annually. 

 In the US, ALI/ARDS has been systematically assessed 
in a comprehensive study in King County, Washington. 
Among children 6 months to 15 years of age, 12.8 per 
100,000 per year developed ALI, 74 % of whom met ARDS 
criteria. This projected to 7,700 cases of pediatric ALI in the 
US annually, 5,700 of whom had ARDS. The most common 
risk factor was severe sepsis, and the hospital mortality was 
18 % [ 37 ]. The age-adjusted incidence in patients 15 years 
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and older was 86.2/100,000/year (which projects to 190,600 
cases per year nationally) in 1999–2000 [ 1 ]. Hospital mortal-
ity was 38.5 %, and both incidence and mortality increased 
with age.  

    Epidemiology of Sepsis 

 Not only is the treatment of sepsis an integral component of 
critical care, but sepsis also provides a good example of how 
defi ning a syndrome, even broadly, facilitates its study. In 
1992, the American College of Chest Physicians/Society of 
Critical Care Medicine Consensus Conference met to stan-
dardize the defi nitions of sepsis and severe sepsis so that they 
might be more clearly applied in research and clinical prac-
tice [ 38 ]. The group defi ned  sepsis  as a systemic infl amma-
tory response syndrome resulting from infection,  severe 
sepsis  as sepsis associated with organ dysfunction, hypoper-
fusion or hypotension, and  septic shock  as sepsis with arte-
rial hypotension despite adequate fl uid resuscitation [ 38 ]. 
These defi nitions now frequently serve as criteria for inclu-
sion in randomized controlled trials for sepsis therapies [ 39 –
 45 ] and are increasingly employed by medical practitioners 
around the world. One of the signifi cant advantages for use 
of standard terminology is that it facilitated quantifying the 
magnitude of sepsis. Sepsis and severe sepsis are much more 
common than previously realized, and they are important 
causes of serious morbidity and mortality in both children 
and adults. 

 The US Centers for Disease Control (CDC) lists septicemia 
(“a systemic disease associated with organisms or their toxins 
in the blood”) as the seventh leading cause of death for children 
age 1–4 years, and eighth for children 5–9 years [ 46 ]. Other 
investigators have examined severe sepsis specifi cally, apply-
ing consensus defi nitions to large administrative datasets con-
taining records of US hospitalizations. In 1995, over 42,000 
children younger than 20 years old were hospitalized with 
severe sepsis in the US, and 4,400 of them died (for a hospital 
mortality of 10.3 %) [ 47 ]. Compared to other conditions in the 
CDC’s leading causes of death, severe sepsis deaths exceeded 
all but three among infants and all but one among older chil-
dren. Almost half of children with severe sepsis (48 %) were 
less than 1 year old. Severe sepsis was more common among 
boys than girls and more common in children with underlying 
illness. Analyses of data from 2005 found that the population-
based incidence of pediatric severe sepsis in the US increased 
by 59 %, the total number of cases per year rose to more than 
75,000, and the case-fatality rate fell to 8.9 % [ 48 ]. The three 
most common pathogens for children with severe sepsis in the 
US were staphylococcus (all types), streptococcus (all types), 
and fungus, though viral etiologies were not examined [ 47 ]. 

 In a single-center study in Montreal, Proulx et al. exam-
ined the incidence of sepsis and related conditions in a univer-
sity pediatric intensive care unit [ 49 ]. This group examined 

1,058 admissions to their PICU between 1991 and 1992, and 
identifi ed 245 cases of sepsis (23 % of all PICU admissions), 
46 cases of severe sepsis (4 %), and 25 cases of septic shock 
(2 %). Mortality among the children with sepsis was 6 % 
[ 49 ]. In this and multiple other studies, mortality after sepsis 
is higher among children with underlying disease, especially 
among children with cancer and those who have undergone 
bone marrow transplantation [ 47 ,  50 ,  51 ]. 

 In addition to being at risk of in-hospital morbidity and 
mortality, children with severe sepsis are at risk for hospital 
readmission and post-discharge mortality. A study of chil-
dren hospitalized with severe sepsis in Washington State 
over 15 years showed that 47 % of children surviving the 
hospitalization were readmitted to the hospital, with a 
median time to readmission of 3 months. Post-discharge 
mortality was 6.5 %, with a median time to death of approxi-
mately 13 months [ 52 ]. 

 Multiple organ dysfunction (MOD) is often associated 
with severe sepsis. Details about its pathophysiology are 
poorly understood, and its effects on mortality are still 
being studied. Kutko et al. studied 96 cases of septic shock 
in 80 patients at a large academic PICU over 2 years to 
determine the impact of MOD on mortality in septic shock 
[ 53 ]. Over 70 % of sepsis cases occurred in patients with 
cancer (19 % of whom had undergone a bone marrow trans-
plant), and half occurred in patients with neutropenia. 
Indwelling catheters were present in over 58 % of cases. 
MOD was present in almost 73 % of cases at some point in 
time during the PICU course, and mortality for this group 
was 36 %. In Proulx’s sepsis cohort, discussed above, 29 % 
developed MOD, with a mortality of 32 % [ 49 ]. A fi nding 
common among these studies was that there were few or no 
deaths among previously healthy children and no deaths 
among patients without MOD.  

    Epidemiology of Status Asthmaticus 

 As the most common chronic disease among children, asth-
ma’s epidemiology has been extensively studied, and increas-
ing numbers of investigators have examined the epidemiology 
of status asthmaticus. Asthma affects 5–7 % of US children. 
Its prevalence increased from 1980 to 1996 and leveled off 
between 1997 and 2000. It is one of the most common rea-
sons for pediatric hospitalization in the US [ 54 ], and hospi-
talization rates increased between 1980 and the mid-1990s 
[ 55 ,  56 ]. In 2000, there were 152,000 pediatric hospital 
admissions for asthma, which generated a total US hospital 
charges of $835 million (2 % of US healthcare charges for 
children) [ 57 ]. 

 Although status asthmaticus is a common reason for ICU 
admission, only an average of 8 % of children hospitalized 
with asthma at pediatric centers require PICU care [ 58 ]. 
Between 1992 and 2006, the population-based rate of hospital 
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admission for status asthmaticus decreased by 50 %, while the 
rate of ICU admission more than tripled, and the use of MV 
was unchanged [ 59 ]. The use of invasive MV varies substan-
tially by center (from 3 to 47 % of PICU patients [ 5 – 9 ]), by 
region of the US (from 6 to 27 % of PICU patients at pediatric 
centers [ 58 ]), and by year (from 8 to 18 % of ICU patients 
between 1992 and 2001 in a single state [ 60 ]). This variation 
persists even when controlling for severity of illness [ 5 ], and 
children with Medicaid insurance have higher rates of intuba-
tion and longer lengths of stay than patients with commercial 
insurance, even when controlling for severity of illness [ 61 ]. 

 Mortality rates in children with asthma are increasing [ 55 , 
 56 ,  62 ,  63 ], but death is still uncommon after patients are 
admitted to the hospital. Two recent, large studies found 0.3–
0.4 % hospital mortality among patients admitted to tertiary 
PICUs [ 5 ,  58 ], and 2.8 % mortality among intubated patients 
[ 5 ]. Mortality is highest in adolescents (twice that of younger 
children), and children of African American decent are more 
than four times as likely to die from asthma as white children 
[ 55 ]. Risk factors for asthma-related death include previous 
life-threatening attacks, severe disease, recent hospital 
admission or emergency room visit, poor adherence to medi-
cal regimens [ 64 ,  65 ], and prior history of asthma-induced 
respiratory failure requiring mechanical ventilation [ 66 ]. 
Some patients with near-fatal asthma (requiring mechanical 
ventilation or resulting in unconsciousness) have been found 
to have decreased sensitivity to hypoxia and blunted percep-
tion of dyspnea [ 67 ].  

    Conclusion 

 Improving defi nitions of the syndromes that characterize 
critical illness, the development of effi cient information 
technology, and the creation of extensive databases that 
include PICU patients have enabled large-scale epidemio-
logic research to be conducted in critical care. As evident 
from the above discussion, however, this work is incomplete. 
We need better estimates of basic critical care syndromes 
and interventions. We also need to examine further reasons 
for variation in care, the relationship between risk factors of 
disease, hospital course, and post-discharge outcome, and 
how public health and medical interventions affect the inci-
dence and outcome of critical illness in children. 

 Recent and impending developments in the healthcare 
of children will affect the epidemiology of pediatric criti-
cal illness. Populations of children known to be at high 
risk for critical illness (e.g., premature babies, technol-
ogy-dependent or immunosuppressed children) continue 
to grow. New vaccines may decrease the rate of severe 
sepsis in previously healthy children. Genetic and immu-
nologic analysis will identify children at high or low risk 
of severe illness and sequelae. They will enhance our ther-
apeutic effectiveness by allowing us to provide  specifi c 
treatments to children based on more robust  information 
regarding the likelihood of responsiveness [ 68 ]. The 

 success of pediatric critical care study networks will 
increase our knowledge about the effi cacy and effective-
ness of interventions for critical illness and will enhance 
our understanding of the natural history of critical illness. 
The thoughtful use of the tools of clinical epidemiology 
can facilitate these advances, help us refi ne their applica-
tion, and let us understand their ramifi cations.     
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        Introduction 

 Care to critically ill pediatric patients requires a unique bal-
ance of modern technology, conscientious care providers, and 
the involvement of patients and their families. Fortunately, 
the majority of children treated in the PICU recover to an 
acceptable level of independent function and overall health 
[ 1 – 3 ]. Occasionally, when caring for children with complex 
medical issues and unclear prognoses, clinicians may be chal-
lenged with moral distress, ethical dilemmas and doubt [ 4 ]. 
These feelings may stem from concerns about resource utili-
zation, patient suffering, and undue burden for outcomes that 

may be considered unacceptable [ 4 ]. Redirection of care 
away from curative treatments to symptomatic relief and pal-
liative care can be diffi cult for families, patients and some 
health care providers [ 4 ]. Such decisions may be diffi cult 
because pediatric practice uses the ‘best interest’ standard, 
and some families and care provider cannot accept that pallia-
tive care is ever in a child’s best interest. 

 As children get older, more weight is given to their ideas 
about their medical care. This may blur the lines of parental 
permission, informed consent and assent. These ambiguous 
pediatric care areas may lead to confl ict amongst clinicians 
within the care team or between caregivers and the patient 
and/or family. At such times, careful ethical analysis 
 combined with an understanding of state and Federal laws, 
respectful listening, and collegial communication is essential 
to resolve the issues. 

 This chapter will begin with a discussion of consent, age 
and development – appropriate autonomous decision- making, 
and the provision care guided by patient ‘best interest’. We 
will further discuss the delivery of palliative care to pediatric 
patients, including medication use at the end of life. Using 
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accepted defi nitions of cardiac and brain death, we will address 
challenges surrounding organ donation. These topics will be 
described in the broader context of policies and recommenda-
tions by the American Academy of Pediatrics (AAP). The 
chapter will conclude with a discussion and recognition of the 
impact of caring for critically ill children on caregivers.  

    Informed Consent/Parental Permission 

   …parents are free to become martyrs themselves. However, it 
does not follow that they are free, in identical circumstances, 
to make martyrs of their children before they have reached 
the age of full and legal discretion when they can make that 
choice for themselves. –United States Supreme Court Prince 
v. Massachusetts 321 U.S. 158 (1944) 

   It was only in the twentieth century that children were 
legally recognized as subjects and not as objects or property 
[ 5 ]. The fi rst statement describing consent in the pediatric 
population was released in 1976 [ 6 ]. The process of informed 
consent is a procedure to ensure patients understand all 
anticipated treatment or procedure risks and benefi ts. Only 
patients with appropriate decision-making capacity and legal 
empowerment can give informed consent. Therefore, 
informed consent has limited direct application in pediatrics. 
Although minor patients are not legally empowered to give 
informed consent, their willingness, or assent, to participate 
in research trials or certain treatments, should be considered 
[ 5 – 8 ]. For the majority of pediatric patients, permission to 
treat is obtained from the parent with the child’s assent 
whenever appropriate. 

    Informed Consent 

 In order to obtain true informed consent, the necessary ele-
ments required for appropriate decision-making must be 
understood [ 6 ]. To ensure that decisions are being made in 
his/her own best interest, the patient must be capable of giv-
ing consent. The patient’s diagnosis must be explained in 
simple terms that are easy to comprehend. Along with 
describing the risk and benefi ts of the offered treatments, 
alternatives and their respective risk and benefi ts must also 
be discussed (Table  14.1 ). The consequences of foregoing 
recommended therapies and interventions should be thor-
oughly explained, and the patient must demonstrate an 
understanding of the possible outcomes. If a language barrier 
exists, consent should be obtained through a trained medical 
interpreter. Informed consent can only be obtained when a 
capable patient demonstrates an understanding of his diag-
nosis and all treatments options with respective risks and 
benefi ts.

   As described before, direct application of informed con-
sent is limited in pediatric patients. Various state statutes 

allow minor patients to seek care and provide informed 
consent for family planning, to treat sexually transmitted 
diseases, receive mental healthcare or substance-abuse reha-
bilitation [ 6 ,  7 ]. Although these statutes allow for informed 
consent by a minor, it does not guarantee privacy. The 
Family Planning Act [ 9 ] is the only federal law that requires 
confi dentiality for minor patients. All providers should be 
knowledgeable of their respective state and Federal laws for 
informed consent and confi dentiality related to care of minor 
patients [ 7 ]. 

 Frequently, we face unique challenges when obtaining 
informed consent for patients in the PICU due to life- 
threatening circumstances and social circumstances that may 
surround necessary treatments and procedures. According to 
the AAP 2011 policy on consent for pediatric emergency 
medical services, “medical screening examination and any 
medical care necessary and likely to prevent imminent and 
signifi cant harm to a pediatric patient with an emergency 
medical condition should not be withheld or delayed because 
of problems obtaining consent” [ 10 ].  

    Parental Permission 

 For most pediatric care, parental permission is obtained 
instead of informed consent [ 10 ]. Parents know their child 
well and their affection will lead them to make decisions in 
the child’s best interest [ 6 ,  10 ]. However in some child abuse 
cases, the parent’s ability to make decisions in the child’s 
best interest comes into question [ 11 ]. Forgoing life- 
sustaining medical treatments may pose a confl ict of interest 
with fear that the legal charges could change from assault to 
manslaughter or murder [ 11 ]. In these cases, the AAP and 
legal counsel advocate that a guardian ad litum be appointed 
by the court [ 11 ]. 

 The unaccompanied minor is another circumstance where 
treatment of a minor may not require parental permission. 
According to current federal law under the Emergency 

   Table 14.1    Informed consent   

 Provision of information 
   Explanations, in understandable language, of the nature of the 

ailment or condition, the nature of proposed diagnostic steps and/
or treatment and the probability of their success, the existence and 
nature of the risks involved, and the existence, potential benefi ts 
and risks of recommended alternative treatment (including the 
choice of no treatment) 

 Assessment of the patient’s understanding of the above information 
 Assessment, if only tacit, of the capacity of the patient or surrogate 
to make the necessary decision 
 Assurance, insofar as is possible, that the patient has the freedom 
to choose among the medical alternatives without coercion or 
manipulation 
   AAP policy statement,  Informed consent, parental permission, 

and assent in pediatric practice  
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Medical Treatment and Active Labor Act (EMTALA), a 
medical screening examination is mandated for every patient 
seeking treatment in an Emergency Department of any hos-
pital that participates in programs that receive federal fund-
ing, independent of consent or reimbursement status [ 12 ]. 
This law protects providers and unaccompanied minors 
when evaluating for and treating life and limb threatening 
conditions [ 12 ].  

    Assent 

 Our legal obligation to treat a pediatric patient according 
to the wishes of his legal guardian must not overshadow 
our ethical responsibility to respect the child’s willingness, 
or assent, to participate in his/her care. Weithorn et al. 
demonstrated that patients as young as 9 years old can 
weigh important pieces of information when presented 
with medical scenarios [ 13 ]. Limited data suggests that 
adolescents, especially 14 years and older, may have the 
ability to make informed health care decisions similar to 
adults [ 13 ].  

    Emancipated Minor and Mature Minor 
Exceptions 

 The emancipated minor and mature minor are additional cir-
cumstances that legally preclude the requirement for paren-
tal permission in order to treat. The mature minor is a 
principle that deems the minor patient as mature and capable 
of making medical and welfare decisions in their own best 
interest. It is decided on a case by case basis, and states vary 
as to whether such status can be granted by a physician, or 
reserved for judge’s to assign. The mature minor must dem-
onstrate suffi cient maturity and understand the risks and ben-
efi ts of the decision he/she is making [ 6 ]. 

 Emancipated minors have full legal authority to make 
their own medical decisions. The legal system recognizes 
independent living, marriage, pregnancy or parenthood, and 
military duty as causes for emancipation [ 6 ]. These also vary 
by state, so it is crucial to know one’s local laws. In sum-
mary, children should participate in age and developmentally 
appropriate discussion and medical-decision making when 
feasible [ 5 – 8 ].   

    Communication in the Pediatric Intensive 
Care Unit 

 Communication is the skill or art of conveying meaningful 
information through words, visual cues, and body language. 
Whether discussing a new cancer diagnosis or the need to 
repeat a chest radiograph, patients’ and parents’ stress related 

to a hospitalization and the disease can be under-estimated 
[ 7 ]. Parents in a PICU have reported that they want commu-
nication that is  Honest ,  Inclusive ,  Compassionate ,  Clear and 
Comprehensive ,  and Coordinated  [ 14 ]. This can be remem-
bered using the acronym HICCC [ 14 ]. In an effort to enable 
and foster family-centered care and patient involvement, par-
ents and children are encouraged to participate in-patient 
rounds and discussions. Routine multidisciplinary confer-
ences provide the opportunity to re-evaluate long-term goals 
of care [ 15 – 17 ].  

    Provision of End of Life Care in the Pediatric 
Intensive Care Unit 

 In the PICU, children can receive life saving interventions 
from intubation and ventilation, dialysis and even extracor-
poreal membrane oxygenation. The transition from heroic 
measures to setting limits on interventions can be diffi cult to 
navigate. Despite limitations of technological support, fami-
lies should be assured that symptom management will be 
aggressively provided to keep their child comfortable. Often 
times, resuscitation status is addressed fi rst to set the initial 
stage for any limitations of care. 

 Do-not-attempt-resuscitation (DNAR) is legally defi ned 
as withholding cardiopulmonary resuscitation (which may 
include intubation, defi brillation, and chest compressions) 
in the event of an acute cardiopulmonary arrest. DNAR does 
not address limitations of the treatments that may prevent an 
acute arrest (i.e., antibiotics, corticosteroids, pain medica-
tions, blood products, etc) [ 18 ]. Families and patients may 
think that DNAR is synonymous with do not treat or with-
drawal of support. Sanders et al. described the term partial 
do-not-attempt-resuscitation order and how it may represent 
a fundamental misunderstanding of the patient’s prognosis 
and/or is erroneously used interchangeably with advanced 
directives or other care limitations [ 19 ]. A recent study 
reported that supplemental steroids and pain medications 
were interventions most commonly added after DNAR 
orders are implemented suggesting that patient comfort was 
not prioritized until after limits were set [ 18 ]. Advance 
directives are a legal document where an individual speci-
fi es medical treatments to be provided or withheld, if he/she 
becomes unable to express decisions for himself. All 
patients with legal decision making capacity should be 
asked about advance directives to comply with federal 
regulations. 

    Use of Medication at the End of Life 

 After a decision has been made to withdraw technological 
support, the next hurdle is planning how to manage symp-
toms after removal of support therapies. Medication use at 
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the end of life is an integral part of pediatric critical care 
medicine. Patients in the intensive care unit often develop 
tachyphylaxis to sedatives and analgesics, therefore dosages 
may need to be adjusted prior to the withdrawal of life sus-
taining therapy [ 20 ]. For patients that have received narcotics 
and sedatives as infusions, a reasonable starting dose is bolus 
administration of the patient’s hourly doses which may be 
titrated to treat discomfort during end of life care [ 20 ]. It is 
crucial to understand the goals of treatment, which are to 
mitigate pain and suffering. 

 The moral doctrine of double effect guides our end of 
life care [ 21 ]. The doctrine of double effect maintains that 
an action is permissible even if it results in a bad outcome, 
provided that (a) the bad outcome, although a known risk, 
was not the intended consequence, (b) the action intended 
was a good outcome (i.e. comfort), (c) the bad outcome was 
not the means to the good outcome, and (d) the action was 
justifi ed by the proportionality of risks and benefi ts [ 21 ]. 
Therefore an appropriate dose of medication to treat air 
hunger is acceptable, even if it may cause respiratory 
depression [ 22 ]. Medication should be titrated to effect 
with rational doses. 

 Given the doctrine of double effect, use of neuromuscular 
blocking agents (NMBA) cannot be justifi ed as the intent is 
to prevent movement and ability to breath [ 23 ]. If a patient 
has received NMBAs, it is ideal to document return of neuro-
muscular function (either clinical movement or train of four). 
There are rare clinical situations where neuromuscular 
blockade is markedly prolonged due to impaired drub metab-
olism secondary to multi-organ system failure and prolonged 
infusion of NMBAs such that it may be unrealistic to wait for 
return of motor function [ 23 ]. In these situations, one must 
insure adequate administration of analgesics and sedatives. 
In general, routine train of four monitoring with titration of 
NMBA to 1–2 twitches or daily “drug holidays” where the 
NMBA infusion is stopped till the patient initiates a respira-
tory effort prevent profound overdose and prevent this situa-
tion [ 23 ].  

    Withholding Artificially Provided Fluids 
and Nutrition 

 Withholding and withdrawing artifi cially provided fl uids and 
nutrition continue to be controversial and potentially diffi cult 
for both caregivers and families. Families may be concerned 
their loved ones experience hunger or thirst. Withholding or 
withdrawing non-oral nutritional and hydration support does 
not prevent patients from being safely fed when signs and 
symptoms related to thirst and/or hunger are present. The 
AAP “concludes that the withdrawal of medically adminis-
tered fl uids and nutrition for pediatric patients is ethically 
acceptable in limited circumstances” [ 24 ].  

    Unilateral Decision Making and Futility 

 Often times, diffi cult decisions at the end of life create con-
cern and moral distress among caregivers, especially if the 
health care providers disagree with the family medical deci-
sions. Sometimes in these cases, pediatric critical care prac-
titioners will seek a unilateral DNAR order or attempt to 
withdraw support under a futility policy. Unilateral DNAR 
orders are not universally accepted in pediatrics, and pediat-
ric futility policies have had mixed results [ 25 ,  26 ]. 
Consultation with medical administration, palliative care and 
the ethics service are strongly recommended. 

 A recent survey of pediatric intensivists reported that 
physicians did not support the concept of unilateral deci-
sion making [ 27 ]. For a hypothetical case of an infant with 
severe hypoxic ischemic encephalopathy and intestinal 
failure, the majority of physicians (83.7 %) would not enact 
a unilateral DNAR. In the case where a child met neuro-
logical criteria for death, 54.3 % of surveyed physicians 
said they would support unilateral DNAR in the event of a 
cardiac arrest, yet a third (33.1 %) would continue mechan-
ical ventilation [ 27 ]. In most scenarios, intensivists cited 
consultation from the ethics committee (53.8–76.6 %) as 
the most appropriate way to resolve the confl ict [ 27 ]. 
Qualitative data revealed intensivists prefer to honor a fam-
ilies’ wishes and work to achieve consensus with support 
from a multidisciplinary team rather than unilateral DNAR 
to address these confl icts. Therefore, the authors recom-
mended supporting families struggling with diffi cult deci-
sions and supporting health care providers when they 
disagree with decisions that are made.  

    Conflict Resolution 

 When these diffi cult cases arise, pediatric critical care prac-
titioners can utilize institutional ethics committees [ 28 ]. In 
cases of ongoing and persistent confl ict between the health 
care team and family, care should be taken to be respectful of 
the parents’ wishes and to support the medical team dealing 
with the challenging issues. 

 Pursuit or refusal of medical treatments can result in con-
fl ict between medical caregivers and families of critically ill 
children. Ultimately, medical decisions are made by the 
child’s legal guardian with advice from healthcare providers 
[ 6 ]. If the medical team thinks that the parents or legal guard-
ian are making decisions that are not in the best interest of 
the child and are likely to harm the patient, then consultation 
with the ethics committee is recommended. This provides a 
forum for all parties to discuss the issues, improve communi-
cation and hopefully achieve consensus [ 28 ]. 

 Parents may deny their children potentially lifesaving 
therapies or continue unnecessarily burdensome treatments 
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because of religious or spiritual beliefs. In some cases, 
Federal and state legislative activity have exempted parents 
from claims of child abuse and neglect based on religious 
belief. “The AAP opposes such exemptions as harmful to 
children and advocates that children, regardless of parental 
religious beliefs, deserve effective medical treatments 
when such treatment is likely to prevent substantial harm or 
suffering or death” [ 29 ]. The Academy encourages practi-
tioners to demonstrate sensitivity to religious beliefs; sup-
port legislation that holds parents who endanger their 
children by withholding medical care accountable and 
responsible; support the repeal of religious exemption laws; 
and advocate for religious and child advocacy organiza-
tions to collaboratively develop structured education pro-
grams that educate the public about parents’ legal 
responsibility to obtain necessary medical care for their 
children [ 29 ]. Whenever possible, practitioners and parents 
should make decisions in the best interest of children while 
minimizing burden. Table  14.2  includes a list of AAP pol-
icy statements and consensus guidelines that may be useful 
to the pediatric critical care practitioner struggling with 
confl icts. In order to preserve the integrity and trust of the 

parent-provider relationship, threatening or seeking state 
legal intervention should be the last resort in confl ict 
resolution.

        Declaring Death and Organ Donation 

    Declaration of Death 

 According to the Uniform Determination of Death Act, an 
individual is considered legally dead if they have irreversible 
cessation of circulatory and respiratory functions, or irre-
versible cessation of function of the entire brain including 
brain stem. Widjicks’ review described criteria used to estab-
lish brain death, which is now widely accepted [ 30 ]. Timely 
diagnosis of death avoids prolonged and unnecessary life 
support, allows families to grieve, and may increase consent 
for organ donation with improved success in procurement 
and donation of organs [ 31 ]. 

 The AAP recently endorsed updated brain death guide-
lines [ 32 ]. Notable changes compared to earlier (1987 report 
in Pediatrics) guidelines supported by the AAP included the 
recommended observation period. Twelve hours was recom-
mended for all pediatric patients over 30 days of age. The 
new guidelines require the absence of confounding factors 
(i.e., use of high dose sedatives, NMBA, hypothermia, hemo-
dynamic instability, profound metabolic derangement), two 
clinical examination showing no neurological function, and 
two apnea tests that document no respiratory effort. The new 
guidelines did not recommend ancillary confi rmatory studies 
unless the clinical examination or apnea test could not be 
fully performed (due to medication or patient instability) 
[ 32 ]. In addition, these guidelines recommend the clinical 
examinations be performed by two different attending physi-
cians, and that a 24 h waiting period be utilized prior to 
 starting the process of declaration of brain death after cardio-
pulmonary resuscitation or other hypoxemic injury [ 32 ].  

    Organ Donation 

 Prior to and during the 1960s, organs were retrieved after 
irreversible cessation of circulatory and respiratory func-
tions, or cardiac death, was declared. In 1968, a defi nition of 
death based on neurologic criteria was issued [ 33 ]. From that 
point, organs were used primarily after death caused by irre-
versible cessation of brain function because of superior graft 
function compared to organ procured after cardiac death. 
However, the increasing gap between candidates for trans-
plantation and potential dead organ donors with increasing 
deaths on the waiting list revived interest in donation after 
circulatory death, also known as DCD. The United Network 
for Organ Sharing and the Organ Procurement and Transplant 

   Table 14.2    Key policy statements from the American Academy of 
Pediatrics   

 Committee on Bioethics,  Guidelines on Foregoing Life - sustaining 
Medical Treatment . Pediatrics, 1994. 93(3): 532–536 
 Shaddy RE, Denne SC, and the Committee on Drugs and the 
Committee on Pediatric Research.  Guidelines for the ethical conduct 
of studies to evaluate drugs in pediatric populations . Pediatrics, 
2010. 125(4): 850–860 
 Committee on Bioethics,  Informed consent ,  parental permission , 
 and assent in pediatric practice . Pediatrics, 1995. 95(2): 314–317 
 Committee on Bioethics,  Ethics and the Care of Critically Ill Infants 
and Children . Pediatrics, 1996. 98(1): 149–152 
 Committee on Bioethics,  Religious Objections to Medical Care . 
Pediatrics, 1997. 99(2): 279–281 
 Nakagawa TA, Ashwa S, Mathur M, Mysore M.  Clinical report -
 guidelines for the determination of brain death in infants and 
children :  an update of the 1987 task force recommendations . 
Pediatrics, 2011. 128: e720–740 
 Committee on Bioethics and Committee on Hospital Care,  Palliative 
Care for Children . Pediatrics, 2000. 106(2): 351–357 
 Committee on Pediatric Emergency Medicine and Committee on 
Bioethics,  Consent for Emergency Medical Services for Children 
and Adolescents . Pediatrics, 2011. 128: 427 
 Committee on Child Abuse and Neglect and Committee on 
Bioethics,  Forgoing Life - Sustaining Medical Treatment in Abused 
Children . Pediatrics, 2000. 106(5): 1151–1153 
 Committee on Bioethics,  Institutional Ethics Committees . Pediatrics, 
2001. 107(1): 205–209 
 Committee on Hospital Care and Section on Surgery,  Pediatric 
Organ Donation and Transplantation . Pediatrics, 2002. 109(5): 
982–984 
 Committee on Pediatric Emergency Medicine,  Consent for 
Emergency Medical Services for Children and Adolescents . 
Pediatrics, 2003. 111(3): 703–706 
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Network fi nalized and issued rules for donation after cardiac 
death in 2007. The process begins when a potential donor is 
identifi ed after the decision has been made to withdraw life 
sustaining therapies and death is expected to occur rapidly, 
usually in an hour or less. 

 The Centers for Medicare and Medicaid mandate that all 
cases of imminent death be reported to the local Organ 
Procurement Organization (OPO). Early communication 
with the critical care team allows time to assess if the child is 
eligible to donate and enables the OPO to be readily avail-
able after the family and critical care team have agreement 
that withdrawal of care is in the patient’s best interest. As the 
AAP statement outlines: the OPO should approach discus-
sions with parents of the potential donor regarding organ 
donation [ 34 ]. This is important to both avoid perceptions of 
confl ict of interest and trained requestors have been proven 
to be more effective in obtaining consent for donation than 
physicians [ 33 ]. After the family makes the decision with-
draw life-sustaining medical treatments and consents to 
donate organs, life-sustaining therapies are withdrawn under 
controlled conditions. This may happen in the PICU, in the 
operating room, or in the perioperative area. 

 Despite the location, the pediatric critical care medicine 
provider continues to be responsible for the patient, includ-
ing titration of medications and declaration of death. One 
study reported an average of 4 mcg/kg fentanyl and 0.1 mg/kg 
lorazepam titrated by the pediatric intensivist [ 35 ]. It is 
imperative that the physician who is responsible for with-
drawal of technological support and declaration of death is 
not directly involved with the procurement process. After 
cardiorespiratory function ceases, there is a mandatory wait-
ing period before organ recovery begins. This waiting period 
varies from 75 s to 10 min [ 35 ,  36 ]. The recommended period 
from the Institute of Medicine is 5 min, but times as short as 
75 s have been used to cardiac donation after cardiac death. 
The Society for Critical Care Medicine recommendation is 
for a 2 min waiting period after cessation of circulatory func-
tion. If the patient does not die within 60–90 min after with-
drawal of support, their organs are no longer routinely 
acceptable for donation. The family should be aware of that 
possibility, and further care will be directed by the pediatric 
intensive care team.  

    Ethical Issues Related to Donation 
After Cardiac Death 

 Although organ donation after cardiac death was the primary 
criteria used to declare death prior to donation before 1968, 
the practice poses interesting ethical concerns today, includ-
ing cause of death, defi nition of cardiac death, and support of 
the family throughout the process. Patients are protected 
under the “dead donor rule” which states that organ donation 

should not hasten death. To avoid claims of coercion or con-
fl ict of interest, conversations regarding potential organ 
donation should not be initiated until the family has decided 
to withdraw life-sustaining therapies, or the family has inde-
pendently approached the team about possible organ 
donation.   

    Research in the Pediatric Intensive Care Unit 

 Currently, many therapeutic interventions used for pediatric 
patients have been extrapolated from adult research and 
practice. With the Pediatric Research Equity Act and the US 
FDA Modernization Act there is more motivation for phar-
maceutical companies to conduct drug research studies in 
children [ 37 ]. The AAP supports this, “The AAP believes it 
is unethical to deny children appropriate access to existing 
and new therapeutic agents. It is the combined responsibility 
of the pediatric community, pharmaceutical industry and 
regulatory agencies to design, approve and conduct high 
quality studies in children” [ 37 ]. 

 According to the US Code of Federal Regulation, research 
involving children should: (1) involve no greater than mini-
mal risk (2) greater than minimal risk but presenting the 
prospect of direct benefi t to clinical subjects or (3) involving 
no greater than minimal risk and no prospect of direct benefi t 
to individual subjects but likely to yield generalizable knowl-
edge about the subjects’ disorder or condition [ 38 ]. There is 
a fourth condition, which is for research that is not otherwise 
approvable but presents opportunities to understand, prevent 
or alleviated a serious problem that affects the health or wel-
fare of children. This category must be approved by the FDA 
and/or US Department of Health and Human Services [ 38 ]. 
With research integrity and safety as top priorities, the pedi-
atric population will remain protected as we conduct research 
to improve provision of care.  

    Caring for the Caregiver 

   When health is absent; Wisdom cannot reveal itself; Art cannot 
manifest; Strength cannot fi ght; Wealth becomes useless, and 
intelligence cannot be applied –Herophilus, Greek physician 
and pioneer of human anatomy 

   Choosing a career that involves caring for critically ill 
children is as taxing as it is noble. Despite the known inci-
dence of psychiatric ailments, burnout and substance 
abuse in healthcare providers, the medical community 
continues to be slow in providing structured programs 
geared to alleviate the impact of these job-related injuries. 
People of certain personality types may be drawn to a 
career in medicine. Gabbard et al. described the compul-
sive triad (doubt,  feelings of guilt, and an over  exaggerated 
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sense of responsibility) as central personality characteris-
tics of many normal physicians [ 39 ]. Indicators of burnout 
are present as early as medical school. Dyrbye et al. 
described higher overall psychological distress among US 
and Canadian medical students relative to both the general 
population and age-matched peers [ 40 ]. Woluschuk et al. 
claimed that some students experience a deterioration of 
optimism and empathy and development of cynicism [ 41 ]. 
Good psychological health has been related to improved 
performance in healthcare. Hojat et al. showed that psy-
chosocial characteristics and health predicted clinical 
competency better than admission test scores [ 42 ]. Dyrbye 
et al. demonstrated that stability in mental and physical 
health equipped physicians with the emotional and physi-
cal demands to care for patients [ 40 ]. 

 While staying on par with the ACGME’s attempts to 
improve housestaff quality of life and patient care with 
restriction of work hours, provision and access to other sup-
port systems are equally important. Honest discussions, 
bereavement debriefi ng sessions and use of readily available 
crisis counselors should be advocated as healthy coping 
strategies [ 43 ]. Meaningful lifestyle choices should be mod-
eled by senior mentors to younger physicians. In addition to 
individual successes, teamwork and collegiality should be 
encouraged as paths to medical achievements. 

 As we care for children in the PICU, we often face deci-
sions and dilemmas that challenge our job performance, 
work-life balance, and moral compass. We should utilize 
resources available to us, including national policies, col-
leagues and institutional ethics committees if needed. 
Ultimately, the way we navigate through these diffi culties 
defi nes us as clinicians and as people.     
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       Introduction 

 Clinicians in the pediatric intensive care unit (PICU) often save 
lives of critically ill children who decades ago died despite 
medical care. But even now not all children survive. When 
curative therapies do not exist or therapies impose excessive, 

unacceptable burden, the intensive nature of care continues 
even as goals change. Care of patients with serious or poten-
tially life-limiting illnesses and their families shapes not only 
the life and death of the patients, but also the experience of 
everyone around them, including healthcare professionals. 
Pediatric intensivists have the unique opportunity and responsi-
bility to help patients and their families navigate the challenges 
faced by serious or potentially life-limiting illnesses, and 
through their interactions can mitigate suffering for all involved.  

   The Defi nition of Palliative Care 

 Many individuals mistakenly regard palliative care as care 
focused solely on the dying patient. However, palliative care 
is not the same as hospice care, a Medicare benefi t for 
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patients who have forsaken curative care and are predicted 
to survive less than 6 months. The World Health Organization 
(WHO) defi nes palliative care as “an approach that improves 
the quality of life of patients and their families facing the 
problem associated with life-threatening illness, through the 
prevention and relief of suffering by means of early identifi -
cation and impeccable assessment and treatment of pain and 
other problems, physical, psychosocial and spiritual” [ 1 ]. 
The WHO goes on to defi ne palliative care for children as 
“the active total care of the child’s body, mind and spirit, 
and also involves giving support to the family. It begins 
when illness is diagnosed, and continues regardless of 
whether or not a child receives treatment directed at the dis-
ease” [ 1 ]. 

 Palliative care focuses on treating suffering and improv-
ing quality of life in all phases of life [ 2 ]. In part, palliative 
care mirrors all care delivered in the PICU. The distinguish-
ing features of pediatric palliative care include a comprehen-
sive focus addressing patients’ and families’ emotional and 
spiritual needs; symptom management; and the unique needs 
of children with serious or potentially life-limiting illnesses 
and their families [ 3 ]. To meet these unique needs the 
Initiative for Pediatric Palliative Care identifi ed six domains 
of care: (1) support of the family unit; (2) communication 
with the child and family about treatment goals; (3) ethics 
and shared decision making; (4) relief of pain and other 
symptoms; (5) continuity of care; and (6) grief and bereave-
ment support [ 4 ]. Through individualized patient- and 
family- centered care, palliative care seeks to address these 
six domains.  

   Epidemiology of Palliative Care Patients in 
the PICU 

 Of the 55,000 annual pediatric deaths in the United States 
[ 5 – 7 ], more than 56 % occur in the hospital [ 5 ]. Within 
hospitals, studies show that 50–82 % of all pediatric 
deaths occur in the PICU [ 6 ,  8 – 10 ]. PICU deaths account 
for 3–8 % of PICU admissions [ 8 ,  11 – 14 ], and occur in 
children with a wide range of medical problems, from 
chronic conditions such as neurodegenerative disorders or 
congenital heart disease to acute conditions such as 
trauma or sudden infant death syndrome (SIDS) [ 11 ,  12 , 
 15 ]. The median PICU length of stay prior to death ranges 
from 2 to 13 days [ 11 – 13 ]. Forty to 65 % of PICU deaths 
follow a decision to withdraw or limit life-sustaining 
treatments [ 11 – 13 ,  16 – 19 ]. Approximately 15–23 % of 
patients experience brain death and a little over 10 % die 
without any limitation of life- sustaining therapies or 
advance directive [ 19 ,  20 ]. 

 In considering PICU patients who would benefi t from 
palliative care, one must include more than those who are 

imminently dying. The majority of palliative care patients 
have complex, chronic conditions and typically greater than 
one major diagnosis [ 21 ,  22 ]. Such patients often require 
multiple PICU admissions during their lives. In a study of 
palliative care patients at multiple centers in the United 
States and Canada, 58 % of patients had their initial pallia-
tive care consult encounter as an inpatient, and just under a 
fi fth of these consultations occurred while the patient 
remained in an intensive care unit (ICU) [ 22 ]. Among con-
sults initiated in an ICU setting, 65 % of patients were still 
alive 30 days later. This illustrates the expanded focus of pal-
liative care to include patients with serious or potentially 
life-limiting conditions and not limit the benefi ts of palliative 
care to those actively dying.  

   Integration of Palliative Care in the Critical 
Care Setting 

 As noted in the WHO defi nition, palliative care ideally 
begins when a serious or potentially life-limiting illness is 
diagnosed. The American Academy of Pediatrics (AAP) also 
recommends that “At diagnosis of a life-threatening or termi-
nal condition, it is important to offer an integrated model of 
palliative care that continues throughout the course of ill-
ness, regardless of the outcome” [ 23 ]. One challenge to inte-
grating palliative care into the ICU setting is concomitantly 
offering and implementing life-extending and/or potentially 
curative therapies while discussing and addressing the needs 
of those with a high likelihood of death. Although the goals 
are not mutually exclusive, the focus of the medical and pal-
liative care teams must evolve to refl ect changes in the 
patient’s illness and disease trajectory. Figure  15.1  shows 
how both curative and palliative care can complement each 
other through the course of a patient’s illness.

      The Interdisciplinary Palliative Care Team 

 Just as patients in the PICU have complicated diseases 
requiring input from multiple subspecialists, so too do pal-
liative care patients require care from people in multiple 
disciplines. Typically palliative care teams include a phy-
sician and/or a nurse practitioner and/or other medically 
trained professional, a social worker, a chaplain, and a 
child-life  specialist. Additional involvement from music, 
art, physical, and occupational therapists is desirable. 
Ideally, a team of specialists follows an individual patient 
throughout the course of his/her illness to minimize the 
introduction of new care providers during times of stress, 
such as admission to the PICU. The ability to achieve such 
continuity depends on the organizational structure of each 
institution.  
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   Family-Centered Communication 

 Palliative care seeks to provide patient- and family-centered 
care through individualizing goals and therapies ideally 
refl ecting the needs and values of those involved. Family- 
centered, goal-directed care relies on good communication 
within the health care team and between health care provid-
ers. To quote a prominent expert, “Let us communicate with 
each other clearly, compassionately, and collaboratively, as 
we strive to improve the quality of life for children includ-
ing, when necessary, that part of life that is dying” [ 24 ]. 
Clinicians must provide families with information and 

options, but must also understand each family’s perspective, 
ideals, and goals. 

 Lines of communication in the PICU are multiple and 
complex (Fig.  15.2 ). Communication occurs in different set-
tings: daily rounds; impromptu conversations at the bedside 
during times of relative calm (e.g. with a stable patient) and 
acute stress (e.g. during an active resuscitation); formal fam-
ily meetings; and sometimes spontaneous encounters outside 
the PICU (e.g. in the hallway). Regardless of the setting, cli-
nicians should use evidence-based strategies shown to 
improve communication. These include: explore and focus 
on family values and preferences [ 25 ]; allow families ample 

Individualized care directed at illness,
symptom management, emotional, social
and spiritual needs of child and family with
continuous reevaluation

End-of-life
care

Bereavement

DeathOnset of disease

Hope for cure, life, miracle

Hope for comfort and meaning

Curative-Restorative care Palliative Care

Intensity of care

  Fig. 15.1    Integration of 
palliative and curative care. The 
focus of palliative care shifts and 
adjusts to the individual needs of 
a patient and his/her family 
throughout the continuum of 
illness during life and after death 
(Adapted from Liben et al. [ 66 ] 
and Lanken et al. [ 67 ])       
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opportunity to speak [ 25 ,  26 ]; acknowledge emotions 
expressed by family members; provide assurance that all 
efforts will be made to limit patient suffering [ 27 ]; include 
expressions of non-abandonment [ 27 ,  28 ]; and support the 
family’s decision regarding continuation or withdrawal of 
life-sustaining therapies [ 27 ].

   Communication about palliative care patients must also 
address communication among health care professionals 
both inside and out of the PICU. Multiple studies demon-
strate challenges related to and negative impact from lack of 
adequate care coordination among different services [ 29 –
 31 ]. Palliative care teams can help convey the family’s val-
ues, preferences, and goals to the other medical care teams 
involved. Efforts should also be made to ensure detailed 
communication among medical team members regarding the 
child’s physiological status and key psychosocial informa-
tion. Good communication among healthcare professionals 
can minimize the amount of confl icting information families 
receive and build trust between families and healthcare 
professionals.  

   Goals of Care and Decision Making 

 Defi ning care goals provides a framework for clinicians and 
parents to direct medical decision making. Goals may change 
over time from cure to limiting suffering, staying out of the 
hospital, or may remain focused on prolonging life [ 2 ]. 
Realistic goal setting relies on honest communication about 
diagnosis, prognosis, and the burdens and benefi ts of each 
treatment option. Defi ning goals also requires that clinicians 
accept realistic prognostic assessments. The Institute for 
Medicine Report, “When Children Die” states “If physicians 
cannot fully face a child’s poor prognosis and then appropri-
ately communicate their assessment to families, timely reex-
amination of the goals of care and corresponding adjustments 
in care plans may be delayed.” 

 Medical decisions in pediatrics are generally made by 
parents who give informed permission for procedures and 
treatment. Informed consent is designed to protect the ethical 
value of personal autonomy for patients [ 32 ], but requires a 
competent patient to make decisions. Children under the age 
of 18 are not considered legally competent except in rare 
situations. Each state has unique statutes regarding mature 
and emancipated minors. Parents have legal decision making 
authority for their minor children because our society 
assumes that parents act in their child’s best interest. 

 Situations involving older children and adolescents 
require additional consideration. According to the AAP, 
decision making involving older children and adolescents 
should include, as much as possible, the child’s assent  [ 32 ]. 
According to the AAP committee on bioethics the key steps 
to obtaining assent from a child or adolescent include: 

explaining the child’s condition in a developmentally appro-
priate way; explaining the tests and treatments and what to 
expect; assessing the child’s understanding of the informa-
tion; asking if the child is willing to accept the proposed care 
(unless the child will not be allowed to dissent) [ 33 ]. 
Including the child in discussions becomes more critical 
when considering decisions about palliative care, such as: 
symptom management; limiting or discontinuing disease 
specifi c treatment; determining do not attempt resuscitate 
(DNAR) status; or considering withdrawal of life-sustaining 
therapy. Reports suggest that children living with chronic 
diseases may have better understanding of death than other 
similar aged children and are capable of engaging in conver-
sations about these topics [ 2 ,  34 – 36 ]. 

 Advanced care planning is becoming the norm in adults, 
offering competent adults an opportunity to express how 
they want to spend the end of their life and limit, or not, 
medical interventions if they become incapacitated. Minors 
can also complete advanced care planning documents. 
Though not legally binding, such documents give the child 
an opportunity to express his/her thoughts and feelings and 
can help parents and caregivers make decisions in keeping 
with the child’s wishes [ 37 ]. Completing an advanced direc-
tive can also help to begin a conversation with the child about 
the potentially life-limiting nature of his/her disease. “My 
wishes” is one example of an advanced care document 
designed for children [ 38 ]. Palliative care teams can also cre-
ate their own forms to include language appropriate for dif-
ferent ages and situations. 

 Adolescents should certainly be included in conversations 
about medical care goals and decisions. Many people believe 
that older adolescents should be allowed to make their own 
decisions pertaining to end of life care [ 33 ], although no 
research validates this as better or worse for the teen or fam-
ily. Ideally, the palliative care team, primary team, and fami-
lies can agree about how to include the child or adolescent in 
decision making. If consensus cannot be reached ethics con-
sultation may be helpful; however, it is preferable to avoid 
legal intervention when making end of life decisions [ 33 ].  

   Symptom Management 

 Children living with serious or life-threatening conditions 
may suffer from many diffi cult to control symptoms, both 
physical and emotional. Pain, fatigue, nausea, depression 
and anorexia are just a few common symptoms confronted 
by palliative care teams. Because a complete review of 
symptom management is outside the scope of this chapter, 
we focus our discussion on basic concepts related to pain 
management and refer the reader to other sources for a more 
detailed review of symptom management for pediatric palli-
ative care patients [ 2 ,  39 – 42 ]. 
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 Initial pain management should start with the WHO con-
cepts: drugs should be dosed around the clock to achieve 
steady state; the least invasive form of therapy possible 
should be used; and the WHO analgesic ladder should be 
used to increase the potency of medications as needed [ 39 ] 
(Fig.  15.3 ). Myths that lead to inadequate pain relief include 
fear that prolonged opioid use will cause addiction or that 
use of opioids will hasten death [ 43 ]. Children with chronic 
pain often develop tolerance to opioids and may require 
extremely high doses, but, with proper use, psychological 
addiction rarely occurs in children [ 43 ]. Regarding concerns 
about hastening death, studies show that increasing opioid 
doses at the end of life do not result in shorter time to death 
[ 44 ,  45 ].

   Narcotics are the mainstay therapy for pain management 
in the PICU. When choosing a narcotic, intensivists should 
consider, among other things: route of administration, drug 
half-life, and side effect profi les. Side effects, such as seda-
tion, nausea, and constipation should be anticipated and 
treated prophylactically when possible. Patients and families 
should be appropriately counseled about the side effects of 
narcotics and the potential for developing tolerance. 
Constipation is almost universal among those treated with 
narcotics, so a bowel regimen should be used to mitigate this 
unpleasant problem [ 39 ]. 

 Children followed by palliative care teams often suffer 
from different types of pain. Neuropathic pain, pain from 
injury to the central or peripheral nervous system, can be 
harder to control than nociceptive pain, pain from injury to 

the body. N-methyl- d -aspartate receptor antagonists such as 
ketamine, methadone, gabapentin or pregabalin can be use-
ful for neuropathic pain when traditional opioids are not suc-
cessful [ 39 ,  46 ]. Adjuvant pain treatments should also be 
considered, including antidepressants which may also aid 
sleep and anticonvulsants. Surgery, radiation, or other inter-
ventions to treat the underlying disease can offer palliation 
even if aggressive disease modifying treatments have been 
discontinued. Select patients may require tunneled epidurals 
or nerve blocks [ 42 ,  47 ]. 

 Studies describe an increased use of complementary and 
alternative medicine (CAM) in pediatrics [ 48 ]. In oncology, 
the use of CAM has been reported in 29 % of children during 
the palliative phase of the disease in one study [ 49 ] and 82 % 
after failure of frontline therapy in another study [ 50 ]. CAM 
therapies include biochemical treatments (herbs, dietary sup-
plements), lifestyle changes (nutrition, exercise, biofeed-
back, hypnosis), biomechanical therapies (massage, 
chiropractor) and bioenergetic therapies (acupuncture, acu-
pressure, Reiki) [ 48 ]. Despite the sparse data on the risks and 
benefi ts of specifi c CAM therapies, a willingness to consider 
non- traditional therapies shows respect for families’ beliefs 
and can strengthen the relationship between the team and the 
family. An assessment of potential harm versus benefi t is 
necessary before approving any individual therapy [ 48 ]. 

 Rarely, when a child is imminently dying, he/she may 
have symptoms that are unresponsive to the usual medica-
tions. When these symptoms are intolerable, the child may 
benefi t from palliative sedation [ 48 ]. Palliative sedation 
involves the administration of sedatives until the patient is 
comfortable and able to tolerate burdensome symptoms. 
This may or may not result in unconsciousness [ 48 ]. The 
goals of the patient and family should be explored prior to 
initiating palliative sedation, as some children may prefer to 
be conscious despite pain or other symptoms. Because pal-
liative sedation seeks to achieve patient comfort, and not 
death, as its primary goal, it differs clinically, ethically and 
legally from euthanasia and physician assisted suicide [ 51 ].  

   Spiritual Distress 

 In order to provide comprehensive care to the child and fam-
ily, attention must be paid to spiritual distress [ 2 ,  52 ]. 
Spirituality is defi ned by experts as “…the aspect of human-
ity that refers to the way individuals seek and express mean-
ing and purpose and the way they experience their 
connectedness in the moment, to self, to others, to nature, 
and to the signifi cant or sacred” [ 53 ]. Religion may or may 
not be part of one’s spirituality. Children with serious or life- 
threatening diseases and their families may suffer from exis-
tential concerns and benefi t from exploring these issues. 
Attention to spiritual issues allows children and their  families 
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  Fig. 15.3    World Health Organization three step ladder approach to 
pain management (Adapted from Pain Relief Ladder.   http://www.who.
int/cancer/palliative/painladder/en/    . Accessed November 8th, 2011. 
With permission from World Health Organization)       
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the opportunity to fi nd meaning in the face of disease and 
potential death. All members of the healthcare team should 
be comfortable assessing for spiritual distress and referring 
to the chaplain for management.  

   Attention to Siblings 

 During the terminal phase of a child’s disease, health care 
professionals tend to focus primarily on the child and his/her 
parents. But we must also prioritize siblings. Data shows that 
approximately 73 % of children followed by a palliative care 
team have siblings [ 22 ]. For many families, the tendency is 
to protect and shield siblings from death and the dying pro-
cess. However, research demonstrates that excluding siblings 
may hinder sibling bereavement [ 54 ,  55 ]. Experts encourage 
healthcare professionals to involve siblings through informa-
tion sharing and when appropriate, interactions with the 
patient in the hospital and even during the dying period [ 56 –
 58 ]. Parents often need guidance in communicating with the 
siblings about the child’s illness [ 59 ]. Such guidance should 
be individualized to the sibling’s developmental stage, back-
ground, and temperament. Guidance is ideally, but not neces-
sarily, provided by a child-life specialist.  

   Practical Considerations During the Peri- 
death Period in the PICU 

 Whether by preference or circumstance, many families expe-
rience their child’s death in the PICU. Attention to simple but 
important practical considerations that modify the PICU 
environment as a child is dying can help support the family 
and meet their needs (Table  15.1 ). When it becomes clear that 
the child is imminently dying, systems should be in place to 
implement modifi cations to the environment that allow fami-
lies time and space to create memories and be with their child.

   When a child is actively dying in the hospital, healthcare 
professionals may spend less time with the patient and fam-
ily, perhaps because of personal discomfort with death, not 
knowing what to say, or feeling that one has nothing to offer. 
However, such avoidance may lead families to feel aban-
doned. Regular visits from the healthcare team lets families 
know they are supported. Often, just listening is enough. 
Families will remember these acts of kindness [ 60 ,  61 ].  

   Bereavement 

 Addressing family bereavement starts in the PICU. Memory 
making activities should be offered (Table  15.1 ) as they may 
signifi cantly impact a family’s bereavement process [ 62 – 64 ]. 
Prior to leaving the hospital, families should receive written 
materials and contact information for bereavement support 
services. There should be a plan for someone from the health-
care team to follow-up with the family a few weeks (or sooner 
if necessary) after the child’s death. Such contact provides 
families an opportunity to ask questions, discuss their child’s 
illness, or express their need for support. If an autopsy was 
performed, a meeting should be planned, preferably in person, 
to discuss the autopsy results and give the family an opportu-
nity to ask questions. Many bereavement teams call or send a 
card on the child’s birthday and anniversary of the child’s 
death to let the family know the child has not been forgotten.  

   Caring for Healthcare Professionals 

 Healthcare professionals may encounter diffi cult emotional 
challenges when caring for children with serious or life- 
limiting conditions and their families. For some, providing 
such care can engender a sense of suffering and burden. Even 
providers who fi nd this work meaningful are at risk for burn-
out or compassion fatigue, a disorder similar to post- 
traumatic stress but which affects those witnessing the 
suffering or trauma of others [ 65 ]. Systems should be in 
place to address the emotional needs of healthcare profes-
sionals. Helpful approaches after a patient death include: 
giving professionals time before taking on a new patient; 
having group debriefi ng sessions following a death or diffi -
cult experience; allowing staff time off to attend the funeral 
or wake; arranging a memorial service in the hospital for 
staff; and providing individual counseling as needed. Even a 
moment of silence after the death of a patient or a verbal 
acknowledgement that a life was lost can be helpful.  

   Conclusion 

 The cure-directed, technology-dependent, emotionally 
charged PICU environment may appear to be a challeng-
ing place to incorporate palliative care. However, 

    Table 15.1    Considerations during the dying period in the PICU   

 Evaluate all treatments and medications and discontinue those not 
contributing to quality of life with the agreement of the family 
 Offer opportunities for memory making 
  Hand/foot prints or molds 
  Taking photographs 
  Preserving a lock of hair 
 Offer the opportunity to hold bedside ceremonies 
 Consider relaxing visiting hours 
 Provide a private space for families 
 Allow families to hold and/or lay with their child 
 Allow families to bathe and/or dress their child 
 Prepare families for what happens after the child dies: shrouding and 
transfer to the morgue, autopsy, funeral home 
 Allow families as much time as they need with the child after death 
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 delivering quality whole person, family-centered care that 
focuses on goals, symptom management, psychosocial 
and spiritual needs for children with serious or potentially 
life-limiting illnesses is necessary, feasible and enriching. 
It is with duty and privilege that intensivists have the 
opportunity to guide others as they face the challenges 
associated with serious illness or death.     
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        A Clinical Scenario Raises Important 
Clinical Questions 

 Evidence-based medicine (EBM) is the “conscientious, 
explicit and judicious use of current evidence in making 
decisions about the care of individual patients” [ 1 ]. Despite 
increasing acceptance of the role of EBM in clinical practice 
over the last two decades, many clinicians are unaware of 
EBM’s history and do not understand the rigorous system-
atic approach that the practice of EBM requires. To improve 
this understanding, we will review the origins of clinical 
research leading up to the era of EBM to explain why EBM 

came about. We start this chapter with a clinical scenario 
to which we will repeatedly refer. We then briefl y describe 
the stepwise approach to some of the EBM core topics as 
applied to this and other patient encounters. Ways to keep 
up with the evidence and effi ciently fi nd evidence will be 
reviewed and we will also address challenges to practicing 
EBM in the pediatric intensive care unit (PICU).  

    Abstract    

 Evidence-based medicine (EBM) strives to fi nd the optimal course of action for a given 
clinical question by merging the best available scientifi c evidence with expert clinical judg-
ment that incorporates a patient’s values and preferences. Although learning how to apply 
the concepts and principles of EBM is not intuitive, most clinicians become facile with 
modest effort. This chapter will describe the evolution of EBM from clinical and epidemio-
logic principles and research. We review the process of EBM in detail, including EBM core 
concepts related to articles on diagnosis, therapy, harm, and prognosis. We conclude by 
discussing the role of EBM in the PICU, emphasizing challenges and future directions.  
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 Evidence-based clinical practice (EBCP)   •   Evidence-based medicine (EBM)   •   Critical 
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 Clinical Scenario 

 A 7 year-old male is admitted to the PICU after being 
involved in a motor vehicle accident. At the scene he 
was hypertensive and bradycardic with asymmetric 
pupils, an irregular respiratory pattern and a Glasgow 
Coma Score (GCS) of 6. He was intubated in the fi eld 
and Emergency Medical Services (EMS) personnel 
attempted to hyperventilate for suspected elevated 
intracranial pressure (ICP). Upon arrival to the PICU, 
he underwent central line placement and was started 
on an infusion of hypertonic saline and narcotic and 
benzodiazepine drips for pain and sedation. A few 
hours after PICU admission, his blood pressure and 
heart rate normalized. 
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 This patient’s presentation raises numerous types of 
questions:
•     Etiology : By what mechanism does traumatic brain injury 

cause elevated ICP? Why do patients with elevated ICP 
demonstrate hypertension, bradycardia and abnormal res-
pirations and how often do these fi ndings present as a 
constellation?  

•    Diagnosis : How likely is the constellation of fi ndings 
(hypertension, bradycardia and abnormal respirations) 
indicative of elevated ICP? What is the gold standard for 
diagnosis of diffuse axonal injury following traumatic 
brain injury?  

•    Treatment : What is the role of hypertonic saline as an 
osmotic agent following traumatic brain injury? How 
does this compare to other osmotic agents like mannitol? 
Would induced hypothermia be benefi cial for this patient?  

•    Harm : Is hypotension after traumatic brain injury caus-
ing hypoperfusion associated with worse neurologic out-
comes? Is hyperglycemia harmful?  

•    Prognosis : What predictions can be made about surviv-
ability following such an injury? What expectations can 
be given to the family regarding cognitive outcomes if the 
child survives?    
 Questions related to etiology or the “background” of 

the clinical problem are foundational, focusing on the core 
of our medical knowledge. Questions related to diagnosis, 
treatment, harm and prognosis are considered ‘foreground’ 
questions and are at the core of EBM. Clinicians often rely 
on expertise – their own or those of consultants – to answer 
the above questions. One problem with reliance on clinical 
expertise alone is that it can lead to variable and sometimes 
contradictory guidance, leaving the clinician unclear about 
the optimal approach. EBM – also known as evidence-based 
clinical practice or EBCP – aims to answer “foreground” 
questions by integrating the best available evidence with cli-
nician expertise taking into account individual patient prefer-
ences and values [ 2 ].  

    The Need for EBM 

 Led by Dr. David Sackett in the early 1980s, a group of clinical 
epidemiologists at McMaster University published a series 
of articles in the  Canadian Medical Association Journal  
designed to help clinicians interpret clinical research. They 
coined the term “critical appraisal” to emphasize the need to 
thoughtfully examine and assess the reliability of research 
studies and applicability to specifi c patients [ 3 ]. At the time 
of David Sackett’s initial introduction of critical appraisal, 
the biomedical literature was expanding at a rate of 6–7 % 
per year, thereby increasing tenfold every 35–50 years [ 4 ]. 
Clinicians were overwhelmed at the exponential expansion 
of clinical literature yet altering clinical practice with solid 

evidence occurred very slowly, impeding the probability that 
the evidence could improve patient’s lives. 

 Many of the illustrative historical clinical research exam-
ples given below are excerpted from a book entitled  Clinical 
Trials  by Pocock [ 5 ] and the James Lind Library, “created to 
help people understand fair tests of treatments in health care” 
(  www.jameslindlibrary.org    ). Starting in 1753, one of the fi rst 
published clinical studies was by Lind entitled  The Treatise 
of the Scurvy  [ 6 ]. Below is a modifi ed excerpt of this study:

  I took 12 patients with the scurvy on board the Salisbury at sea. 
The cases were as similar as I could have them…they lay 
together in one place…and had one diet common to all. Two of 
these were ordered one quart of cider a day. Two others took 25 
gutts of elixir vitriol…Two others took two spoonfuls of oranges 
and one lemon given to them each day…Two others took the 
bigness of a nutmeg. The most sudden and visible good effects 
were perceived from the use of oranges and lemons, one of those 
who had taken them being at the end of 6 days fi t for duty…The 
other…was appointed to nurse the sick. 

   This study is important for two reasons. One is that it was 
the fi rst strong “evidence” that vitamin C could be used to 
treat and prevent scurvy. The other is that Lind understood 
some basic features of good study design. He controlled 
for differences between patients by identifying those at the 
same level of illness. He controlled for other infl uences on 
outcome by giving patients the same diet, except for the 
interventions, and the same amount of sunlight and other 
environmental exposures. He also had two patients in each 
treatment arm because, although one patient could improve 
just by chance, the likelihood of two patients improving by 
chance alone was lower. Interestingly, despite this evidence, 
it was over fi ve decades before lemon juice became standard 
fare on British naval ships. Delays in the application of evi-
dence are still a major problem more than two and a half 
centuries later. 

 Another early clinical researcher was Louis who estab-
lished clinical trials and epidemiology on a scientifi c footing 
[ 5 ]. In the 1800s, bleeding was the standard treatment for 
numerous serious and minor ailments across the U.S. and 
Europe. In 1835, Louis urged the need for the exact observa-
tion of patient outcome, knowledge of the natural progres-
sion of untreated controls, precise disease defi nition prior 
to treatment, and careful observation of deviations from 
intended treatment [ 7 ]. Louis’ careful comparisons, showed 
no differences in the outcomes of patients with a variety of 
disorders who were bled and not bled. His fi ndings led to the 
slow but eventual decline of bleeding as a standard treatment 
[ 5 ] – although it took over a century before bleeding was 
completely out of vogue. 

 In the early days of much of clinical medicine, especially 
for surgery, anesthesia, and critical care, early procedures 
and therapies led to dramatic improvements. With such pro-
foundly clear benefi ts, the need for large numbers and con-
trol groups went by the wayside. Lister in 1870 [ 8 ] reported 
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a before-after study of antiseptics for amputation operations, 
reporting a 43 % rate of mortality in 35 cases before antisep-
tic use versus a 15 % mortality rate in 40 cases afterwards. 
Although he focused on the small sample size and errone-
ously claimed the difference was not statistically signifi cant, 
a more important problem with before-after studies such 
as this one is that many other things could have changed in 
the interim to explain the effect. Newer anesthetic methods, 
newer surgical techniques, and better basic hygiene could 
underlie the difference in mortality rates rather than antisep-
tic use. 

 The fi rst randomized controlled trial was published in 
1948 [ 9 ], when streptomycin plus bedrest was compared 
to bedrest alone to treat pulmonary tuberculosis [ 10 ]. The 
novel features of this trial, besides the randomized assign-
ment to groups, were that outcome assessors were blinded to 
the treatment allocation and that multiple clinicians assessed 
outcome and had to come to consensus. This introduces a 
factor that clinical trials are designed to control for which 
is called “bias”. Bias is a systematic difference between the 
research question and the actual question answered by the 
study that may cause the study to give a wrong answer [ 11 ]. 
Carefully designed studies minimize bias. Bias can come 
from patient variables (e.g., patients in one group being 
more ill at baseline), predictor variables (e.g., patients in one 
group are treated differently, besides the intervention), out-
come variables (e.g., outcome assessors know patient treat-
ment arm assignment and this infl uences their assessment), 
or from the placebo effect. EBM focuses on assessment of 
study design to ensure that steps were taken to minimize bias 
to optimize the trial’s chances for the real answer to the ques-
tion to emerge. 

 In the late 1950s through the 1960s, there was a rapid 
growth of clinical studies and especially of randomized 
controlled trials. For some therapies such as penicillin, the 
impact on disease was so great that observational studies of 
small numbers of patients showing dramatic recovery [ 12 , 
 13 ] led to widespread use at the end of World War II sav-
ing thousands of soldier’s lives. It is also true, however, that 
dramatic appearing results from clinician observation can be 
refuted by subsequent randomized trials, and that random-
ized trials can reveal larger treatment effects that were damp-
ened by non-randomized studies. An example of the fi rst is 
the rise and fall of “gastric freeze” for duodenal ulcer [ 14 ]. 
This intervention rose to be the standard of care in the 1960s 
based upon the clinical experience of major opinion lead-
ers and published statements such as “Since April 1961, no 
patients with duodenal ulcer disease have been operated upon 
on the senior author’s surgical service. This circumstance 
in itself bespeaks the confi dence in the method by patients 
as well as surgeons” [ 15 ]. Thousands of gastric freezing 
machines were subsequently sold. A proper randomized trial 
fi nally led to the abolishment of gastric freeze for duodenal 

ulcers because there was no difference in rates of subsequent 
surgery for ulcer disease, gastrointestinal hemorrhage, or 
hospitalization for intractable pain in patients randomized to 
the sham treatment versus the gastric freeze [ 16 ]. 

 An example of how a randomized trial can lead to more 
rapid implementation of a promising intervention due to 
stronger results is from the Salk Polio vaccine trial [ 5 ,  17 , 
 18 ]. In 1954, the annual incidence of polio was 1 in 2,000 
people. Polio was epidemic but hit some geographic areas 
harder than others. Because of this, studies of preventive 
interventions with control groups within the same geographic 
regions were needed. Two studies were planned. Some 
health care regional authorities opted for an observed control 
approach where second graders were vaccinated while fi rst 
and third graders served as unvaccinated controls. One mil-
lion children participated in this study. Health authorities in 
other regions were concerned that bias could be introduced 
if the physician diagnosing polio, a diagnosis not always 
made with certainty, could guess whether or not the child 
received the vaccine. These practitioners opted for a blinded 
randomized controlled trial in which 800,000 children par-
ticipated. The results were clear: in the randomized study 
the polio vaccine was highly effective with a 70 % reduction 
in polio and all four deaths occurred in the control group. 
The observed control study also showed better outcomes in 
the vaccinated group, however, children in both groups who 
declined participation in the study had better outcomes, mak-
ing the results diffi cult to interpret. The data from the ran-
domized, controlled trial eliminated much of the confusion 
from this observational control study and therefore provided 
the impetus for vaccination mandates. 

 The 1960s through 1980s were years of rapid growth of 
the clinical literature with the publication of many thousands 
of clinical trials. Advances in computerization facilitated 
management of large datasets, the growth of statistical meth-
ods, and searching for medical information. Medical practice 
was still based, however, on the expertise of the individual 
practitioner and there was no systematic method for practi-
tioners to assess and incorporate published fi ndings into their 
practice.  

    The EBM Process and Approaching 
the EBM Core Topics 

 McMaster University in Ontario, Canada served as the birth-
place of EBM.  Clinical Epidemiology :  a Basic Science for 
Clinical Medicine  was authored by Drs. Sackett, Haynes, 
and Tugwell and published in 1985 [ 19 ]. Dr. Gordon Guyatt 
later coined the term “evidence-based medicine” and with 
his colleagues published the principles of EBM in a series 
of articles in  JAMA  starting in 1993 entitled “Users’ Guides 
to the Medical Literature” [ 20 ]. Each guide has the same 
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structure: I. Are the results valid? (Using different validity 
criteria for different types of questions.); II. What are the 
results? (Including the effect size and its precision.); and III. 
Are these results applicable to my patient? 

 Assessing the validity of a study as the initial step can 
save the reader time. Fancy statistics will not fi x a weak 
study design. If the study is not valid, there is no reason to 
read further. If the study design is of high quality and the 
study reports a statistically signifi cant result, the next step is 
to ensure that the confi dence interval around the treatment 
effect increases our confi dence that the treatment is benefi -
cial. If the study reports no effect, it is important to ensure 
that the study had suffi cient power to test the hypothesis. 
Even if the study is valid, the sample size was large enough, 
and the confi dence interval appropriately narrow, the study 
may not be applicable to your specifi c patient’s situation 
based upon differences in their demographic or clinical sta-
tus as well as their individual preferences and values. 

 Table  16.1  shows the Users’ Guide primary validity crite-
ria for questions about therapy or prevention [ 21 ,  22 ], diag-
nosis [ 23 ,  24 ], prognosis [ 25 ], and risk or harm [ 26 ] showing 
how criteria differ for each question type. To practice EBM, 
it is important to focus the clinical question and to choose 
and apply the correct Users’ Guide criteria. There are over 25 
Users’ Guides currently available for different topics. Many 
are included in a series of articles edited by Dr. Deborah 
Cook that were published in  Critical Care Medicine  using 
critical care examples [ 27 ]. The  JAMA  Users’ Guide series 
has also been incorporated into a book and pocket guide enti-
tled Users’ Guides to the Medical Literature [ 28 ].

   To practice EBM is more than accessing and understand-
ing the Users’ Guides. EBM is defi ned as the conscientious, 
explicit and judicious application of current best evidence 
to the care of individual patients [ 29 ]. The practice of EBM 
requires the integration of clinical expertise and critical 
appraisal to determine the applicability and quality of avail-
able evidence. Practitioners of EBM make a commitment to 
use a systematic approach to search for, critically appraise, 

synthesize, and apply evidence in their clinical practice [ 29 ]. 
To do this requires a fi ve-step approach called the Evidence 
Cycle [ 28 ] often referred to as ‘The 5 As’:
    1.     Assess  the patient and the problem to determine the perti-

nent issues (e.g., differential diagnosis, treatment, prog-
nosis, risk of harm).   

   2.     Ask  a clear answerable clinical question that guides your 
search for the best available evidence.   

   3.     Acquire  the best evidence through effi cient searching 
and from appropriate sources.   

   4.     Appraise  the evidence you have retrieved using a system-
atic method to evaluate it for validity, importance, and 
usefulness.   

   5.     Apply  the evidence to a particular patient and to their 
unique values and preferences.    

      Step 1: Assessing the Patient 
 The method of EBCP relies fi rst on clinical expertise to 

assess the patient and incorporate all of the relevant clini-
cal data. Clinical expertise is essential. With a compre-
hensive understanding of pathophysiology and by taking 
a thorough history and performing a rational clinical 
examination, the clinical problem(s) will be identifi ed. 
The problem could involve a differential diagnosis, a 
treatment decision, a determination of prognosis, or a 
weighing of risk and benefi t. Using clinical skills forms 
the basis for moving forward to the next steps in the 
Evidence Cycle.  

  Step 2: Asking Effective Clinical Questions 
 A critical step is to identify one or two key issues arising 

from the assessment to develop a focused and answerable 
clinical question. Doig and Simpson [ 30 ] put forth the 
mnemonic ‘PICO’ to detail the critical aspects of a well- 
formulated clinical question. The question should clearly 
entail the  P atient/ P opulation of interest, the  I ntervention 
(or exposure) and its  C omparison/ C ontrol in evaluating 
an  O utcome of interest. (Some have advocated expanding 
this to ‘PICOT’ to stress the importance of considering 
what  T ype of study is most desirable, considering the 

     Table 16.1    Primary validity criteria for articles addressing therapy or prevention, diagnosis, prognosis and risk or harm   

 Type of study  Validity criteria 

 Therapy or prevention [ 21 ,  22 ]  Was the assignment of patients to treatments randomized? 
 Were all of the patients who entered the trial properly accounted for and attributed at its conclusion? 
  Was follow-up complete? 
  Were patients analyzed in the groups to which they were randomized? 

 Diagnosis [ 23 ,  24 ]  Was there an independent, blind comparison with a reference standard? 
 Did the patient sample include an appropriate spectrum of the sort of patients to whom the diagnostic test 
will be applied in clinical practice? 

 Prognosis [ 25 ]  Was there a representative and well-defi ned sample of patients at a similar point in the course of disease? 
 Was follow-up suffi ciently long and complete? 

 Harm [ 26 ]  Were there clearly identifi ed comparison groups that were similar with respect to important determinants 
of outcome, other than the one of interest? 
 Were the outcomes and exposures measured in the same way in the groups being compared? 
 Was follow-up suffi ciently long and complete? 
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hierarchy of evidence shown in Fig .   16.1 . Asking the 
most specifi c question for a given patient scenario allows 
for the most effi cient acquisition of available literature.

     Step 3: Acquire (Finding and Keeping Up with the Evidence) 
 High-quality systematic evidence reviews, when available, 

save an enormous amount of time [ 4 ]. Although reviews 
that do not take an evidence-based systematic approach 
can be helpful in describing the physiology and pathology 
of a problem, they often present data in ways that are 
slanted to support the opinion of the expert author. Using 
a systematic approach to search for, critically appraise, 
synthesize, and present the results minimizes the potential 
for bias. The Cochrane Collaboration publishes an 
updated database of systematic reviews – all referenced in 
PubMed – that uses a rigorous and standardized review 
methodology developed and refi ned by expert methodolo-
gists (  www.cochrane.org    ). 

 Effi ciently fi nding evidence in online medical search 
engines such as PubMed, a National Library of Medicine 
platform for searching MEDLINE, requires using the 
right terminology such as Medical Subject Headings 
(MeSH). There are search criteria developed by Dr. Brian 
Haynes for using PubMed to identify relevant articles that 
will yield a higher sensitivity (retrieving all relevant arti-
cles) and specifi city (not retrieving irrelevant articles) 
[ 31 – 34 ]. PubMed has a special search feature found under 
Clinical Tools on the home page called “Clinical Queries” 
This search tool is based upon the work of Dr. Haynes and 
colleagues that automatically fi lters searches based on the 
type of clinical study and searches specifi cally for sys-
tematic reviews allowing the clinician to set the search 
criteria broadly or narrowly. 

 Information overload is a constant problem plaguing 
clinicians. Given that research relevant to the pediatric 
intensive care setting may be found in the areas of internal 
medicine, neurology, surgery, trauma, infectious disease 
as well as hospital epidemiology, neonatology, pediatrics, 
radiology, oncology, and many other specialties, it can 
seem impossible to keep up with the literature [ 35 ]. 
Journal clubs that critically appraise relevant studies can 
save time. The PedsCCM Evidence-Based Journal Club 
(http:// PedsCCM.org) identifi es articles across a range of 
medical journals, reviews them using the Users’ Guide 
approach, and now publishes a select number in  Pediatric 
Critical Care Medicine . 

 Additionally, a recent scoping review by Duffett et al. 
is an excellent consolidation of the available RCTs in 
pediatric critical care. The authors have made these acces-
sible to clinicians and researchers at epicc.mcmaster.ca 
and have underscored the need for more high-quality 
 evidence in order to support clinical decision-making in 
our patient population [ 36 ]. 

 Returning to the patient presentation at the beginning 
of this chapter, suppose that the question we seek to 
answer is the role of hyperosmolar therapy in the manage-
ment of pediatric TBI. Following the hierarchy of evi-
dence, individual studies provide the foundation by which 
stronger evidence is based. Optimally, the practitioner 
would fi nd a systems-level body of evidence in the form 
of practice guidelines, clinical pathways, or evidence-
based textbook summaries that are frequently updated as 
new evidence arises. Turning to the question of hyperos-
molar therapy and its role in the treatment of pediatric 
TBI for example, a clinician may stop after a literature 

Systems

Examples:

Computerized decision support

Evidence-based textbooks

Evidence-based journal abstracts

Systematic reviews

Original journal articles

Summaries

Synopses

Syntheses

Studies

  Fig. 16.1       Hierarchy of evidence. 
The “5S” evolution of information 
services for evidence-based 
healthcare decisions is a hierarchy 
of evidence designed to 
demonstrate the progression from 
original scientifi c articles all the 
way to the individual patient 
whereby escalating levels of 
evidence synthesis results in 
patient-specifi c decision support 
based upon best-existing evidence 
(Based on data from Haynes [ 49 ])       
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search that reveals one of several individual articles per-
taining to the use of hyperosmolar agents in severe TBI. 
However, more optimal evidence exists in the form of a 
set of guidelines published in 2012 which address the role 
of multiple treatments and management approaches and 
would be discovered upon a more exhaustive literature 
search [ 37 ,  38 ]. Updated from the 2003 set of guidelines, 
this revised clinical guide incorporates the GRADE 
approach to rate topics [ 39 ], providing a starting point for 
our clinical question. Chapter   8     of the pediatric TBI 
guidelines [ 38 ] specifi cally addresses the question of 
hyperosmolar agents in severe pediatric TBI and provides 
a summary of relevant articles. This allows a clinician to 
review the strength of the recommendation based upon 
the available evidence up to the time of the publication of 
the guideline. Because there is a 2 month to 1 year gap 
between development of a guideline and the timing of 
publication, it would be important to review further arti-
cles published after 2011 and determine if they would 
infl uence the recommendations in the guideline.  

  Step 4: Critical Appraisal 
 Appraisal of the acquired literature is unarguably the most 

important step in the application of evidence to clinical 
practice. Poorly designed studies, publications wrought 
with bias or unaccounted-for confounders and studies 
with improper statistical analysis or unfounded conclu-
sions can lead clinicians to the wrong conclusion. As 
shown in Table  16.1 , each type of study – therapy, diagno-
sis, prognosis, harm, etc. – should be appraised for valid-
ity using the validity criteria relevant for the type of study 
in question. 

 Returning to the hyperosmolar therapy question in 
severe pediatric TBI, we will review the EBM criteria 
(Table  16.1 ) for a therapy article. The fi rst aspect of 
appraisal involves the validity of results and incorpo-
rates several key components to strengthen the fi ndings. 
One must ask if patients in the intervention and control 
groups started with the same prognosis. While there may 
be confounders that are diffi cult to control for or even 
unknown to the investigating team, all attempts should be 
made to ensure prognostic equality between the groups 
in order to ensure that any difference is truly due to the 
intervention studied. Patient randomization is the optimal 
method for ensuring equal distribution of known factors 
that can infl uence patient outcome between the groups. 
Randomization can be done in multiple ways and to be 
most effective, should be a concealed process by which 
allocation into study arms cannot be affected by clini-
cian bias. Following initial prognostic balancing at time 
of enrollment, the reader should consider whether enroll-
ees maintained prognostic balance throughout the dura-
tion of the study. This is accomplished through blinding 
at as many levels as possible (i.e., study participant, 
 investigator, data collector, and statistician). Finally, 

prognostic balance can be assessed at the conclusion of 
the study by evaluation of how complete follow-up was, 
whether patients were analyzed in the groups in which 
they were randomized (intention-to-treat analysis) and 
whether or not the trial was stopped early. 

 Once you are convinced the results are likely to be 
valid, it is now worth your time to review them identify-
ing the point estimate and the confi dence interval around 
it. A point estimate is simply the observed treatment 
effect from the study with the knowledge that the “true” 
treatment effect is likely different from that observed, sec-
ondary to a multitude of factors (i.e., confounders). To 
address this discrepancy between the point estimate and 
what may be a different “true” effect, a confi dence inter-
val is calculated. The confi dence interval is simply a range 
of values within which the reader can be confi dent that the 
true effect lies. It is standard to use the 95 % confi dence 
interval which defi nes the range that includes the true 
effect 95 % of the time, provided that the study was well-
designed and executed with minimal bias [ 40 ].  

  Step 5: Apply the Evidence 
 The fi nal aspect of a critical appraisal for a therapy article 

addresses the applicability of the results to patient care 
[ 41 ]. This can perhaps become one of the more challeng-
ing aspects of EBM since many well-developed studies 
work to minimize confounders by studying a relatively 
homogenous group, thereby limiting generalizability to a 
broader patient base. In assessing the applicability to 
patient care for a therapy article, there are three key ques-
tions to address:
    1.    Were those patients being studied similar to my 

patients?   
   2.    Were all of the patient-important outcomes 

considered?   
   3.    Are the likely treatment benefi ts worth the potential 

harms and costs?    
  The subspecialty of pediatric critical care in the specialty of 

pediatrics is a small and relatively new fi eld. Although the 
amount and quality of evidence are improving, practicing 
evidence-based pediatric critical care medicine can be 
challenging, often requiring assessment of evidence col-
lected in critically ill adult populations or non-critically ill 
children, and then determining if it is applicable to your 
critically ill pediatric patient. For the patient presentation 
at the beginning of this chapter, some questions have an 
evidence-base in critically ill children while for other 
questions, extrapolation from best-available literature 
must suffi ce until more studies specifi c to pediatric criti-
cal care are conducted. 

 Even in valid studies reporting therapeutic effi cacy, 
incorporation of a patient and family’s preferences and 
values is essential to the practice of EBM. How to elicit 
preferences of critically ill patients and their families and 
how to incorporate them into clinical encounters is a chal-
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lenging frontier for pediatric critical care EBM meriting 
much further study [ 42 ].     

    Evidence-Based Clinical Practice in Pediatric 
Critical Care: Challenges and Next Steps  

 There are numerous challenges to practicing EBM in the 
PICU. As we have shown, learning the principles of EBM is 
a time-consuming but clearly surmountable task. Although 
evidence focused on critically ill children is still sparse, the 
amount of high quality evidence is growing. Most clini-
cal interventions have a modest effect yielding a 25 % or 
lower relative risk reduction. This means that clinical trials 
powered to identify a reduction in mortality requires enroll-
ment of over 700 patients per group or 1,400 patients for two 
groups even if baseline mortality is as high as 25 % (assum-
ing alpha 0.05, 80 % power, 25 % risk reduction). Finding 
1,400 children with severe sepsis or acute respiratory distress 
syndrome is a challenge even if 50 or more pediatric centers 
are enrolling subjects [ 43 ,  44 ]. Fortunately, research net-
works such as The Pediatric Acute Lung Injury and Sepsis 
Investigator’s (PALISI) Network (  http://palisi.org    ) [ 45 ,  46 ] 
are facilitating performance of trials across large numbers 
of PICUs. 

 One aspect of practicing evidence-based pediatric criti-
cal care medicine involves the assessment of whether we 
are actually doing so. The gap between the availability of 
strong evidence and the application of evidence in practice is 
huge. It is likely that as few as 20 % of effective interventions 
actually reach patients [ 47 ]. Changing clinician behavior is 
one of the most challenging aspects of implementing EBM. 
Cook and colleagues have developed a pragmatic approach 
and in Table  16.2  we list their ten steps for changing clinician 
behavior and implement evidence into clinical practice [ 48 ].

   EBM is a paradigm shift away from the practice of 
medicine based on clinical expertise alone. Uninformed 
 colleagues sometimes misinterpret EBM and accuse it of 
being “cookbook medicine” and potentially harmful to the 
patient. This is an uninformed opinion. Prior to widespread 

acceptance of EBM, developers of guidelines and protocols 
rarely graded the level of evidence underlying each recom-
mendation. Knowing how strong the evidence is behind clin-
ical recommendations allows clinicians to make informed 
decisions prior to application. It also helps to reassure col-
leagues that although clinical expertise is hard to defi ne, 
one cannot effectively practice EBM without sound clinical 
judgment that comes from a wealth of patient experience. 

 Although our introduction to EBM has been brief, we 
attempted to highlight the foundational principles as well as 
the challenges to practicing evidence-based pediatric criti-
cal care medicine. One website developed to help clinicians 
practice EBM in the PICU and other specialties is JAMA 
Evidence (  http://www.jamaevidence.com    ). This website 
includes learning tools, calculators, podcasts and education 
guides and contains links to other options such as applica-
tions for smartphones and PDAs. We hope that this brief 
introduction to EBM has supplied high quality sources for 
learning more about EBM.     
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    Abstract    

 As attention to patient safety and the contribution of human factors to medical errors has 
increased, the use of simulation has rapidly become an important tool to train clinicians at 
the individual and team level in a structured environment without risk to patients. Drawing 
on work done in other high risk industries, most notably the aviation industry, pioneers in 
medical simulation in the 1980s developed immersive simulation environments in which 
practitioners could interact with the patient simulator and the clinical environment, allow-
ing trainees to engage in real-time clinical problem solving. Simulation has since been 
broadly applied in critical care medicine, with applications including multidisciplinary 
team training focusing on principles of effective teamwork, skills- based training, compe-
tency assessment and systems testing to identify latent safety threats. Simulation-based 
training programs are maximally effective when they are developed and delivered using 
rigorous, structured processes that adhere to principles of adult learning theory. Important 
components of this process include formal needs assessment, development of scenarios 
appropriately targeted to the level of the learner, and structured debriefi ng to aid learners in 
processing the simulation event. Recent innovations in simulation technology, such as 
development of high fi delity infant and pediatric- specifi c task trainers, are expanding the 
role of simulation in pediatric critical care medicine.  
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        Adverse Events and Medical Error in the 
Intensive Care Unit: Rationale for a Robust 
Training Model 

 The landmark IOM report “To Err is Human: building a safer 
health system” brought patient safety and error prevention to 
the forefront of modern healthcare [ 1 ]. Since that time, a 
mounting literature has broadened our understanding of the 
pervasive nature and causes of medical errors across acute 
care sub-specialties. The intensive care unit (ICU) environ-
ment - comprised of a multitude of technologies, large inter-
disciplinary provider teams, critically ill patients, high 
emotionality, and fatiguing work schedules – represents 
a particularly high stakes environment for human error and 
systems failures [ 2 ,  3 ]. This is compounded by the need for 
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ICU providers to rapidly and accurately integrate large vol-
umes of complex data to make critical decisions. Such 
decision- making may be hampered by the increased cogni-
tive load related to high levels of sensory input in the loud 
and chaotic environment of the ICU, potentially leading to 
human error and patient harm. 

 Studies of human errors and adverse events in the ICU 
highlight the danger inherent in this environment. Utilizing 
24 h patient observations, Donchin et al. reported an average 
of 1.7 errors per patient per day, 30 % of which were rated as 
potentially leading to signifi cant deterioration in patient sta-
tus or death if not identifi ed and managed promptly [ 4 ]. A 
multicenter chart review of 15 pediatric ICUs (PICUs) docu-
mented 1488 adverse events in 734 patients, with at least one 
adverse event identifi ed for 62 % of subjects. Importantly, 
45 % of these adverse events were classifi ed as preventable 
[ 5 ]. Furthermore, analysis of errors and adverse events in the 
ICU has demonstrated that nearly half of factors contributing 
to critical incidents are related to non-technical skills such as 
teamwork and communication [ 6 ,  7 ]. Similarly, studies of 
teams involved in both actual and simulated resuscitations 
[ 8 – 10 ] have demonstrated the positive impact of effective 
leadership; teams lead by individuals who are able to orga-
nize a team, avoid task fi xation, and voice a mental model for 
the event had improved performance measured by indicators 
such as hands on time when providing chest compressions 
and time to defi brillation following recognition of ventricu-
lar fi brillation. These performance indicators are clinically 
important given that early defi brillation and increased CPR 
fraction have both been associated with improved survival 
following cardiac arrest [ 11 – 13 ]. The importance of specifi c 
teamwork skills has been acknowledged in recent resuscita-
tion guidelines from the American Heart Association, includ-
ing Pediatric Advanced Life Support Guidelines [ 14 ]. Thus, 
incorporating multidisciplinary teamwork training into ICU 
teaching curriculum may help decrease preventable non- 
technical errors and may improve ICU patient outcomes.  

    Heritage of Medical Simulation as a Tool 
to Mitigate Human Error 

 High stakes industries outside of medicine, including avia-
tion and nuclear power, have long appreciated that human 
factors, including gaps in teamwork, contribute substantially 
to accidents and catastrophic failures. As a result, these 
industries have responded by investing heavily in simulation- 
based training. In commercial and military aviation, 
simulation- based teamwork training is a mandatory aspect of 
maintenance of certifi cation. Given the growing appreciation 
of the role of human factors in patient safety, it is perhaps not 
surprising that the lessons of the aviation industry have been 
transferred to medical training. Indeed, since the introduc-

tion of immersive simulation in the late 1980s [ 15 ], 
 simulation has been applied broadly among both acute and 
non-acute care areas of medicine [ 16 – 18 ] – covering the 
gamut of applications – including clinical skills, competency 
assessment, teamwork training, as well as rapid cycle 
improvement via identifi cation of latent system safety threats 
at the point of clinical care delivery. 

 Simulation has particular appeal in pediatrics, a fi eld in 
which high risk crisis events, such as cardiopulmonary 
arrests, are relatively infrequent [ 19 ]. Low event rates, 
though an overall positive marker of child health, create a 
“pediatric training paradox [ 20 ],” leading to an unfavorable 
“volume-outcome relationship” and hence high rates of ill- 
prepared providers when it comes to pediatric resuscitation 
[ 21 – 23 ]. In addition, current pressures in health care educa-
tion, including work-hour restrictions [ 24 ] and low thresh-
olds for senior physician involvement have placed limitations 
on trainee experience as well as opportunities for feedback, 
that may potentially delay the acquisition of clinical profi -
ciency prior to completion of clinical training. Simulation 
can overcome these limitations by providing on-demand, 
structured experiences across the gamut of training, practice, 
immediate feedback and assessment all at the ‘simulated 
bedside’. 

 Early forays into medical simulation were predominantly 
directed at using human patient simulators to teach technical 
skills. The earliest computer-controlled physiology simula-
tor, Sim One, was designed to teach intubation skills to anes-
thesia residents [ 15 ]. Also developed in the late 1960s, the 
Harvey Cardiology Patient Simulator was a part task trainer 
designed to teach skills in examination of the cardiovascular 
system [ 25 ]. It wasn’t until the 1980s that one of the early 
precursors of today’s high fi delity physiology-based patient 
manikin simulators was created by David Gaba and col-
leagues at Stanford. Gaba created a simulation environment, 
CASE (Comprehensive Anesthesia Simulation Environment) 
that utilized a commercially available intubation head and 
thorax as well as a series of computer simulators that 
 interfaced with real operating room equipment (patient mon-
itors, anesthesia machine, etc.) to realistically recreate 
patient physiology. Gaba’s innovative environment was the 
fi rst that allowed participants to interact in a realistic manner 
with the simulated patient, including providing medications, 
interpreting fi ndings from clinical monitors, and using real 
anesthetic equipment, thus allowing participants to most 
fully engage in real time clinical problem solving [ 26 ]. In 
addition, Gaba recognized early on the value of the simu-
lated environment for specifi c training around human fac-
tors. Gaba and his colleagues went on to adapt principles 
from the aviation industry to develop “Anesthesia Crisis 
Resource Management” (ACRM), a training program that 
focused on teaching effective coordination and utilization of 
resources to optimize outcomes from anesthesia crises [ 27 ]. 
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This work was the foundation for teamwork training as we 
know it today.  

    Simulation-Based Teamwork Training 
in Pediatric Critical Care 

    Curriculum 

 In aviation, teamwork and communication skills are taught 
through a simulation-based program called Crew Resource 
Management [ 28 – 30 ], which is required at initial licensure 
and with every license renewal cycle for every commercial 
pilot [ 31 ]. Organizational psychology research in high risk 
industries has identifi ed essential characteristics of effective 
teamwork which form the foundation of this training. These 
characteristics are defi ned by fi ve broad concepts described 
by Eduardo Salas as the “Big 5” of team work, including 
team leadership, mutual performance monitoring, back-up 
behavior, adaptability, and team orientation [ 32 ]. These 
behaviors are supported by coordinating mechanisms such 
as closed-loop communication and the development of 
shared mental models. These principles have been widely 
adopted and, for the purposes of training, both the “Big 5” 
and coordinating processes have been translated into specifi c 
and measurable behaviors in high acuity medical fi elds, fi rst 
by David Gaba in anesthesia, under the moniker “Crisis 
Resource Management” (CRM) Training [ 33 ], later incorpo-
rated into training programs in critical care [ 34 ,  35 ], emer-
gency medicine [ 36 ], and surgery [ 37 ]. The principles of 
CRM include [ 33 ] (Table  17.1 ):
    1.     Effective communication  – including the use of explicit, 

closed loop communication directed at specifi c 
individuals;   

   2.     Role clarity  – encompassing both leadership and 
 followership [ 38 ]. Key leadership priorities include orga-
nization of the team through explicit task assignments, 
avoiding task fi xation, and generating a shared mental 
model for the management of the crisis event through fre-
quent updates of global assessment. Followership 
includes taking on explicit task assignments, providing 
updates on progression of task completion and offering 
assistance or information to the event manager including 
against an authority gradient;   

   3.     Personnel support –  including identifi cation, mobiliza-
tion, and appropriate utilization of personnel resources, 
including expert consultants.   

   4.     Resource utilization  – referring to a working knowledge 
and ability to apply hospital emergency procedures and 
protocols and to mobilize material resources necessary 
for successful event navigation;   

   5.     Global assessment  – traditionally a central goal and pur-
pose of the event manager, global assessment, or  situa-
tional awareness , is encouraged in all team members. 
Strategies include frequent reassessment of patient status, 
etiology of event, and treatment plans.    

       Delivery Modes 

 Early CRM training had been traditionally delivered at 
stand-alone dedicated centers. More recent iterations include 
on-site/hospital-based centers, along with an increasing 
number of “in-situ” applications, delivering the technology 
directly to the point of clinical care. Table  17.2  reviews the 
pros and cons of these different delivery modes. While both 
stand-alone and on-site Simulation Centers hold the advan-
tage of dedicated space, and reductions in interruptions, “in- 
situ” simulation can enhance accessibility to full native 
teams. Additionally, in-situ simulation activities can effi -
ciently capture nuances of the clinical environment and in so 
doing also allow for potentially valuable identifi cations of 
latent safety threats [ 20 ,  39 ]. Given the heterogeneity of the 
PICU, inclusion of CRM training in situ allows the opportu-
nity to incorporate many scenarios that cover the spectrum of 
emergencies potentially encountered in the PICU and incor-
porate management strategies into the technical aspects of 
emergency event management beyond those provided by 
Pediatric Advanced Life Support Guidelines [ 34 ].

       Outcomes of CRM Training 

 CRM training has become widespread in acute care areas of 
medicine such as the PICU. Several levels of evidence sug-
gest that CRM training is effective in improving team func-
tion. In a meta-analysis of studies evaluating the effect of 

   Table 17.1    Fundamental principles of crisis resource management 
training   

 CRM principle  Key components 

 Communication  Use of names 
 Closed loop 
 Explicit 
 Channeled through event manager 

 Role clarity  Clear event manager 
 Explicit task assignments 
 Frequent task updates 

 Personnel support  Identify and mobilize appropriate supporting 
personnel 

 Resource utilization  Identify and mobilize material resources 
 Utilize hospital emergency protocols and 
procedures 

 Global assessment  Maintain situational awareness 
 Avoid fi xation 
 Frequent team updates by event manager 
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CRM training on team function [ 40 ], Salas et al. identifi ed 4 
levels of outcomes of teamwork training – cognitive (self- 
assessment of knowledge gains following training), affective 
(perceived effectiveness of team coordination and communi-
cation), behavioral processes (measures of communication, 
self-correction, etc.), and performance outcomes – and con-
cluded that team training is effective in each. However, in 
this meta-analysis medical teams were relatively underrepre-
sented, and studies reviewed were quite heterogeneous. 
Multiple studies cite increased self-effi cacy/preparedness 
and comfort among participants of CRM training [ 34 ,  36 , 
 41 ]. Behavioral processes are measured in simulator-based 
studies and have demonstrated improved performance of 
both teamwork-related skills and clinical skills following 
participation in CRM training. Thomas et al. demonstrated 
that interns who participated in a modifi ed Neonatal 
Resuscitation Program (NRP) training with additional team-
work training exhibited greater teamwork behavior, includ-
ing information sharing, assertion of patient’s clinical status, 
and inquiry of other team members, compared to those who 
underwent standard NRP training alone [ 35 ]. Measurement 
of performance outcomes of CRM training, and in particular 
translation to improved outcomes at the patient bedside, have 
proven more challenging. Challenges include random/unpre-
dictable nature of emergency events that makes debriefi ng of 
the events in a timely fashion diffi cult. Thus the opportunity 
to identify defi ciencies in teamwork and its impact on patient 
outcome may be lost. Furthermore, issues related to patient 
privacy may limit retrospective access to patient information 
that can help in understanding the impact of team perfor-
mance on patient outcomes during an event. Similarly, pri-
mary outcomes such as patient morbidity and mortality are 
susceptible to multiple confounding variables. Despite these 
barriers, a growing literature lends support to the notion that 
CRM training improves team function and improves delivery 
of care during critical events. For example, Morey et al. dem-
onstrated a signifi cant improvement in observed perfor-
mance among emergency department (ED) teams from 

multiple sites who had undergone formal training as 
 compared to those who did not. In addition, this group docu-
mented a signifi cant decrease in observed clinical error rates 
in EDs in which the training was implemented compared to 
no change in error rate in EDs without training over the same 
time period [ 42 ]. 

 Implementation of a compulsory team training program 
to a subset of operating room teams in the U.S. Department 
of Veterans Affairs (VA) system was associated with an 
18 % reduction in annual mortality rate compared with 7 % 
in those centers that did not undergo team training and a 
similar decrease in morbidity [ 43 ,  44 ]. Likewise, a growing 
body of literature around obstetrical team training also sup-
ports the notion that effective utilization of teamwork prin-
ciples correlates to improved delivery of care, and that 
simulation- based training can improve outcomes. Timely 
performance of critical medical interventions, specifi cally 
time between onset of seizures and administration of intra-
venous magnesium sulfate for eclampsia, correlated with 
effective utilization of teamwork principles [ 45 ]. Particular 
teamwork factors associated with improved clinical effi -
ciency in this critical intervention included verbal declara-
tion of the presence and nature of the crisis, use of 
closed-loop communication, and fewer exits from the labor 
room during the emergency, a surrogate for effective 
resource utilization [ 46 ]. Furthermore, clinical knowledge 
of management of obstetric emergencies, skills in the simu-
lator setting, or attitudes towards teamwork and patient 
safety did not correlate with timely administration of mag-
nesium sulfate [ 47 ], suggesting that these factors alone are 
not suffi cient for effective team performance. The effective-
ness of obstetrical teamwork training on performance in the 
clinical realm is demonstrated by a signifi cant decrease in 
the interval between diagnosis of cord prolapse and emer-
gency cesarean delivery from 25 to 14.5 min (p < 0.001) in 
the pre versus post-training era in a large maternity center in 
the United Kingdom which instituted service-wide obstetri-
cal team training [ 48 ].   

   Table 17.2    Pros and cons of various simulation delivery modes   

 Off-site center  On-site center  In-situ simulation 

 Benefi ts  No interruptions  Accessibility  Convenient to full team 
 Dedicated space  Convenient to full team  Lower cost 

 Integration into clinical day  Accessibility 
 Integration into clinical day 
 Useful for systems probing 

 Limitations  Cost  Cost  Higher risk cancellations 
 Travel  Space constraints  “Mixing” of clinical and 

simulation equipment 
 Challenging to train full team
remote from clinical area 

 Potential for interruptions  Exposure to patients and families 

 Generic “clinical” space  Generic “clinical” space 
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    Simulation as a Teaching Tool: Principles 
of Practice 

    Simulation-Based Curricula Founded on 
Principles of Adult Learning Theory 

 Much of the appeal of simulation comes from its ability to 
afford individuals and teams opportunities for deliberative 
practice [ 49 ] of knowledge, skills, and attitudes, all within a 
safe and structured environment far from patient harm. 
Effective simulation-based teaching requires a rigorous 
approach to both curriculum design and implementation 
with each based fi rmly on principles of adult learning theory, 
formal needs assessments, and use of structured debriefi ng 
by skilled facilitators. Well-designed simulation-based cur-
ricula are designed to successfully capture/engage the largest 
audience of learners. David Kolb described four types of 
adult learners [ 50 ] based on two axes of learning preferences 
related to (1) knowledge acquisition (via  concrete experi-
ence  vs. more  abstract conceptualization ) and (2) knowl-
edge processing (via  refl ection  vs.  active experimentation ). 
Consequently, effective curricula engage each type of learner 
within a single setting by creating a so-called “cycle of learn-
ing” touching on each quadrant [ 51 ]. For example, an emo-
tionally engaging simulation experience is followed by a 
structured debriefi ng focused on self-refl ection followed by 
conceptualization and generalization of newly identifi ed 
principles followed by application and experimentation with 
new learned concepts through subsequent simulation experi-
ences. In this way, medical simulation is uniquely suited to 
“step through” the so-called Kolb Learning Cycle – from 
experiencing to analyzing to applying to experimenting and 
back to new experiences.  

    Simulation Scenario Design 

 Adult learning theory also dictates that curricula must be 
highly relevant to the learner, thus curriculum development 
should begin with a formal needs assessment of the partici-
pant pool and key stakeholders to assess prior knowledge 
and identify key training objectives. For multidisciplinary 
courses, such as team training, needs assessments should 
include representation from all disciplines that represent the 
native team. Simulation scenarios and didactics can then be 
built which specifi cally address objectives, or competencies, 
identifi ed by this needs assessment. A structured approach to 
scenario design which provides explicit opportunities to 
observe performance related to these core competencies or 
objectives strengthens a simulation-based curriculum [ 52 ]. 
In addition, complexity of the scenarios should be matched 
to the level of expertise of the learners and to the complexity 

of the learning objective. For example, the degree of techni-
cal realism required may vary based on learner expertise. 
Activities focused primarily on clinical or procedural skills 
– “high signal” courses – may use simple skills trainers in a 
simulation lab to meet the learning objectives of a novice 
student learning a new procedural skill. A more experienced 
clinician who has already acquired basic knowledge of a pro-
cedure and some degree of automaticity may benefi t from 
having the procedural skill presented in an immersive envi-
ronment that closely replicates real life practice, complete 
with background noise and cognitive distractors which 
requires the clinician to simultaneously perform the proce-
dure and attend to clinical decision making. Not only is such 
a “high noise” scenario unnecessary for novices, it may actu-
ally impair procedural learning at a stage when novices need 
to focus on mastering individual steps of a procedure. 
Similarly, higher “noise” scenarios are appropriate to target 
CRM principles for multidisciplinary teams of experienced 
practitioners. The ratio of “signal to noise” in a simulation 
scenario occurs along a spectrum from the novice to experi-
enced practitioner. 

 During the design and implementation phase of a scenario 
attention must be given to the realism of the scenario. 
Realism has been divided into three separate spheres – tech-
nical, conceptual, and emotional – each important in the pro-
cess of engagement of learners during simulation [ 53 ]. 
Technical realism, which refers to the degree to which 
 manikins, trainers, and other equipment, replicate real life, 
may suffer from intrinsic limitations of technology. However, 
attention to simple technical details, such as utilization of 
equipment identical to that found in the clinical environment, 
may signifi cantly enhance engagement even when some lim-
itations of technical reality cannot be overcome. Just as the 
balance of “signal to noise” requirements varies for novice 
through expert practitioners, the degree of technical realism 
required for optimal learner engagement varies with level of 
expertise [ 54 ], and this should help guide utilization of costly 
resources for simulation. 

 Equally important to engagement, particularly for experi-
enced practitioners, is the idea of conceptual realism [ 53 , 
 55 ], which encompasses features of simulation related to 
theoretical frameworks under which clinicians practice or 
make decisions. Simplifi ed, does the context of this clinical 
case make sense? Are the clinical events of this simulation 
unfolding in a way that is similar to what practitioners would 
experience during a real life event? A high degree of atten-
tion to conceptual reality may help maintain learner engage-
ment when there are limitations to technical reality [ 55 ]. 
This attention to conceptual realism may be particularly 
important for expert practitioners. Finally,  emotional  reality 
refers to the way that learners engage or feel within the simu-
lation environment, and is particularly relevant in more com-
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plex simulations that examine relationships, such as in team 
training programs [ 53 ].  

    Debriefi ng 

 Simulation encounters have been described as “the raw data 
out of which learning is created [ 56 ].” Simulation-based 
learning affords opportunity for practice without risk of 
patient harm, however, practice alone is not suffi cient for 
performance improvement, but must be linked with opportu-
nities for immediate feedback or debriefi ng either during or 
following an encounter with the simulator. Studies from both 
clinical skills and teamwork focused simulations have sug-
gested that performance may not improve in the absence of 
structured debriefi ng or feedback [ 57 ,  58 ]. In a survey of 
European Simulation Centers, simulation participants 
regarded debriefi ng as the most important element of the 
experience, and indicated that a poorly conducted debriefi ng 
could be seen as harmful [ 59 ]. Similarly, a systematic review 
of studies of simulation-based education identifi ed feedback 
as the most important curricular element [ 60 ]. Debriefi ng, as 
a core component of the total simulation-based learning 
experience, is evidenced by the development of multiple 
‘train-the-trainer’ courses internationally as well as the 
requirement of faculty training for simulator program cre-
dentialing among several accrediting societies and organiza-
tions [ 61 ]. Additionally, tools for rating debriefi ng 
effectiveness, such as the Debriefi ng Assessment for 
Simulation in Healthcare (DASH) [ 62 ], have been developed 
with work currently under way to validate these tools [ 63 ]. 

 Multiple debriefi ng methodologies have been described, 
[ 64 – 66 ], and despite subtle differences, each contains com-
mon elements (Fig.  17.1 ) [ 56 ]:
    1.     Set and maintain an environment of psychological safety  

[ 67 ] to encourage active self-refl ection on the part of 
learners as the basis for practice change. Fundamental to 
this is the idea that the facilitator must present a support-
ive and respectful environment for refl ection. Strategies 
to accomplish this include explicit outlining of the 
debriefi ng process, including learning objectives, the 
structure of the debriefi ng, and clear ground rules for 
debriefi ng such as respect and confi dentiality around both 
the simulation and the debriefi ng [ 68 ].   

   2.     Assist learners in processing a simulation experience in 
the context of their prior knowledge and experience  [ 56 ].   

   3.     Help learners identify performance gaps and strategies to 
close these gaps  [ 64 ,  65 ]. Ideally, identifi cation of strate-
gies to close performance gaps will not be a fully pre-
scriptive process, but will involve participants strategizing 
as individuals or as a team ways to change performance. 
Efforts are made to move the debriefi ng from aspects of 
individual performance in the simulation to more general-

izable principles of practice that are relevant and appli-
cable to all learners [ 56 ].   

   4.     Provide facilitator and course designers with critical 
information about whether the curriculum ,  including but 
not limited to the simulation and debriefi ng ,  addresses the 
intended learning objectives of the course . In essence, the 
debriefi ng provides important feedback for ongoing 
course development.    
   Optimal debriefi ng methodology varies based on learning 

objectives, degree of expertise of learners, composition of 
the group of learners, and time available for debriefi ng. Most 
debriefi ng strategies are built on a framework that leads par-
ticipants through (1) a description of the event, (2) analysis 
of the experience, and (3) application of new learning to the 
real work environment. However, the way in which facilita-
tors achieve this will differ greatly depending on the factors 
outlined above. Dismukes and colleagues [ 69 ] described 
three levels of facilitation that dictate the degree and manner 
to which the facilitator participates in the debriefi ng:

Introduction

Description

Analysis

Application

• set ground rules
• psychological safety

• review event

• relate to personal
  experiences

• generalize

• develop solutions

• summarize

• assess learners needs

• uncover mental models
  driving behavior

• structure process

  Fig. 17.1    Framework for debriefi ng in simulation-based teaching       
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    1.     High impact debriefi ng  requires lower facilitator involve-
ment, with the facilitator motivating the discussion with 
open ended questions and use of silence/pauses to allow 
for refl ection, adding to discussion only when necessary. 
This type of debriefi ng is most often applied to human 
factor team training and is most useful when participants 
have both a high level of technical expertise as well as 
ability to be self-refl ective, and when the group as a whole 
can refl ect on the experience, analyze, and generate ideas 
for change. Facilitator techniques in this type of debrief-
ing include use of open-ended questions and carefully 
timed pauses to facilitate refl ection.   

   2.     Intermediate impact debriefi ng , encourages participants 
to engage in independent discussion, but requires 
increased facilitator input to promote deeper analysis and 
understanding of the experience. Techniques here might 
include rewording or rephrasing questions in different 
ways to draw answers from the group or asking the same 
question of several different participants to uncover dif-
ferent interpretations or meanings and to facilitate 
discussion.   

   3.     Low impact debriefi ng  requires continuous facilitator 
involvement and is useful with novice participants 
engaged in focused “high signal” curricula (e.g. proce-
dural skills, algorithms). Techniques here include pausing 
the scenario or activity followed by serial questions to 
lead participants through a step-wise analysis, recapping, 
and direct answering of questions for participants. The 
extreme of this approach might be considered frank 
 instruction , in which direct side-by-side mentoring is 
used during a simulation when teaching novice learners 
procedural skills (e.g. IV placement) with minute to min-
ute corrective feedback.    

       Applications of Simulation-Based Skills 
Training in Critical Care Training 

 Simulation-based skills training has a signifi cant history 
grounded largely in surgical fi elds, with a signifi cant body of 
evidence supporting the use of surgical skills trainers such as 
laparoscopic surgery trainers to support skill acquisition 
through deliberate practice incorporating rigorous assess-
ment and feedback [ 70 ,  71 ]. As a result of recent work hour 
restrictions, as well as increasing oversight (both at the resi-
dency and fellowship level), pediatric trainees, particularly 
in high acuity environments, often experience limited oppor-
tunities for practice of procedures at the bedside. In this con-
text, simulation-based skills training overcomes many of 
these obstacles and provides an important supplement to the 
traditional apprenticeship model [ 72 ]. While simulation- 
based skills training has utility and applicability in the pedi-
atric critical care environment, broad applicability of this 

educational modality will be greatly enhanced by the contin-
ued development of pediatric-specifi c skills trainers that 
accurately replicate important nuances of neonatal or infant 
anatomy. 

    Resuscitation Training 

 Simulation-based studies have documented defi ciencies in 
several crucial resuscitations skills among pediatric residents 
who have undergone traditional BLS and PALS training, 
including timely and correct performance of basic resuscita-
tive measures such as bag mask ventilation, intubation, defi -
brillation, and provision of CPR [ 73 – 76 ]. Skills-based 
training has gained broad acceptance in pediatric critical care 
medicine, with many pediatric critical care medicine training 
programs offering a simulation-based skills and teamwork 
training program (“bootcamp”) for fellows such as that 
described by Nishisaki et al [ 77 ].  

    Procedural Training 

 The effi cacy of simulation-based skills training programs 
have been demonstrated in multiple studies relevant to criti-
cal care medicine. Simulation-based central venous catheter 
placement training curricula have been demonstrated to con-
tribute to decreased CVL infection rates and increased 
 profi ciency in CVL placement by resident physicians [ 78 , 
 79 ]. Sekiguchi et al demonstrated a reduction in complica-
tions from 32.9 % to 22.9 % in the 6 months pre-training 
compared to 6 month post-training period following imple-
mentation of mandatory simulation-based CVL training for 
all resident housestaff [ 80 ]. Placement failure rates also 
decreased from 22.8 % to 16.0 %, p < .01. Predictably, the 
greatest improvement was seen from the pre-training to post- 
training period among the least experienced providers. 
Previously, the direct application of similar training pro-
grams in the pediatric intensive care unit has been limited by 
the lack of commercially available pediatric and infant- 
specifi c vascular access skills trainers. However, recent 
efforts to overcome the limitations of commercially- available 
skills trainers in infant and pediatric populations have led to 
the development of specialized high-fi delity integrated train-
ers that address nuances of vascular access and anatomy in 
infants and children. For example, Allan et al. described a 
curriculum for teaching emergent infant ECMO cannulation 
skills to cardiac surgery residents and fellows using a novel 
integrated cannulation skills trainer in a highly contextual-
ized environment with ongoing cardiopulmonary resuscita-
tion. The study demonstrated signifi cant outcomes in the 
simulator environment, including decreased cannulation 
time and improvement in a novel composite ECMO 
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 cannulation score technical medical aspects of cannulation 
management that were sustained at 3 months [ 81 ].  

    Airway Management 

 Simulation is frequently used as a tool to teach airway man-
agement skills [ 82 ], and some clinical programs require 
ongoing simulation-based training as an indicator of compe-
tency in airway management [ 83 ]. While multiple studies 
have demonstrated improved airway management skills in the 
simulator setting following simulation-based teaching and 
practice [ 84 ,  85 ], translation to improved patient care is less 
clear. Hall et al demonstrated equivalent performance on 
orotracheal intubation of patients in the operating room for 
paramedic students trained for 10 h using high fi delity simu-
lation compared to those who performed 15 human intuba-
tions in the operating room [ 86 ]. However, Nishisaki et al. 
demonstrated no improvement in either fi rst intubation or 
overall intubation success rates for pediatric residents who 
participated in a “just in time, just in place” airway manage-
ment training module compared to those who didn’t [ 87 ]. 
One salient difference between the two training programs that 
could account for translation of skills to the clinical environ-
ment by Hall et al. but not by Nishisaki et al is the substan-
tially longer spent in simulator-based training in the study by 
Hall et. al. (10 h vs 20 min initial training plus 10 min skill 
refreshers prior to each call). No studies have systematically 
investigated the relationship between duration and frequency 
of training in the simulator and acquisition and retention of 
skills applicable to the clinical environment.   

    Other Applications of Simulation to the 
Pediatric Critical Care Environment 

 While the most common applications of simulation-based 
training are in the realms of team and procedural skills train-
ing, additional simulation-based curricula have been reported 
that may be highly applicable in the pediatric critical care 
environment. These include:
    1.     Actor - based relational and communication training  (e.g. 

delivery of bad news and discussions of end of life care) to 
increase caregiver comfort and skill in family-centered care. 
A need for additional training around effective techniques 
for delivering bad news has been identifi ed among resident 
trainees and more experienced clinicians [ 88 – 90 ], and resi-
dents cite less preparation and greater discomfort around 
delivering bad news in a pediatric versus adult setting [ 89 ]. 
The use of “standardized parents” with observation and 
feedback is a feasible means of teaching communication 
skills [ 91 ], and studies suggest greater effi cacy than more 
traditional role-play based programs [ 92 ].   

   2.     Latent safety threat analysis  via high fi delity simulation 
delivered to the point of clinical care, both to identify 
latent safety threats in a clinical environment and to iden-
tify common practice defi ciencies during critical events 
or procedures. Additionally, in situ simulation has been 
used to identify safety threats around implementation of 
new and high risk procedures in the operating room [ 93 ], 
prior to opening of new clinical care areas [ 94 ], and for 
low frequency, high-risk events such as cannulation for 
Extracorporeal Membrane Oxygenator (ECMO) therapy 
[ 95 ]. Studies of team and individual performance in the 
simulator have diagnosed pervasive defi ciencies in key 
resuscitation skills such as initiation of airway manage-
ment, defi brillation, and CPR performance as well as 
types and frequency of medication errors during resusci-
tation events [ 96 ]. Knowledge gained through these stud-
ies can be used to inform development of curricula and 
training programs to address defi ciencies in knowledge 
and skills and to modify the clinical environment and care 
processes to enhance safety.      

    Conclusion 

 Medical simulation, via on-demand experiences well tai-
lored to the adult learner within safe/structured yet 
authentic environments, offers new paradigms in the 
training and practice of pediatric critical care. The peda-
gogy provides unique opportunity for ICU providers to 
maintain skills and profi ciency for managing infrequent 
but life threatening events and thereby has tremendous 
implications on patient safety. Simulation has been used 
effectively in a growing number of pediatric critical care 
domains, including teamwork, clinical/procedural skills 
and competency, as well as a robust quality improvement 
tool to identify defi ciencies of practice and latent safety 
threats. Maximum effectiveness of simulation requires 
process-driven curricular planning and implementation 
that optimally leverages adult learning principles, taught 
by skilled facilitators. Future research should continue to 
work to uncover the impact on the quality, consistency 
and safety of care delivered to the patient bedside as 
simulation- based training continues to defi ne itself as a 
new frontier in continuing medical education.     
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       Introduction 

 To develop a “career” in pediatric critical care medicine 
requires a base framework from which to begin. Practitioners 
of pediatric critical care come from very different starting 
points as pediatricians, anesthesiologists, surgeons, nurses, 
physician assistants. For physicians as of 2013, there is no 
way to become an experienced practitioner in our fi eld, with-
out entering through a general specialty. Throughout this 
chapter I will highlight areas which I believe are areas open 
for career growth. While there are an increasing number of 
nurse practitioners and physician assistants working in pedi-
atric intensive care units (PICUs), the literature primarily 
focuses on training, and manpower, and little on career 
development [ 1 – 6 ]. We will need increasing numbers of 

nurse practitioners and physician assistants to help staff our 
PICUs, but we know little of how to attract them, help them 
grow as clinicians, and retain them in our fi eld (i.e. support 
their career development). 

    Developing “Mastery” in Clinical Pediatric 
Critical Care Medicine 

 A successful career in pediatric critical care requires that you 
become a “life-long learner”. Many individuals equate this 
with opportunities to “teach to keep up their skills.” While 
many outstanding teachers are life-long learners, there are 
those who teach who are not. A framework for skills acquisi-
tion that describes development stages, based on the Dreyfus 
and Dreyfus model, has been proposed. This has been par-
ticularly helpful to describe development into a skilled clini-
cian [ 7 ]. See Table  18.1 . Careful review of the table 
demonstrates that caregivers in the PICU begin their careers 
at different levels of skill acquisition. While it is possible that 
a physician assistant or nurse practitioner may begin at the 
beginner or advanced beginner stage (see Table  18.1 ), most 
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pediatric critical care physicians should be “competent” at 
the completion of fellowship.

   The Dreyfuss Model proposes that clinical reasoning is 
dependent on two processes: (1) the analytic method, and (2) 
the non-analytic method, or pattern-based recognition [ 7 ]. 
The analytic method refers to the hypothetico-deductive 
approach characteristic of the scientifi c method. The pattern 
recognition approach relies on the learner’s ability to recog-
nize relationships between past clinical experiences and 
what is currently occurring. These patterns are referred to as 
“illness scripts”. Learners at all levels use both forms of rea-
soning in clinical practice. As one progresses through the 
Dreyfuss Model of Skill Development, use of the hypothetico- 
deductive lessens, and more pattern recognition increases. 
Intensivists become “profi cient” in their skill development 
somewhere between 5 and 8 years out of fellowship. This is 
dependent on their clinical time in the PICU, case complex-
ity, and learning styles. A career clinical intensivist should 
expect herself/himself to become a “master” somewhere a 
decade or so after completion of her/his training (Table  18.1 ). 
Experts align thoughts, feelings, and actions into intuitive 
problem recognition and situational responses and manage-
ment. They are open to the unexpected, are clever, and very 
perceptive in discriminating features that do not “fi t” the ill-
ness script [ 7 ]. 

 As highlighted by Carraccio and colleagues, it is possible 
to become an “experienced non-expert.” In this case, the ease 
of responding to the majority of clinical encounters leads to 
clinician complacency, emotional involvement diminishes 
with each encounter. The “experienced non expert” is at 
high risk of burn out. The expert (or expert transitioning 
to master) takes the mental resources “saved” in applying 
pattern recognition, and reinvests them in tackling the next 
level of problem. The progressive problem solving pushes 
one beyond a prior zone of comfort and is the hallmark of 
a  master [ 7 ]. A master has a deep knowledge and much 

 practical wisdom to impart. They recognize the much bigger 
picture of context and culture, with an intense level of com-
mitment to the work that triggers an automatic and ongoing 
concern for right and wrong answers. Emotional engagement 
occurs at every level for the master. As one is developing a 
career, it is important to partner with a group of individu-
als who are at least profi cient in their care of critically ill 
children. It is easier to become an expert or master, if one 
can “model” from colleagues. However, sometimes one must 
look outside your immediate critical care colleagues, if you 
do not fi nd an expert or master. While masters of critical care 
are usually outstanding bedside leaders, they may or may not 
be division directors or departmental chairs as different skill 
sets are required for those leadership roles.   

    Workforce and Career Development 

 There are currently almost 1,900 individuals who are 
American Board of Pediatrics-certifi ed subspecialists in 
Critical Care Medicine [ 8 ]. Their average age is 49.2 years 
with a decrease in the number of clinicians who are older than 
60 years of age. In contrast, there are over 5,000 neonatolo-
gists, their average age is 55.6 years, with many neonatolo-
gists working well into their 70s. This may be as a result of 
the relative “youth” of critical care medicine as a subspecialty 
(established in the 1980s) compared to neonatology (which 
was established in the 1960s). The majority of certifi ed pedi-
atric critical care medicine physicians practice in academic 
health centers (71 %), while only 49 % of neonatologists 
do so [ 9 ]. Of pediatric subspecialists, only hematology- 
oncology physicians have a higher percentage of academi-
cians (77 %). The Future of Pediatric Education II survey 
was sponsored by the American Academy of Pediatrics and 
American Board of Pediatrics in the early 2000s. Of those 
pediatricians who responded, 805 were pediatric critical care 

     Table 18.1    Principles of the Dreyfus and Dreyfus Model of Skill Development applied to the development of physician competence   

 Level  Characteristics 

 Novice  Rules driven, extensively uses ‘analytic reasoning’; cannot easily prioritize information, synthesis is problematic, big picture is 
often missing 

 Advanced 
beginner 

 Quickly sorts through rules and information to identify relevant information based on past experience; uses analytical reasoning 
and pattern recognition; can move from concrete information to more general aspects 

 Competent  Is emotionally engaged and feels appropriate level of responsibility; experiences permit use of pattern recognition of common 
problems; uses analytic reasoning for complex or uncommon problems; 

 Profi cient  Intuitive problem solving as past experience permits pattern recognition; ambiguity is acceptable; decision making is easier and 
deviations from “normal pattern” is more common; less experience in management than illness recognition, thereby using analytic 
reasoning for problem solving 

 Expert  Open to recognize the unexpected; perceptive to recognize when features do not fi t the pattern; intuitive problem solving as well 
as problem recognition; clever 

 Master  Exercises practical wisdom; deeply committed to work; emotionally engaged at the highest level and is greatly concerned for right 
and wrong decisions; pursues ongoing learning and improvement; sees beyond the big picture to the bigger picture of culture and 
context 

  Adapted from Carraccio et al. [ 7 ]. With permission from Wolter Kluwers Health  
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medicine physicians [ 10 ]. These individuals spent more than 
50 % of their time in direct patient care, and the remainder 
of their time in teaching (15 %), administration (12–20 %), 
and research (7–14 %). For most critical care physicians, 
the majority of their time will be spent on clinical service, 
primarily in the intensive care unit, and it is likely that the 
majority of physicians will remain in academic health sci-
ence centers in the near future [ 10 ]. Tracking critical care 
medicine practitioners and their career paths is important, 
but expensive, and has not been done well enough to ade-
quately inform education/training leaders. 

 Surveys from 2001 to 2004 demonstrate that most PICUs 
have 24 h physician coverage (>70 %) with most having 
intensivist coverage, the larger units ≥ (greater than or equal 
to) 19 beds had the larger proportion of intensivist coverage 
[ 11 ]. A 2001 practices survey demonstrated that up to 42 % 
of all large PICUs had in house intensive coverage 24 h a day 
[ 12 ]. Outcomes improve with 24 h intensive care coverage, 
and increased mortality associated with night and weekend 
admissions appears to be mitigated when pediatric intensiv-
ists are present 24 h a day, though more recent data may not 
be as supportive of that conclusion [ 13 – 15 ]. PICUs will 
likely be staffed 24 h a day with physicians, and the majority 
will increasingly be intensivists. The ideal number of inten-
sivists is not known, but the number of children to pediatric 
critical care physician is twice that of children to neonatolo-
gist (43,981 vs 19, 262) [ 8 ]. Telemedicine has been used to 
enhance care under critical care physician oversight in non- 
pediatric units, though results are mixed [ 16 ]. Telemedicine 
has also been shown to be feasible in PICU’s, but there is no 
evidence of its equivalency to in-house care [ 17 ]. Thus at a 
time when critical care physicians remain limited in number, 
there is an expectation that physicians will continue to have 
much clinical responsibility, with overnight and in-house 
responsibilities. However many are also expected to actively 
contribute to the missions of academic and non-academic 
health centers: clinical care, education, and research.  

    Maintenance of Workforce 

 Critical care fellowship training has a drop-out rate of about 
30 %, which has remained fairly constant for almost two 
decades [ 8 ]. Physician stress and burnout are particularly 
problematic in intensive care medicine. In a study by Fields 
and colleagues from 1995, 400 pediatric intensivists were 
surveyed. Up to 50 % were “burned out” or “at risk” of burn-
out [ 18 ]. There was no association between burnout status 
and the following: having fellows, having protected time for 
research and publications, frequency of being called at home, 
frequency of returning to the hospital when called at home, 
or the call schedule [ 18 ]. Those who were “burned out” or 
“at risk” reported that their work was not valued by others, 

they felt less successful, felt their peers viewed them as less 
successful, they were less satisfi ed with their professional 
life, and they were less likely to routinely exercise or have 
outside interests. Burnout or burnout risk is also present in 
large number of adult ICU physicians [ 19 ,  20 ]. While work-
ing conditions increase the burnout potential, individual doc-
tors’ attitudes toward work are also affected by personality 
and learning style [ 21 ]. In a study of 18–20 year olds in Great 
Britain, followed longitudinally for 12 years after applying 
for medical school, researchers found that study habits and 
learning styles during school were associated with percep-
tion of work-related stress, burnout and satisfaction. Stress, 
burnout and satisfaction also correlated with personality trait 
[ 21 ]. This provocative article suggests working conditions 
may have less of an effect for an individual physician on 
burnout risk, than their own personality traits and learning 
style. As burnout risk is so great for critical care physicians, 
further work in this area is particularly important for our sub-
specialty, and will require engagement of educational spe-
cialists and psychologists in addition to clinicians.  

    Leadership and Team Science in Pediatric 
Critical Care 

 Evidence is accruing that critical care teams that include 
physicians, nurses, pharmacists, respiratory and physical 
therapists have better outcomes [ 22 ,  23 ]. The business world 
recognizes and values leadership and management skills, but 
medicine has been slow to embrace leadership training. The 
American College of Graduate Medical Education now 
requires critical care medicine fellowships to have curricula 
on administration, management, and resource utilization. 
Despite that, few of us feel prepared to handle the many 
PICU managerial issues. Most report feeling underprepared 
to manage team confl ict, confl ict with other groups, and 
effective stress management [ 24 ,  25 ]. Stockwell and col-
leagues examined attending leadership in one PICU, and 
scored these skills against achievement of patient goals. The 
older and more experienced clinicians had higher leadership 
scores. Those with the highest leadership scores also 
achieved the most patient goals [ 26 ]. The study highlights 
that leadership skills can be learned, trainees easily recog-
nize good leaders, and good leadership skills impact patient 
outcome. Whether you will ever have a “managerial posi-
tion” at your institution is actually not the point. All inten-
sive care physicians should understand and apply leadership 
techniques because they are expected to lead the daily activi-
ties of the team [ 22 ]. 

 The overarching principle of ICU management is building a 
culture in which all team members feel respected and empow-
ered to participate. There is a list of well-described leadership 
styles, many of which are “situation- appropriate” [ 27 ]. 
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For example an autocratic style (i.e. “top down”) is appropriate 
when leading a resuscitation team, but not when trying to rede-
sign a patient fl ow initiative, when a consensus- driven or “dem-
ocratic” style is required. “Transformational” leaders do not 
simply direct individuals to complete tasks (as occurs with 
“transactional” leaders); rather they seek to empower team 
mates. This reinforces the team shared mission. Providing psy-
chological safety leads to team member engagement and a 
willingness to “speak up” when there is a failure. The team 
leaders must be willing to hear, address/solve problems and 
then broadcast the results. This creates positive reinforcement 
for team members to continue to provide feedback. Transactive 
memory involves the division and coordination of responsibili-
ties among team members, and appreciation of what each 
member brings to the team. Mutual accountability is the 
 reciprocity of responsibility, i.e. tasks or obligations are not 
identical for each team member, but each member expects oth-
ers to remain accountable to the team. Will a nurse “speak up” 
if s/he sees an attending physician not complying with an 
agreed upon process? The application of team science is ubiq-
uitous across high accountability organization. Yet it remains 
inadequately explored in the PICU. Three areas that deserve 
further examination and implementation are: (1) formal educa-
tion about teams (2) mindfully building strong teams; (3) col-
lection and dissemination of data on high functioning critical 
care teams [ 22 ].  

    Job Activity and Career Development 
in Pediatric Critical Care 

 As outlined earlier in the chapter, the majority of pediatric 
critical care physicians practice in an academic health cen-
ter [ 9 ]. This means that in addition to caring for patients, 
physicians will likely spend their time in other missions 
of academic health centers including teaching, research, 
and administration. There are misconceptions that physi-
cians who work in “private practice” cannot/do not work 
at academic health centers or those who work in com-
munity health centers do not engage in any of the “tradi-
tional” missions of academic health centers. While there 
is a perception that academicians make substantially less 
than private practitioners, this again is a misconception, 
and depends on location, and institution. There should be 
an expectation that programs/institutions measure physician 
performance individually, and as a group. “Productivity” 
can and should be tied to “compensation”, as in any busi-
ness. At the Hospital for Sick Children (HSC) in Toronto, 
there has been a practice plan in place for most of the last 
15 years to provide compensation and career develop-
ment for all three missions in the Department of Pediatrics 
known as the Career Development and Compensation Plan 
(CDCP) [ 28 ]. HSC has developed six job activity profi les 

under the titles of “Clinician -Specialist, -Administrator, 
-Investigator, -Scientist, -Educator, -Teacher”, with varying 
amounts of time dedicated to education, research, adminis-
tration, and advancing clinical excellence [ 28 ]. With annual 
Departmental reviews (which determines annual fi nan-
cial bonus), and tri-annual peer review (which determines 
changes in guaranteed base salary), departmental members 
are compared “using the same stick” to themselves and 
other members of the department. HSC has now evaluated 
this pay for performance three times. There have been pro-
gram modifi cations over the years, but it continues to have 
wide department support [ 29 – 31 ].  

    Intensivist as Educator 

 You cannot be an expert critical care practitioner without 
excellent communication skills. We often hone our “edu-
cation” skills as we learn to improve our “communication 
skills.” If you are in critical care medicine, you will be 
educating throughout your whole career, either formally or 
informally. Through residency and fellowship, there is an 
opportunity to increase teaching skills, with different level 
trainees. In addition generally there are “teaching” courses 
that are offered during fellowship. Almost every academic 
health center/medical school has an education group respon-
sible for providing educational training opportunities, so 
these will likely be available to you even after fellowship 
training. As outlined in the previous section, you should 
receive compensation for the education you provide to 
trainees [ 28 ]. If your career path is as a clinician-teacher or 
clinician- educator, you will be expected to expend signifi cant 
time to the education of trainees and others. For individu-
als who wish a major commitment to education administra-
tion and educational development or research in education, 
you should consider formal courses that lead to a Masters 
in Medical Education. There are workshops sponsored by 
the American Academy of Pediatrics, Accreditation Council 
for Graduate Medical Education, Association of American 
Medical Colleges, and the Pediatric Academic societies at 
their national meetings. Most departments will require an 
“educational portfolio” for promotion or evidence of pro-
ductivity. So, early in your career, seek out what informa-
tion that should be included in the portfolio, and add to the 
portfolio regularly. Keep a record of all learner evaluations 
in the portfolio, as invariably promotion or productivity quo-
tas require you to have evidence that you have incorporated 
feedback into your educational activities. Many critical care 
physicians are the directors and associate directors of pedi-
atric house staff education. If you wish to move your career 
along this path, visit the Association of Pediatric Program 
Directors web site and explore professional educational 
opportunities [ 32 ]. As  residency clinical hours continue to 

M.M. Mariscalco



171

decrease and as we look to build new teams of individuals 
(and train in those teams) there are signifi cant opportunities 
to explore/study new models of care, training and evaluation 
[ 33 – 36 ].  

    RESEARCH…research…Translational 
Research and Implementation Science…
and Mentoring 

 As pediatric subspecialists, we should improve the care of 
children. There have never been so many opportunities to do 
so, than at present. There has been a seismic shift in the defi -
nition of “research” over the last 15–20 years. While discov-
eries still begin “at the bench” with basic investigations at 
the molecular and cellular level, there is a new (renewed?) 
focus on translating the fi nding to the bedside (bench to 
bedside) which then “re-informs” studies at the bench. This 
is referred to often as “translational” research (or T1). T1 
research requires input from specialists in molecular biol-
ogy, genetics, and other basic sciences. However T1 research 
cannot occur in isolation. It also requires input from expert 
clinicians and individuals with “trial expertise” (or trialist) 
to ensure that new discoveries are brought to the patients. 
This has been the focus of the National Institutes of Health, 
with the development of the Clinical Translational Research 
Awards [ 37 ]. T1 Research has traditionally been the focus 
of training for many pediatricians, and the NIH is the lead-
ing (but not only) source of funding. If you choose to focus 
your career in this area you will require the following: (1) 
Time. This path requires substantial amounts of time and 
effort to successfully transition to a clinician/scientist. (2) 
Commitment. Commitment is needed by you, but also 
entails the commitment of your departmental chairperson, 
your division leader, your partners at work and your life-
partner and family. These individuals are your support team. 
Pragmatically if your support team is not “behind you”…it 
is not going to happen. (3) Mentorship. Senior scientists are 
needed to help guide you initially. As you mature in your 
science, mentors are often replaced by “co-investigators”, or 
“peer mentors”. (4) Educational opportunities. You should 
search out courses that will help develop research skills. 
Many institutions have clinical scientist training programs 
(or a similar program with a different name). These pro-
grams provide training to clinicians who wish to become 
clinical scientists, often they are a master’s level program. 
(5) Money. Your department should fund you initially. 
Nonetheless you should expect to obtain internal funding 
(from your school/health science center) or external fund-
ing fairly early in your career. There are specifi c funding 
mechanisms for junior investigators available from the NIH 
and professional organizations (American Academy of 
Pediatrics/Section on Critical Care, for example). 

 Another area of translation research seeks to close the gap 
and improve quality by “translating results from clinical 
studies (T1) into every day clinical practice. It is referred to 
as T2 research, and it occurs in the community and ambula-
tory care settings as well as in the hospital [ 37 ]. Skill sets 
required for T2 research are quite different than T1 and 
include skills in implementation science, clinical epidemiol-
ogy, behavioral science, and informatics. The transition of 
paper records to an the electronic health record, and the 
incorporation of wireless technology [ 38 ,  39 ] provides excit-
ing opportunities for research in evidence based care [ 40 ]. 
Funding opportunities are often sponsored by the Agency for 
Healthcare Research and Quality and non-governmental 
organizations. Work in this arena overlaps and in some areas 
parallels that of quality improvement and patient safety, 
often confusing clinicians, human subject committees and 
hospital administrators. Improving quality cannot occur 
without generating new knowledge. However comparative 
effectiveness research will not improve outcomes, unless 
they can rapidly be incorporated into practice. This requires 
a focus on health delivery research, a science that takes a 
systems view to improve health outcomes [ 41 ]. The Institute 
of Medicine called for a new “rapid learning healthcare sys-
tem”, to accelerate the generation of new evidence, apply 
and evaluate it. This shifts the paradigm from a “top down” 
approach, and instead incorporates all the stakeholders in the 
process: researchers, providers and patients [ 40 ]. The Patient 
Protection and Affordable Care Act created the Patient – 
Centered Outcomes Research Institute (PCORI). PCORI 
focuses on comparative effectiveness research which informs 
patients, clinicians, and purchasers in making health deci-
sions [ 42 ]. While comparative effectiveness research is not 
new, PCORI emphasizes a “patient centeredness” approach. 

 What is clear is that there a plethora of opportunities 
for pediatric critical care clinicians to impact the care of 
critically ill children in robust, far ranging ways. However, 
this will require additional educational opportunities and 
new partnerships between hospitals and clinicians [ 43 ]. 
Opportunities to learn quality improvement abound, are 
offered by specifi c societies, large academic institutions 
(Mayo, Harvard, Columbia) and online courses such as from 
the Institute for Healthcare Improvement Open School [ 44 ]. 
As with T1 research, T2 work also requires time and men-
toring. However mentors in this arena will more likely be 
industrial engineers, research psychologists with training in 
human factors, and individuals with expertise in informatics. 

 Mentorship is critical throughout one’s work life, but par-
ticularly so during the early post fellowship years. There are 
several outstanding articles regarding the mentor/mentee 
dyad [ 45 – 48 ]. However, mentoring is not solely “senior cli-
nician/scientist-younger clinician/scientist”, it includes 
“peer mentoring” and a constellation of other relationships 
[ 49 ]. Healthy, helpful mentoring relationships are respectful 
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of each other’s times, and are focused, realistic and refl ec-
tive. Mentoring relationships should benefi t all involved. 
Mentors can be found in many corners of your health system 
and academic institutions. Mentors often are not physicians.  

    Career Development…beyond Pediatric 
Critical Care Medicine 

 As discussed above, burn-out is particularly problematic for 
intensive care physicians. As we are a “younger” subspe-
cialty than neonatology and cardiology, it is not surprising 
that we have fewer practitioners who are practicing into their 
60s and beyond [ 8 ]. What is unclear is to what extent the 
‘aging intensivist’ is providing clinical care. Anecdotally, 
critical care practitioners are now counted amongst the lead-
ers of academic and non-academic health centers, including 
chief executive offi cers, chancellors, and deans of colleges of 
medicine. In addition, we lead quality improvement, infor-
matics and patient safety initiatives in health systems, and 
research centers in both large and small academic centers. It 
is unlikely that many of us began our career with these goals 
in mind. Nonetheless, as our clinical care naturally aligns our 
careers with those engaged in systemic and systematic 
change, and research to improve the care of some of the  
sickest it is unsurprising that many of us have followed these 
paths. However, we are just as likely to be authors and artists, 
and leaders for ethics committees and palliative care teams. 
Pediatric critical care as a subspecialty is a very big tent, and 
there are many opportunities to develop careers both aligned 
with pediatrics and critical care, and in many arenas that are 
tangential to our primary clinical focus.     

   References 

    1.    Freed GL, Dunham KM, Loveland-Cherry C, Martyn KK, 
Moote MJ. Nurse practitioners and physician assistants employed 
by general and subspecialty pediatricians. Pediatrics. 2011;128(4):
665–72.  

   2.    Freed GL, Dunham KM, Loveland-Cherry CJ, Martyn KK. 
Pediatric nurse practitioners in the United States: current distribu-
tion and recent trends in training. J Pediatr. 2010;157(4):589–93, 
593.e581.  

   3.    Freed GL, Dunham KM, Moote MJ, Lamarand KE. Pediatric phy-
sician assistants: distribution and scope of practice. Pediatrics. 
2010;126(5):851–5.  

   4.    DeNicola L, Kleid D, Brink L, et al. Use of pediatric physician 
extenders in pediatric and neonatal intensive care units. Crit Care 
Med. 1994;22(11):1856–64.  

   5.    Mathur M, Rampersad A, Howard K, Goldman GM. Physician 
assistants as physician extenders in the pediatric intensive care unit 
setting-A 5-year experience. Pediatr Crit Care Med. 2005;6(1):14–9.  

    6.    Sorce L, Simone S, Madden M. Educational preparation and post-
graduate training curriculum for pediatric critical care nurse practi-
tioners. Pediatr Crit Care Med. 2010;11(2):205–12.  

        7.    Carraccio CL, Benson BJ, Nixon LJ, Derstine PL. From the educa-
tional bench to the clinical bedside: translating the Dreyfus 

 developmental model to the learning of clinical skills. Acad Med. 
2008;83(8):761–7.  

       8.   American Board of Pediatrics Workforce Data 2010–2011.   https://
www.abp.org/abpwebsite/stats/wrkfrc/workforcebook.pdf    . 
Accessed 22 Jan 2013.  

     9.    Freed GL, Dunham KM, Loveland-Cherry C, Martyn KK, Moote 
MJ. Private practice rates among pediatric subspecialists. Pediatrics. 
2011;128(4):673–6.  

     10.    Anderson MR, Jewett EA, Cull WL, Jardine DS, Outwater KM, 
Mulvey HJ. Practice of pediatric critical care medicine: results of 
the Future of Pediatric Education II survey of sections project. 
Pediatr Crit Care Med. 2003;4(4):412–7.  

    11.    Odetola FO, Clark SJ, Freed GL, Bratton SL, Davis MM. A national 
survey of pediatric critical care resources in the United States. 
Pediatrics. 2005;115(4):e382–6.  

    12.    Randolph AG, Gonzales CA, Cortellini L, Yeh TS. Growth of pedi-
atric intensive care units in the United States from 1995 to 2001. 
J Pediatr. 2004;144(6):792–8.  

    13.    Arias Y, Taylor DS, Marcin JP. Association between evening 
admissions and higher mortality rates in the pediatric intensive care 
unit. Pediatrics. 2004;113(6):e530–4.  

   14.    Hixson ED, Davis S, Morris S, Harrison AM. Do weekends or eve-
nings matter in a pediatric intensive care unit? Pediatr Crit Care 
Med. 2005;6(5):523–30.  

    15.    Peeters B, Jansen NJ, Bollen CW, van Vught AJ, van der Heide D, 
Albers MJ. Off-hours admission and mortality in two pediatric 
intensive care units without 24-h in-house senior staff attendance. 
Intensive Care Med. 2010;36(11):1923–7.  

    16.    Wilcox ME, Adhikari NK. The effect of telemedicine in criti-
cally ill patients: systematic review and meta-analysis. Crit Care. 
2012;16(4):R127.  

    17.    Yager PH, Cummings BM, Whalen MJ, Noviski N. Nighttime 
 telecommunication between remote staff intensivists and bedside 
personnel in a pediatric intensive care unit: a retrospective study. 
Crit Care Med. 2012;40(9):2700–3.  

     18.    Fields AI, Cuerdon TT, Brasseux CO, et al. Physician burnout in 
pediatric critical care medicine. Crit Care Med. 1995;23(8):1425–9.  

    19.    Lederer W, Kinzl JF, Traweger C, Dosch J, Sumann G. Fully devel-
oped burnout and burnout risk in intensive care personnel at a uni-
versity hospital. Anaesth Intensive Care. 2008;36(2):208–13.  

    20.    Rama-Maceiras P, Parente S, Kranke P. Job satisfaction, stress and 
burnout in anaesthesia: relevant topics for anaesthesiologists and 
healthcare managers? Eur J Anaesthesiol. 2012;29(7):311–9.  

     21.    McManus IC, Keeling A, Paice E. Stress, burnout and doctors’ atti-
tudes to work are determined by personality and learning style: a 
twelve year longitudinal study of UK medical graduates. BMC 
Med. 2004;2:29.  

      22.    Manthous CA, Hollingshead AB. Team science and critical care. 
Am J Respir Crit Care Med. 2011;184(1):17–25.  

    23.    Krupicka MI, Bratton SL, Sonnenthal K, Goldstein B. Impact of a 
pediatric clinical pharmacist in the pediatric intensive care unit. Crit 
Care Med. 2002;30(4):919–21.  

    24.    Gasperino J, Brilli R, Kvetan V. Teaching intensive care unit admin-
istration during critical care medicine training programs. J Crit 
Care. 2008;23(2):251–2.  

    25.    Stockwell DC, Pollack MM, Turenne WM, Slonim AD. Leadership 
and management training of pediatric intensivists: how do we gain 
our skills? Pediatr Crit Care Med. 2005;6(6):665–70.  

    26.    Stockwell DC, Slonim AD, Pollack MM. Physician team manage-
ment affects goal achievement in the intensive care unit. Pediatr 
Crit Care Med. 2007;8(6):540–5.  

    27.    Bass BM. Bass and Stogdill’s handbook of leadership: theory, 
research and managerial application. New York: Free Press; 1990.  

      28.    O’Brodovich H. Career development and compensation: strategies 
for physicians in academic health science centers. A perspective 
from a Canadian academic health science center. J Pediatr. 
2001;139(2):171–2.  

M.M. Mariscalco

https://www.abp.org/abpwebsite/stats/wrkfrc/workforcebook.pdf
https://www.abp.org/abpwebsite/stats/wrkfrc/workforcebook.pdf


173

    29.    O’Brodovich H, Pleinys R, Laxer R, Tallett S, Rosenblum N, Sass- 
Kortsak C. Evaluation of a peer-reviewed career development and 
compensation program for physicians at an academic health sci-
ence center. Pediatrics. 2003;111(1):e26–31.  

   30.    O’Brodovich H, Beyene J, Tallett S, MacGregor D, Rosenblum ND. 
Performance of a career development and compensation program at 
an academic health science center. Pediatrics. 2007;119(4):e791–7.  

    31.    Daneman D, Kennedy J, Coyte PC. Evaluation of the Career 
Development and Compensation Program in the Department of 
Paediatrics at The Hospital for Sick Children. Healthc Q. 2010;
13(3):64–71.  

    32.   Association of Pediatric Program Directors.   www.appd.org    . 
Accessed 22 Jan 2013.  

    33.    Cutrer WB, Castro D, Roy KM, Turner TL. Use of an expert con-
cept map as an advance organizer to improve understanding of 
respiratory failure. Med Teach. 2011;33(12):1018–26.  

   34.    Roy KM, Miller MP, Schmidt K, Sagy M. Pediatric residents expe-
rience a signifi cant decline in their response capabilities to simu-
lated life-threatening events as their training frequency in 
cardiopulmonary resuscitation decreases. Pediatr Crit Care Med. 
2011;12(3):e141–4.  

   35.    Thammasitboon S, Mariscalco MM, Yudkowsky R, Hetland MD, 
Noronha PA, Mrtek RG. Exploring individual opinions of potential 
evaluators in a 360-degree assessment: four distinct viewpoints of a 
competent resident. Teach Learn Med. 2008;20(4):314–22.  

    36.    Emlet LL, Al-Khafaji A, Kim YH, Venkataraman R, Rogers PL, 
Angus DC. Trial of shift scheduling with standardized sign-out to 
improve continuity of care in intensive care units. Crit Care Med. 
2012;40(12):3129–34.  

     37.    Woolf SH. The meaning of translational research and why it 
 matters. JAMA. 2008;299(2):211–3.  

    38.    Asch DA, Muller RW, Volpp KG. Automated hovering in health care 
– watching over the 5,000 hours. N Engl J Med. 2012;367(1):1–3.  

    39.    Mandl KD, Kohane IS. Escaping the EHR trap – the future of 
health IT. N Engl J Med. 2012;366(24):2240–2.  

     40.    Bloomrosen M, Detmer DE. Informatics, evidence-based care, and 
research; implications for national policy: a report of an American 
Medical Informatics Association health policy conference. J Am 
Med Inform Assoc. 2010;17(2):115–23.  

    41.    Pronovost PJ, Goeschel CA. Time to take health delivery research 
seriously. JAMA. 2011;306(3):310–1.  

    42.    Selby JV, Beal AC, Frank L. The Patient-Centered Outcomes 
Research Institute (PCORI) national priorities for research and ini-
tial research agenda. JAMA. 2012;307(15):1583–4.  

    43.    Levy FH, Brilli RJ, First LR, et al. A new framework for quality part-
nerships in Children’s Hospitals. Pediatrics. 2011;127(6):1147–56.  

    44.   Improvement IfH. Institute for Healthcare Improvement Open 
School. Webpage for Institute for Healthcare Improvement Open 
School. Available at:   http://www.ihi.org/offerings/IHIOpenSchool/
Pages/default.aspx    . Accessed 22 Jan 2013.  

    45.   Detsky AS, Baerlocher MO. Academic mentoring – how to give it 
and how to get it. JAMA. 2007;297(19).  

   46.    Lister G. Mentorship: lessons I wish I learned the fi rst time. Curr 
Opin Pediatr. 2004;16(5):579–84.  

   47.    Lane R. Mentoring and the development of the physician-scientist. 
J Pediatr. 2008;152(2):296–7.  

    48.    Ramani S, Gruppen L, Kachur EK. Twelve tips for developing 
effective mentors. Med Teach. 2006;28(5):404–8.  

    49.    Balmer D, D’Alessandro D, Risko W, Gusic ME. How mentoring 
relationships evolve: a longitudinal study of academic pediatricians 
in a physician educator faculty development program. J Contin 
Educ Health Prof. 2011;31(2):81–6.    

18 Career Development in Pediatric Critical Care Medicine

http://www.appd.org/
http://www.ihi.org/offerings/IHIOpenSchool/Pages/default.aspx
http://www.ihi.org/offerings/IHIOpenSchool/Pages/default.aspx


   Part II 

   The Science of Pediatric Critical Care Medicine 

        Michael     W.     Quasney           



177D.S. Wheeler et al. (eds.), Pediatric Critical Care Medicine, 
DOI 10.1007/978-1-4471-6362-6_19, © Springer-Verlag London 2014

        Introduction 

 Critical illness and injury illicit a highly complex, yet highly 
integrated response that is infl uenced by a number of factors. 
While some of these factors are specifi c to the inciting stimu-
lus, other factors are specifi c to the host. One of these factors 
is the genetic make-up of the host. It is becoming increas-
ingly evident that while there are many similarities in the 
pathways that are either up-regulated or down-regulated in 
response to a noxious stimulus, some variability exists and 
that this variability contributes to the overall response and 
outcome. 

 The vast majority of nuclear DNA is identical from one 
person to the next; however, there is a small fraction of DNA 
sequence (~0.1 %) that varies between individuals. These 
variations in DNA sequence contribute to the diversity of our 

physical characteristics, our physiology, and to some degree, 
our personality traits. Genetic variability also appears to be 
involved with susceptibility to some common diseases and 
response to environmental stimuli, as well as therapeutic 
responses to treatment. Genetic variations may also affect 
the severity of some common illnesses, thereby infl uencing 
the severity of illness. In this chapter, we will describe the 
types of genetic variations that exist, as well as some exam-
ples of genetic variations that appear to infl uence the severity 
of critical illness that we encounter as pediatric intensivists. 
We will discuss how genetic variations may infl uence sus-
ceptibility to, severity of, and outcome from critical illness 
and injury. We will also describe how these genetic varia-
tions may help to identify risk factors for complications in 
patients in the intensive care unit (ICU).  

    Genetic Polymorphisms 

 Most genes in the human genome are polymorphic; that is, 
there are small differences in DNA sequence. The sites 
within genes where variation occurs relatively commonly 
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(allele frequency between 1 and 50 %) are referred to as 
polymorphic sites. Single nucleotide polymorphisms (SNP) 
are single nucleotide substitutions for another nucleotide 
and are the most common type of human genetic variation. 
They can be common within a population, and by defi ni-
tion, a SNP is a variant nucleotide present at a frequency 
>1 % in the population. This is in contrast to mutations 
which are genetic variations found at a frequency of less 
than 1 % in the population and, are thereby, rarer. Other 
types of genetic variations include insertions or deletions of 
various numbers of nucleotides or the presence of a variable 
number of tandem repeats (VNTR) of short, repetitive DNA 
sequences. 

 Polymorphic sites may exist in coding and/or noncoding 
regions of the gene. When the polymorphic site exists in a 
noncoding region of the gene, such as the promoter region, it 
may affect the binding of transcription factors, altering the 
transcription of the gene and resulting in altered levels of the 
gene product. Polymorphic sites may also exist at the intron- 
exon junction, or splice junction, and alter the degree of 
splicing of the mRNA transcript. Polymorphic sites in the 
coding sequences of the gene may or may not change the 
amino acid of the gene product. SNPs that change the amino 
acid of the gene product are referred to as non-synonymous 
SNPs. Genetic variations may have no effect on the function 
of the gene product, or they may infl uence the activity and/or 
level of the resulting protein and dramatically affect bio-
chemical pathways and processes. 

    Techniques Involved in Genotyping 
of Polymorphic Sites 

 Early examples of the extent of polymorphisms in the human 
genome were demonstrated using restriction enzymes that 
recognize and cut DNA at specifi c nucleotide sequences. 
Analyses of the size of the DNA fragments generated by 
these enzymes on human DNA demonstrated that the size of 
the cleavage products differed between individuals. These 
restriction fragment length polymorphisms (RFLPs) are gen-
erally due to a difference in a single nucleotide within the 
recognition site of the restriction enzyme. 

 There are a number of methods that can be used to 
determine the genotype of individuals at a polymorphic 
site of interest and whether the individuals are homozy-
gous or heterozygous. Almost all these methods require 
amplifi cation of the fragment of DNA containing the site 
of interest by the polymerase chain reaction (PCR) tech-
nique. PCR allows for the amplifi cation of a specifi c region 
of the genome (in this case a region containing the poly-
morphic site) using small fragments of DNA that fl ank the 

 polymorphic site as primers for the PCR. More recently, 
with the increased interest in SNPs as tools for mapping 
genes and for candidate gene association studies, tech-
niques for high throughput SNP genotyping have been 
developed. The underlying strategies for the newer high 
throughput techniques and the older more labor intensive 
techniques are both based fi rst, on a reaction which dis-
criminates which nucleotide is present at the polymorphic 
site, and then a technique that allows the identifi cation of 
the product of the reaction. The chapter in the previous 
edition of this textbook discussed the older technologies of 
genotyping; however, we will briefl y discuss here the basis 
for the high throughput techniques. 

 The fi rst step in using SNP DNA microarrays is the 
fragmentation, denaturation of the genomic DNA into 
individual strands, and attachment of a fl uorescent label. 
In Fig.  19.1 , the two double-stranded copies of the gene 
(a 1 b 1  and a 2 b 2 ) have a polymorphic site at position −308, in 
which one allele is a guanine (G, on a 1 ) and the other allele 
is an adenine (A, on a 2 ); thus, at this particular allele in this 
gene, the individual is heterozygous. The microarray itself, 
commonly a glass plate, has many strands of very specifi c 
oligonucleotides (o 1 , o 2 , and o 3 ) covalently attached to the 
plate (upper right hand corner of Fig.  19.1 ). The specifi c 
oligonucleotides not only are designed to hybridize to the 
genomic DNA but specifi cally are designed to target the 
regions around the polymorphic site; hybridization occurs 
most optimally when there is complete hybridization. In 
this example, o 1  hybridizes to the a 1  strand while o 3  hybrid-
izes to its complementary strand a 2 . The oligonucleotide o 2  
is designed to hybridize to another polymorphic gene not 
shown. In addition, the position on the microarray plate 
is precisely known for each oligonucleotide. The genomic 
DNA is then hybridized to the microarray. Those portions 
of the microarray plate where the oligonucleotides hybrid-
ize to the labeled genomic DNA fragments with the great-
est effi ciency fl uoresce with the greater intensity. In this 
fashion, one can identify which alleles are present. High 
throughput SNP genotyping can also be performed using 
bead arrays and single base extension (Fig.  19.2    ).

    In the last several years these newer high throughput tech-
niques have been used for whole genome SNP analysis and 
are beginning to be used more commonly in studies of criti-
cally ill patients. These genome wide association studies 
(GWAS) are capable of genotyping over a million SNPs in a 
single assay. The bioinformatics and statistical testing 
required for such large amounts of data is challenging, but 
the potential rewards can be great. Recent studies have begun 
to use these techniques in critically ill patients [ 1 – 4 ], includ-
ing adult trauma patients, in order to identify associations of 
SNPs with the development of acute lung injury (ALI) [ 3 ].   
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    Infl uence of Genetic Polymorphisms 
in Sepsis 

 High inter-individual variability has been observed in the 
human response to pathogens. Most patients will recover and 
do well, while a small but signifi cant portion will develop 

severe sepsis, and may develop multiple organ system failure, 
refractory hypotension, and die. This variability in the sus-
ceptibility to and outcome from sepsis, which is considered to 
be the most common cause of death in children in the world, 
has been attributed to a number of factors. These include the 
virulence of the etiologic agent and the length of time between 
onset of symptoms and initiation of treatment. However, the 
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  Fig. 19.1    Genotyping of polymorphic sites using DNA microarrays. 
Example of genotyping using microarray technology. The DNA con-
taining a polymorphic site at position −308 (either a guanine ( G ) or 
adenine ( A ) is present on strands a 1  and a 2  respectively with either a 
cytosine ( C ) or thymine ( T ) on the complementary strands b 1  and b 2 ) 
is used as a template in a PCR reaction that incorporates a label indi-
cated by the  oval . Shown at the  top right  of the fi gure is the microarray 
with three different oligonucleotides, o 1 −o 3 , at three different posi-
tions on the microarray (though the arrays are usually made with 
>1,000,000 oliginucleotides) that are designed to anneal to labeled 
PCR products near polymorphic sites. The  precise  location on the 
array and the  sequence  of each of these oliginucleotides is known. The 
labeled PCR product made from genomic DNA is allowed to anneal to 

complementary oliginucleotides on the array as shown in the  lower 
right  of the fi gure. In this example, o 1  specifi cally targets one of two 
possible alleles at the polymorphic site on strand a 1  while o 3  targets the 
other allele at the same polymorphic site on strand a 2 . Since both exist 
in the indicated sample, both regions of the array have fl uorescence 
indicating that the patient is heterozygous at this polymorphic site. 
Alternatively, if the region of the array with o 3  does not fl uoresce but 
the o 1  region does, the patient would be homozygous for a G at this 
site. The region of the array with the o 2  oligonucleotides did not fl uo-
resce, and, hence, whatever gene and polymorphic site it was designed 
to detect was not present in the sample. By knowing the exact sequence 
of the oliginucleotides and their location on the array, >1,000,000 
SNPs can be genotyped in this fashion on a single array       
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genetic makeup of the host also appears to play an important 
role. For example, familial studies in which there were deaths 
due to severe infections demonstrated a strong genetic infl u-
ence [ 5 ]. In this section we will discuss the evidence that 
genetic variability in specifi c genes plays a role in develop-
ment of sepsis and its outcome (for reviews, see [ 6 ,  7 ]). 

    Genetic Variation in Genes Involved 
in the Recognition of Pathogens 

 The innate immune system plays a key role in the host 
response to pathogens and involves the early recognition of 
highly conserved pathogen-associated molecular patterns 

(PAMPs) by receptors [ 8 – 10 ] and binding proteins. Both the 
recognition and subsequent response require many cellular 
proteins, most of which are polymorphic. Genetic variation 
within these polymorphic genes or their regulatory regions 
may infl uence the overall response to the stimulus by alter-
ing the number of functional receptors, their ability to recog-
nize PAMPs, or their ability to transduce a signal through the 
cell membrane. Many of the genes coding for the proteins 
involved in these processes have been the target of candidate 
gene association studies. 

 Recognition of the stimulus, be it PAMP or other noxious 
stimuli, is the fi rst step in the process. For pathogens causing 
sepsis, these receptors and binding proteins include molecules 
such as toll-like receptors, CD-14, lipopolysaccharide binding 
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  Fig. 19.2    Genotyping of polymorphic sites using bead and single 
base extension. Example of genotyping using probes attached to beads 
and single base extension. The genomic DNA contains a polymorphic 
site at position −308 (with either a guanine ( G ) or adenine ( A ) present 
on strand a 1  and a 2 , respectively; and complementary strands b 1  or b 2  
with either a cytosine ( C ) or thymine ( T )). The beads each have an 
oligonucleotide probe covalently attached to them that is complemen-
tary to a region of genomic DNA with the specifi c polymorphic site 
of interest. In the example, the oligonucleotide ends in GGT and is 
one nucleotide short of the −308 polymorphic site. Denatured genomic 

DNA is allowed to anneal to complementary oligonucleotide probes 
on the bead array and the addition of a single base extension is per-
formed using fl uorescently labeled nucleotides. This allows for specifi c 
fl uorescence to be detected on specifi c beads with probes for specifi c 
polymorphic sites. In the example shown the individual is a heterozy-
gous (has one copy of each allele, A and G). Strand a 1  with the G allele 
incorporates a C with  green  fl uorescence. Strand a 2  with the A allele 
incorporates a T with  red  fl uorescence. A detector determines whether 
either green (homozygous G), or red (homozygous A) or both green 
and red are present (heterozygous)       
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protein (LBP), mannose-binding lectin (MBL), and the Fcγ 
receptor (FcγR) genes (Table  19.1 ). We will discuss two exam-
ples of genes coding for proteins involved in the recognition of 

pathogens, the leukocyte Fcγ receptors and mannose binding 
lectin, in which genetic variations alter the ability to recognize 
a pathogenic stimulus and infl uence the severity of disease.

     Table 19.1    Genetic polymorphisms in sepsis   

 Gene  Polymorphism a   Consequence of polymorphism  References 

 ACE  Insertion/deletion (I/D)  DD associated with increased serum and tissue levels; associated 
with more severe meningococcal disease 

 [ 11 ,  12 ] 

 DD associated with decreased risk of sepsis 
 BPI  +545 G/C  Increased risk of gram – sepsis and mortality  [ 13 ] 

 rs4358188 (+645 A/G, Lys216Glu) 
 CD14  −1145 G/A  Association with CD14 expression, MODS and sepsis  [ 14 – 19 ] 

 rs7524551 (−159 C/T)  Association with CD14 levels, MODS, sepsis, mortality, and 
gram – infections 

 FCγRIIa  rs1801274 (H131R)  Associated with decreased affi nity to IgG 2  and opsonization; 
associated with increased risk of meningococcal and septic shock 

 [ 20 – 24 ] 

 HSPA1L  rs2227956 (−2437 C/T)  Associated with increased cytokine levels and liver failure but 
not sepsis- related morbidity 

 [ 25 – 27 ] 

 HSPA1B  (−1538 G/A)  Associated with increased cytokine levels and liver failure but 
not sepsis- related morbidity 

 [ 25 – 27 ] 

 HSP70-2  rs1061581 (+1267 G/A)  A allele associated with septic shock in adults with CAP  [ 28 ] 
 IL-1β and IL-1 RA   rs16944 (−511 T/C)  −511 allele associated with increased survival of 

meningococcemia; combination of IL-1β and IL-1 RA  alleles 
associated with decreased survival 

 [ 29 – 32 ] 
 Variable 86-bp repeat 
 −1470 G/C 
 rs1143627 (−31 C/T) 

 IL-6  rs4800795 (−174 G/C)  Associated with increased IL-6 levels and risk of sepsis and 
severity of sepsis 

 [ 33 ] 
 rs1800796 (−572 G/C) 

 IL-10  rs1800896 (−1082 G/A)  GCC haplotype associated with increased levels; associated with 
sepsis and some variations associated with mortality 

 [ 34 – 37 ] 
 rs1800871 (−819 C/T) 
 rs1800872 (−592 C/A) 

 LBP  rs1780616 (−1978 C/T)  Severe sepsis for 4 SNP haplotype CATA; serum LBP increased 
and mortality for -836 C/T; Phe436Leu associated with sepsis in 
trauma cohort 

 [ 38 – 40 ] 
 rs5741812 (−921 A/T) 
 rs2232571 (−836 C/T) 
 rs1780617 (−763 A/G) 
 rs2232618 (26877 T/C Phe436Leu) 

 TNF-β and LT-α  rs1800629 (−308 G/A)  Associated with increased TNF-α levels; associated with 
increased mortality in sepsis and bacteremia 

 [ 41 – 68 ] 
 rs361525 (−238 G/A) 
 Many others 
 rs909253 (LT-α + 252 G/A) 

 MBL  rs11003125 (−550 G/C)  −221 associated with MBL levels, sepsis, but not to mortality; 
structural variants associated with decreased levels and activity 
and increased risk of infection and severity of disease 

 [ 18 ,  69 – 74 ] 
 rs7096206 (−221 G/C) 
 rs5030737 (Arg 52 Cys C/T) 
 rs1800450 (Gly 54 Asp G/A) 
 rs1800451 (Gly 57 Glu G/A) 

 ND1  rs1599988 (m4216 T/C)  Associated with decreased NADH dehydrogenase 1 activity  [ 75 ,  76 ] 
 PAI-1  4G/5G  4G associated with increased levels; associated with septic shock 

and DIC in meningococcal disease 
 [ 77 – 82 ] 

 Protein C  rs1799808 (−1654 C/T)  CA haplotype (−1654 and −1641) and C allele associated with 
increased mortality in Asian populations; CG haplotype 
associated with more severe meningococcal disease in 
Caucasians 

 [ 83 – 85 ] 
 rs1799809 (−1641 G/A) 
 rs2069912 (673 T/C) 

 TIMP-1  rs4898 (372 T/C)  Associated with higher levels of TIMP-1 and higher 30-day 
mortality 

 [ 86 ] 

 TLR1  rs5743551 (−7202 A/G)  Associated with greater immune response, higher mortality and 
worse organ function 

 [ 87 ,  88 ] 

(continued)
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   Leukocyte Fcγ receptors bind to the constant region of 
IgG and are primarily responsible for the phagocytosis of 
IgG coated bacteria and subsequent induction of the 
 infl ammatory response [ 20 ,  98 ,  99 ]. The human Fcγ recep-
tors are grouped into three classes which vary in their affi n-
ity for the various IgG subclasses. The FcγRI class consists 
of the FcγRIa receptor, the FcγRII class consists of FcγRIIa, 
FcγRIIb, FcγRIIc, and the FcγRIII class consists of FcγRIIIa 
and FcγRIIIb. Genetic polymorphisms affecting function 
have been described in some of the Fcγ receptors [ 20 ]. The 
FcγRIIIa has a polymorphism resulting in a change in amino 
acid 158 from a valine to a phenylalanine, which in turn 
affects its affi nity for IgG 1 , IgG 3  and IgG 4  [ 100 ,  101 ]. The 
gene coding for FcγRIIIb has a polymorphism that results in 
a four amino acid substitution (allotypes FcγRIIIb-NA1 or 
-NA2) resulting in differences in glycosylation [ 102 ]. This 
substitution alters the opsonization effi ciency required for 
phagocytosis of IgG 1  and IgG 3 -opsonized particles [ 103 , 
 104 ]. Individuals homozygous for the FcγRIIIb-NA1 allo-
type appear to have more effi cient phagocytosis. The 
FcγRIIa gene has a polymorphic site resulting in a variation 
of the amino acid at position 131; either a histidine 
(FcγRIIa-H131) or an arginine (FcγRIIa-R131) is present 
[ 105 ,  106 ]. This amino acid is in the extracellular domain of 
the receptor, and the FcγRIIa-R131 allotype binds the Fc 
portion of IgG 2  with lower affi nity than the more common 
FcγRIIa-H131 allotype [ 106 ]. In vitro studies have demon-
strated reduced phagocytosis of IgG 2  opsonized particles in 
cells from individuals homozygous for FcγRIIa-R131 com-
pared to cells from individuals homozygous for 
FcγRIIa-H131 [ 107 ,  108 ]. IgG 2  is the main  antibody sub-
type directed against encapsulated bacteria such as 

 Streptococcus pneumoniae ,  Haemophilus infl uenzae  type b, 
and  Neisseria meningitides  and plays an important role in 
their phagocytosis [ 106 ,  109 ,  110 ]. Most gene association 
studies have demonstrated higher frequencies of the 
FcγRIIa-R131/R131 or FcγRIIIb-NA2/NA2 genotypes in 
patients with meningococcal disease [ 21 – 24 ,  111 ,  112 ] par-
ticularly in patients with severe meningococcal disease [ 23 , 
 24 ] or fulminant meningococcal septic shock [ 21 ,  22 ] when 
compared with a healthy control population, though this 
fi nding is not entirely consistent [ 113 ,  114 ]. Associations 
between the FcγRIIa polymorphism and infection with other 
encapsulated bacteria or in patients with pneumonia have 
also been reported, though the associations are not always 
with the same allele [ 115 – 118 ]. Thus, genetic variations in 
the genes coding for at least two of the Fcγ receptors appear 
to infl uence the susceptibility to and outcome from certain 
infections. 

 Mannose binding lectin binds to surface oligosaccharides 
N-acetyl glucosamine and mannose on a number of different 
bacteria activating complement and acting as an opsonin that 
enhances phagocytosis. The heterotrimeric MBL protein 
contains a carbohydrate binding domain and a helical tail 
domain that is important in polymerization of the three pep-
tides [ 119 ]. Polymerization of the heterotrimer is crucial for 
the stability of MBL. Three genetic variants have been 
described in the fi rst exon of MBL that alter amino acids at 
positions 52, 54 and 57 and result in a diminished ability of 
the helical tails to polymerize. This results in an increased 
degradation of MBL [ 120 – 122 ] and reduced serum levels of 
MBL [ 122 ,  123 ]. Variants also exist in the promoter region 
that infl uence serum levels of MBL. Studies have demon-
strated associations between these variants and increased 

Table 19.1 (continued)

 Gene  Polymorphism a   Consequence of polymorphism  References 

 TLR2  −16933 A/T  Associated with gram + sepsis but not survival  [ 18 ,  64 , 
 89 – 94 ]  rs1895830 (−15607 A/G)  Associated with cytokine expression 

 rs3804099 (597 C/T)  Associated with cytokine expression, MODS, and morbidity 
 2029 C/T (Arg677Trp)  Associated with mycobacterial infections 
 rs5743708 (2257 A/G, Arg753Gln)  Associated with increased severe bacterial infections, increased 

sepsis in African Americans 
 TLR4  −2242 T/C  Associated with increased cytokine expression, sepsis-related 

morbidity, and MODS; gram – bacteremia; associated with 
increased risk of sepsis and mortality 

 [ 17 ,  94 – 96 ] 
 rs4986790 (Asp299Gly) 
 Thr399Ile 

 VEGF  rs3025039 (936 C/T)  Associated with development of AKI in patients with severe 
sepsis 

 [ 97 ] 

   ACE  angiotensin converting enzyme,  BPI  bactericidal permeability increasing protein,  MODS  multi-organ dysfunction syndrome,  Ig  immuno-
globulin,  HSP  heat shock protein,  CAP  community acquired pneumonia,  IL-1   RA   interleukin 1 receptor antagonist (GCC haplotype of the IL-10 
promoter is defi ned by 3 single-site polymorphisms at −1082, −819, and −592),  LBP  lipopolysaccharide binding protein,  TNF  tumor necrosis 
factor,  LT  lymphotoxin,  MBL  mannose-binding lectin,  PAI  plasminogen activator inhibitor,  DIC  disseminated intravascular coagulation,  TIMP  
tissue inhibitor of matrix metalloproteinase,  TLR  Toll-like receptor,  VEGF  vascular endothelial growth factor 
  a Terminology used for the various polymorphisms are the ones most commonly used in the literature and may refer to the nucleotide position, 
amino acid position, or name of the allele. This table is representative of polymorphisms examined in sepsis but does not include all such 
polymorphisms  

M.K. Dahmer and M.W. Quasney



183

susceptibility to infections in a number of cohorts, including 
children [ 69 ,  70 ,  124 – 128 ]. A recent systematic review dem-
onstrated that genetic polymorphisms in the gene coding for 
MBL increase the susceptibility to pneumococcal and 
meningococcal diseases [ 29 ]. High risk alleles also appear to 
be independently associated with in-hospital and 90-day 
mortality and development of septic shock [ 71 ]. Thus, 
genetic variations in genes coding for receptors and binding 
proteins for pathogens appear to infl uence not only the sus-
ceptibility to infection but also the severity of and outcome 
from infection.  

    Genetic Variation in Genes Involved 
in the Response to Pathogens 
and Other Stimuli 

 TNF-α plays a key role in the biology and pathobiology of 
the innate immune response. As a pro-infl ammatory cyto-
kine, it contributes to further activation of the infl ammatory 
response, and yet it also contributes to the development of 
the harmful effects of the response such as capillary leak, 
hypotension, acute respiratory distress syndrome (ARDS), 
and multiple organ system failure [ 129 – 133 ]. The pro- 
infl ammatory effects of TNF-α are balanced by anti- 
infl ammatory cytokines such as IL-10 [ 134 – 138 ]. An 
imbalance in these responses favoring a more exaggerated 
pro-infl ammatory response contributes to the clinical mani-
festation of severe sepsis and septic shock. The mechanism 
by which this imbalance occurs leading to an exaggerated 
response may involve a high inoculum of pathogen, an abil-
ity of the pathogen to evade host defenses, or a delay in ther-
apy. However, host genetic variability within genes coding 
for the pro-infl ammatory and anti-infl ammatory cytokines 
also affect this balance and could potentially infl uence the 
overall susceptibility to and outcome from the sepsis. 

 The genetic variants within the regulatory regions of the 
gene coding for TNF-α are perhaps the most extensively 
studied of all cytokines. Several single nucleotide polymor-
phisms located in the regulatory region of the gene coding 
for TNF-α have been identifi ed that affect TNF-α production 
[ 41 ,  42 ,  139 – 144 ]. The most studied are the G to A transi-
tions 308 and 238 base pairs upstream from the transcrip-
tional start site for the TNF-α gene. In vitro studies have 
demonstrated that the rarer TNF-α−308A allele is associated 
with increased transcription [ 142 ] and increased secretion of 
TNF-α from LPS-stimulated macrophages [ 144 ] compared 
with the more common TNF-α−308G allele. In contrast, the 
more common TNF-α−238G allele is associated with higher 
TNF-α production in vitro compared with the rarer TNF-
α−238A allele [ 145 ]. These polymorphisms lie near putative 
DNA binding sites for several transcription factors, and 
allele-specifi c binding of transcription factors has been 

 demonstrated [ 146 – 148 ]. Another polymorphism associated 
with higher levels of TNF-α is approximately 252 base pairs 
downstream from the transcriptional start site for the gene 
coding for lymphotoxin alpha (LT-α, also known as TNF-β) 
and approximately 3.2 kilobases upstream from the 
TNF-α gene [ 42 ,  140 ,  141 ]. This region either acts as an 
enhancer for the TNF-α gene or it is linked to a regulatory 
region further downstream. Thus, genetic variations in the 
regulatory regions of the gene coding for TNF-α infl uence 
the amount of TNF-α produced most likely through tran-
scriptional regulatory mechanisms. 

 Many genetic association studies have examined the 
impact of TNF-α polymorphisms on the clinical presenta-
tion and/or outcome in sepsis [ 41 – 65 ,  141 ,  149 ]. A higher 
frequency of the TNF-α−308A allele has been demonstrated 
in adults who died from septic shock [ 44 ] and in children 
who died from meningococcal disease [ 149 ]. Even those 
children who are heterozygous at this position (TNF-α−308 
G/A) appear to be at increased risk for more fulminant 
meningococcal disease and death compared with those chil-
dren who were homozygous for the wild-type genotype 
(TNF-α−308 G/G) [ 149 ]. However, a recent meta-analysis 
reviewing 25 studies consisting of nearly 3,000 patients sug-
gested that while those individuals with the A allele at the 
TNF-α−308 site were at higher risk for sepsis, there was not 
a statistically signifi cant association with higher mortality 
[ 66 ]. The inconsistent fi ndings of genetic association studies 
in critically ill populations have been noted by others [ 150 ] 
and one should be mindful of the limitations of such studies 
(see below). 

 Genetic variations in other genes coding for proteins not 
directly involved in the immune response but still believed to 
play a role in the pathobiology of sepsis have also been 
examined in critically ill patients (Table  19.1 ). In addition to 
an imbalance in the infl ammatory response that may contrib-
ute to sepsis-induced systemic multi-organ system failure 
(MOSF), other molecular mechanisms may contribute to 
MOSF. One possible mechanism is an inhibition of the mito-
chondrial respiratory chain and a decrease of oxygen utiliza-
tion. Consequently, genetic variations that impact 
mitochondrial genes involved in energy production might 
also impact outcomes from sepsis. The mitochondrial 
genome which codes for proteins involved in the electron 
transport chain as well as mitochondrial transfer and ribo-
somal RNAs has recently attracted interest in sepsis research. 
Due to the increased energy requirements in patients with 
sepsis, genetic variations that impact mitochondrial function 
might also impact outcomes in sepsis. One genetic variation 
is the T to C transition at 4216 (mT4216C) in the gene cod-
ing for NADH dehydrogenase I ( ND1 ) which is thought to 
reduce the effi ciency of complex I and impair the production 
of adenosine triphosphate (ATP) [ 151 ]. The C allele is asso-
ciated with sepsis-related organ dysfunction or septic shock 
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in burn patients [ 75 ] and organ dysfunction and mortality in 
other non-thermal trauma patients [ 76 ]. In both studies, the 
impact of this genetic variation was only observed in male 
adult Caucasians. 

 Other mechanisms involved in sepsis-induced MOSF are 
believed to involve endothelial dysfunction and intravascular 
fi brin deposition [ 152 ]. Widespread microthromboses are 
evident histologically [ 153 ]. Diminished activity of antico-
agulants, or elevated levels of inhibitors of fi brinolysis, can 
lead to fi brin deposition, and serum levels of protein C, pro-
tein S and anti-thrombin III are decreased [ 154 ]. Plasminogen 
activator inhibitor 1 (PAI-1) is an inhibitor of fi brinolysis due 
to its ability to inhibit the potent fi brinolytic, plasminogen 
activator. Elevated plasma concentrations of PAI-1 have been 
observed in sepsis [ 155 ] and severe meningococcal disease 
[ 156 ] and high concentrations are correlated with mortality 
[ 157 – 159 ]. A single nucleotide insertion/deletion polymor-
phism exists within the promoter region of the gene coding 
for PAI-1 675 basepairs upstream from the transcriptional 
start site. This polymorphism infl uences the amount of PAI-1 
produced with individuals homozygous for the 4G/4G geno-
type producing more PAI-1 than either individuals heterozy-
gous (4G/5G) or homozygous for 5 guanines (5G/5G) [ 160 , 
 161 ]. Children with the 4G/4G genotype who have meningo-
coccal disease have higher plasma levels of PAI-1 [ 158 ] and 
an increased risk of death from sepsis compared with chil-
dren with either the 4G/5G or 5G/5G genotypes [ 77 ,  78 ,  158 , 
 162 ]. In addition, the 4G allele is associated with dissemi-
nated intravascular coagulation (DIC) in this population 
[ 79 ]. In adults, this polymorphism is not only associated with 
poor outcome from septic shock from multiple etiologies 
[ 80 ,  81 ,  163 ,  164 ] but also appears to be a marker for poor 
outcome after severe trauma [ 165 ]. However, not all studies 
demonstrate similar fi ndings [ 166 ]. Nevertheless, there 
appears to be a strong association between the 4G/4G geno-
type in the PAI-1 gene, high plasma concentrations of PAI-1, 
and worse outcome in critical illness. 

 The infl uence of genetic variations in the gene coding for 
angiotensin I converting enzyme (ACE) in patients with 
sepsis has also been extensively studied. ACE is present in 
all tissues, particularly the pulmonary endothelium, and is 
primarily responsible for converting angiotensin I to angio-
tensin II. It is also involved in the metabolism of chemotac-
tic peptides suggesting that it may play a role in the 
infl ammatory response. Individuals have been shown to 
have variable plasma and tissue levels of ACE, and evidence 
suggests that these variable levels are due in part to genetic 
factors [ 167 ]. Specifi cally, an insertion (I)/deletion (D) of a 
287 base repair repeat sequence in the noncoding intron 16 
of the gene coding for ACE [ 168 ,  169 ] is associated with 
variable plasma levels; individuals with the DD genotype 
have higher plasma and tissue levels of ACE compared with 

individuals who are heterozygous or are homozygous for 
the insertion sequence [ 170 ,  171 ]. Association studies have 
suggested that the D/D genotype is associated with more 
severe meningococcal disease in children as measured by a 
higher predicted risk of mortality, greater prevalence of ino-
tropic support and mechanical ventilation, and longer inten-
sive care unit stay [ 11 ]. Several other studies have also 
examined the infl uence of the I/D polymorphism in sepsis 
with variable results [ 12 ,  166 ,  172 – 176 ]. A recent meta-
analysis concluded that the D/D genotype was protective 
against the risk of sepsis but does not infl uence the severity 
of disease [ 177 ]. 

 In summary, there are a number of genetic variants within 
the coding or regulatory regions of genes involved in the rec-
ognition and response to bacterial pathogens as well as other 
genes involved in the pathobiology of sepsis that appear to be 
associated with the development of, and/or outcome from 
sepsis (Table  19.1 ). While not all studies are in agreement, 
there does appear to be a growing body of evidence that 
genetic variations infl uence outcomes in critically ill patients. 
These fi ndings may lead to the stratifi cation of patients based 
on genetic risk factors and may also lead to genetic-based 
specifi c targeting of therapies.   

    Infl uence of Genetic Polymorphisms 
in Respiratory Failure and Lung Injury 

 Acute lung injury (ALI)/ARDS accounts for a signifi cant 
proportion of all pediatric ICU admissions. For every 1,000 
children admitted to pediatric ICUs, 9–16 meet the criteria 
for either ALI or ARDS. Several pediatric studies have used 
the American European Consensus Conference (AECC) cri-
teria [ 178 ] for ARDS to determine the incidence rates to be 
from 1.4 cases/100,000/year to 9.5 cases/100,000/year [ 179 –
 184 ]. The causes of ALI in children are numerous, and as in 
adults, community-acquired pneumonia (CAP) is the pri-
mary etiology. While the mortality in children with ARDS is 
high, upwards of 90 % in some high-risk cohorts, it has been 
steadily decreasing over the past several years. Although 
most children with CAP have minimal lung injury, a small 
but signifi cant number develop respiratory failure and severe 
lung injury. This variability in the severity of lung injury in 
children with CAP raises the possibility that genetic varia-
tion infl uences the susceptibility to and severity of lung 
injury in this population. Table  19.2  lists many genes in 
which genetic variations have been reported to be associated 
with more severe lung disease, though most of these studies 
have been done in adult cohorts. We will discuss a few exam-
ples of genes that play a role in normal respiratory physiol-
ogy for which data suggests that genetic variations may 
infl uence the degree of lung injury in children.
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   Table 19.2    Genetic polymorphisms associated with ALI   

 Gene  Polymorphism a   Consequence of polymorphism  References 

 ACE  Insertion/deletion  D/D associated with increased serum and tissue levels; associated with 
development of ALI 

 [ 185 – 187 ] 

 ANGPT2  rs2959811  Associated with variable plasma levels of angiopoietin-2 and development 
of ALI in adults with trauma 

 [ 188 ,  189 ] 
 rs2515475 
 rs1868554 

 CFTR  (TG) m T n   More TG’s or fewer T’s associated with more skipping of exon 9 and, 
therefore, less CFTR; associated with more severe lung injury in African 
American children with CAP 

 [ 190 ] 

 F5  rs6025 (Arg506Gln)  Associated with decreased mortality in Caucasian adults with ARDS  [ 191 ] 
 FAS  rs17447140 (−11341 A/T)  Haplotype associated with increased FAS mRNA in response to LPS and risk 

of ALI but not mortality 
 [ 192 ] 

 rs2147420 (9325 G/A) 
 rs2234978 (21541 C/T) 
 rs1051070 (22484 A/T) 

 FTL  rs905238  Frequency of SNPs higher in adult cohort with ARDS  [ 193 ] 
 rs918546 
 rs2230267 

 HMOX2  rs1362626  Frequency of specifi c genotypes and haplotypes lower in adults with ARDS  [ 193 ] 
 rs2404579 
 rs2270366 
 rs1051308 
 rs7702 

 IL-1 RA   rs4251961  Associated with variable levels of IL-1 RA  and VNTR associated with risk 
of severe lung injury in children 

 [ 194 ,  195 ] 
 variable 86-bp repeat 

 IL-6  rs4800795 (−174 G/C)  Associated with variable levels of IL-6 and haplotype associated with 
increased susceptibility to ARDS in adults 

 [ 196 – 199 ] 
 Several others 

 IRAK3  rs10506481  Associated with increased risk of ARDS in adults with sepsis  [ 200 ] 
 MBL2  rs1800451  Associated with lower levels of MBL and more severe sepsis and sepsis-

induced ARDS 
 [ 201 – 203 ] 

 MIF  rs2070767  Haplotypes associated with sepsis and ALI and both European- descent and 
African-descent populations 

 [ 204 ] 
 rs755622 

 MYLK  rs9840993  Individual SNPs as well as haplotypes associated with increased risk of ALI 
especially in African American population 

 [ 205 ,  206 ] 
 rs4678047 
 rs28497577 

 NFE2L2 
(Nrf2) 

 rs1754059 (−617 C/A)  A allele reduces activity of gene promoter and was associated with ALI in 
trauma patients 

 [ 207 ] 

 NFKBIA  rs3138053 (−881 A/G)  GTC haplotype is associated with ARDS  [ 208 ] 
 rs2233406 (−826 C/T) 
 rs2233409 (−297 C/T) 

 NQO1  rs689455 (−1221 A/C)  C allele associated with decreased transcription and lower incidence of ALI in 
trauma patients 

 [ 209 ] 

 PAI-1  4G/5G  4G associated with increased levels; associated with increased mortality in 
ALI 

 [ 82 ] 

 PBEF1  rs41496055  Associated with decreased transcription of PBEF and higher risk of ALI in 
adults with sepsis 

 [ 210 ] 

 PLAU  rs1916341  CGCCCC haplotype associated with 60-day mortality and ventilator-free days 
but not risk for developing ALI in adults with sepsis 

 [ 211 ] 
 rs2227562 
 rs2227564 
 rs2227566 
 rs2227571 
 rs4065 

 PPFIA1  rs471931  Associated with ALI in adults using GWAS  [ 3 ] 
 SFTPB  rs1130866 (+1580 C/A)  Associated with development of ALI and worse lung injury; allele may impact 

glycosylation and processing of protein 
 [ 212 ] 

(continued)
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   Several key components have been recognized in the 
pathophysiology of ALI (for review, see [ 217 ,  218 ]). These 
include infl ammation, coagulation with alveolar fi brin depo-
sition, vascular permeability, surfactant dysfunction, oxida-
tive stress, and apoptosis. Many investigators have used the 
candidate gene approach to identify genetic variations in 
genes involved in these processes to determine if the fre-
quency of the variations is different in a cohort with ALI 
compared with a cohort without ALI. For example, we and 
others have examined the frequency of a common genetic 
variation in the gene coding for surfactant protein B [ 212 , 
 219 ]. This variation results in an amino acid change in exon 
4 located in a region of the amino terminal pro-peptide which 
is thought to play a role in targeting of surfactant protein B to 
lamellar bodies. This amino acid change alters a glycosyl-
ation site in the pro-peptide of surfactant protein B and may 
disrupt traffi cking of the protein. Several adult studies and 
our pediatric study provide evidence that individuals with 
this variation are more likely to have more severe lung injury 
as defi ned by the development of meeting ALI criteria or the 
need for mechanical ventilation. 

 As previously discussed, genetic association studies have 
progressed beyond examining the infl uence of a single 
genetic variation within a gene. Studies now examine a num-
ber of known variations in the gene in order to create haplo-
types consisting of all the various combinations of SNPs 
within a gene. For example, for surfactant protein B, we 
examined seven genetic variations in a cohort of African 
American children with CAP and found two haplotypes 
which were associated with lung injury [ 212 ]. In addition, 
other recent studies have evaluated genetic variation in a 
group of genes involved in a specifi c biological pathway 
with the idea that variations within components of the 

 pathway may infl uence the overall functionality of the path-
way. One study using this approach examined variants in 
toll-like receptor signaling pathways, which identifi ed a vari-
ant in the gene coding for toll interacting protein that is asso-
ciated with protection from sepsis [ 220 ]. 

 The fi nal example involves the CFTR gene ( CFTR ), the 
gene coding for the cystic fi brosis transmembrane conduc-
tance regulator. We selected this gene for SNP analysis 
because infl ux of fl uid into the alveoli due to increased per-
meability of the alveolar- capillary barrier is one of the hall-
marks of ALI [ 221 ], and the ability to clear fl uid rapidly is 
associated with improved outcome [ 222 ]. The clearance of 
alveolar fl uid occurs through active ion transport [ 223 ], and 
CFTR has been shown to have a role in both cyclic adenosine 
monophosphate-stimulated fl uid absorption and modulation 
of the epithelial sodium channel [ 224 – 226 ]. CFTR is an 
ATP-binding cassette transporter chloride channel expressed 
on epithelial cells in bronchi, bronchioles, and alveoli [ 224 , 
 225 ,  227 ,  228 ].  CFTR  contains 27 exons that are spliced 
together to give mature CFTR mRNA. Alternatively spliced 
transcripts are relatively common and levels vary between 
individuals [ 229 ]. Mutations in the  CFTR  gene cause cystic 
fi brosis (CF), a disease characterized by progressive injury to 
the lungs [ 230 ]. In vitro and ex vivo studies suggest that 
CFTR defi ciency results in a dysregulated infl ammatory 
response [ 231 – 236 ] and promotes LPS-induced lung injury 
in mice [ 234 ,  237 ]. 

 The most studied mutation in  CFTR  results in the deletion 
of phenylalanine 508 (p.508del) in exon 10, part of the fi rst 
nucleotide-binding domain; inheriting two p.508del muta-
tions causes CF [ 230 ]. This mutation disrupts the processing 
and functioning of CFTR by causing mis-folding and reten-
tion in the endoplasmic reticulum [ 238 ,  239 ]. Individuals 

Table 19.2 (continued)

 Gene  Polymorphism a   Consequence of polymorphism  References 

 SOD3  rs1007991  GCCT haplotype associated with decreased ALI in adults with sepsis and 
lower mortality 

 [ 213 ] 
 rs8192291 
 rs2695232 
 rs2855262 

 TLR1  rs5743551 (−7202 A/G)  Associated with sepsis-induced ALI and mortality in adults  [ 87 ] 
 TNF-α  rs1800629 (−308 G/A)  A allele is associated with increased level of production and with mortality in 

patients with ARDS 
 [ 214 ] 

 VEGF  rs833061 (−460 C/T)  Specifi c genotypes and haplotypes associated with lower levels of VEGF and 
higher mortality in ARDS 

 [ 215 ,  216 ] 
 rs2010963 (+405 C/G) 
 rs3025039 (+936 C/T) 

   ACE  angiotensin converting enzyme,  ANGPT2  angiopoietin-2,  CFTR  cystic fi brosis transmembrane conductance regulator,  F5  factor V Leiden, 
 FTL  ferritin light chain,  HMOX2  heme oxygenase 2,  IL-1   RA   interleukin 1 receptor antagonist,  IL-6  interleukin 6,  IRAK3  interleukin-1 receptor- 
associated kinase 3,  MBL  mannose-binding lectin,  MIF  macrophage migration inhibitory factor,  MYLK  myosin light chain kinase,  NFE2L2  nuclear 
factor (erythroid-derived)-like 2,  NFKBIA  nuclear factor kappa B inhibitor alpha,  NQO1  NADPH quinone oxidoreductase 1,  PAI-1  plasminogen 
activator inhibitor 1,  PBEF1  pre-B cell colony-enhancing factor 1,  PLAU  plasminogen activator urokinase,  PPFIA 1  Protein Tyrosine Phosphatase 
Receptor Type F Polypeptide-Interacting Protein Alpha-1,  SFTPB  surfactant protein B,  SOD  superoxide dismutase,  TLR1  Toll-like receptor 1, 
 TNF  tumor necrosis factor,  VEGF  vascular endothelial growth factor 
  a Terminology used for the various polymorphisms are the ones most commonly used in the literature and may refer to the nucleotide position, 
amino acid position, or name of the allele. This table is representative of polymorphisms examined in ALI but may not include all such 
polymorphisms  
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with CF have <5 % of normal CFTR activity [ 230 ]. Only two 
relatively common polymorphisms have been reported to 
affect the function of CFTR. One such polymorphism is the 
(TG) m T n  variable repeat region located in intron 8. Both in 
vitro and in vivo studies demonstrate association of either a 
higher number of TG repeats and/or a lower number of Ts 
with an increased proportion of mRNA transcripts missing 
exon 9 [ 240 – 244 ]. Mechanistic studies also indicate that dif-
ferent alleles at the (TG) m T n  site likely affect exon 9 skipping 
due to differences between alleles in affi nity of the binding 
of splicing regulatory proteins [ 245 ,  246 ]. Exon 9 is essential 
for CFTR function as it, together with exons 10–12, encodes 
for the fi rst nucleotide-binding domain, and mRNA tran-
scripts without exon 9 do not produce functional CFTR [ 238 , 
 247 ,  248 ]. In healthy individuals, 5–90 % of the CFTR tran-
scripts are missing exon 9 [ 249 ], suggesting that CFTR 
activity present in healthy individuals varies over a broad 
range. Although the reduction of CFTR activity to <5 % of 
normal is observed in patients with CF, it is possible that 
other variants that reduce the level of functional CFTR to a 
lesser degree may still impact the risk of other lung disease 
[ 230 ]. We examined the (TG) m T n  alleles in a cohort of chil-
dren with CAP. African American children with CAP who 
have the (TG) m T n  alleles that are associated with increased 
skipping of exon 9 were found to be more likely to require 
mechanical ventilation and develop ALI [ 190 ]. This suggests 
that less functional CFTR might contribute to more severe 
lung injury and that the genetic make-up of the host may 
contribute to this reduced functional CFTR. 

 As mentioned above, GWAS has begun to be used in the 
study of critically ill patients. One recent study used GWAS 
to examine genetic variations in an adult cohort to identify 
polymorphisms that might be associated with the develop-
ment of ARDS [ 3 ]. This study is particular important in that 
it not only validated the association of previously identifi ed 
SNPs with the development of ALI, but also identifi ed a 
novel association of a variant in the gene coding for the pro-
tein liprin-α ( PPFIA1 ) [ 250 ] suggesting the involvement of 
liprin-α in the pathogenesis of ALI. Liprin-α may affect 
localization of β1-integrins [ 251 ] that are involved in the 
pathogenesis of ALI through interactions with the extracel-
lular matrix by altering cell adhesion and lung vascular per-
meability [ 252 ,  253 ]. Thus, GWAS may not only help 
identify new proteins associated with ALI leading to a better 
understanding of the pathophysiology but also may help 
identify new potential therapeutic targets.  

    Infl uence of Genetic Polymorphisms 
in Cardiopulmonary Bypass 

 Children with congenital heart lesions represent a signifi cant 
number of patients in pediatric ICUs, and many of these 
 children are in the immediate post-operative period after 

undergoing cardiopulmonary bypass (CPB). The use of CPB 
in both adults and children initiates an acute systemic infl am-
matory response that contributes to the development of post- 
operative complications, including multi-organ system 
dysfunction and failure [ 254 – 267 ]. The initiation of this 
infl ammatory response is due to the surgical trauma itself, 
endotoxemia [ 268 ], ischemia and reperfusion [ 269 ], comple-
ment activation [ 270 ,  271 ], and the contact of blood with the 
non-physiological surfaces of the cardiopulmonary bypass 
circuitry. However, as in the response to pathogens, wide 
variability in the intensity of this infl ammatory response has 
been observed. Whether genetic polymorphisms contribute 
to this variability in response and are associated with compli-
cations in the post-operative period is certainly of interest; if 
genetic variations do in fact impact the post-operative course, 
pre-operative genotyping of patients might identify those 
that are at greater risk prior to the stimulus and lead to inter-
ventions that might ameliorate the response. 

 As discussed above, genetic variations infl uence the lev-
els of many of the pro-infl ammatory and anti-infl ammatory 
cytokines as well as other mediators. It is plausible, there-
fore, that the complications after exposure to cardiopulmo-
nary bypass may be, in part, infl uenced by genetic variation. 
The IL-6 −572 C allele, IL-10 −592 C allele, IL-10 −1082 G 
allele, and TNF-α−308 A allele as well as another TNF-α 
promoter polymorphism at position −863 [ 272 ], have been 
shown to be associated with elevated levels of their respec-
tive cytokines and/or various post-operative complications in 
adults after CPB [ 263 ,  266 ,  273 – 283 ]. The pro-infl ammatory 
cytokine IL-18, known to play an important role in promot-
ing the production of Th2 cytokines and the pathogenesis of 
infl ammatory diseases, has several regulatory polymor-
phisms. The −607 C allele is associated with the develop-
ment of ALI in adults after CPB [ 284 ]. GWAS has been 
performed in adults who have undergone CPB and has iden-
tifi ed three loci that are associated with post-operative ven-
tricular dysfunction [ 285 ]. 

 Association between genetic polymorphisms and compli-
cations in children who have undergone cardiac surgery is 
less well studied but two examples will be discussed. An 
association has been demonstrated between the ACE dele-
tion polymorphism (D allele) and junctional ectopic tachy-
cardia (JET), the most prevalent arrhythmia in the 
post-operative period in children undergoing CPB [ 286 ]. 
Elevated ACE and angiotensin II levels associated with the D 
allele have been well established and may contribute to a 
pro-arrhythmic state. Consistent with this idea are the obser-
vations demonstrating associations between the D allele and 
atrial fi brillation [ 287 ], reperfusion-induced ventricular 
arrhythmias [ 288 ], and prolonged atrioventricular nodal con-
ductance [ 289 ]. 

 A second example involves pulmonary artery hyperten-
sion, another complication in the post-operative period in 
children undergoing CPB for some congenital heart lesions. 
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Nitric oxide is known to mediate vascular smooth muscle 
relaxation and is produced from the catalysis of L-arginine to 
L-citrulline by endothelial nitric oxide synthase (eNOS). 
Two well-studied polymorphisms in the gene coding for 
eNOS, a 27 base pair variable nucleotide tandem repeat 
(VNTR) polymorphism in intron 4 and a G to T substitution 
at nucleotide position 894 in exon 7 that leads to a substitu-
tion of a glutamic acid at amino acid position 298 with aspar-
tic acid (Glu298Asp), are associated with variable plasma 
NO levels [ 290 ]. Children undergoing CPB who have the 
Glu298Asp polymorphism are more likely to develop acute 
pulmonary hypertension in the post-operative period [ 291 ]. 
Thus, while the studies are limited, there are examples in 
children who undergo CPB in which genetic variations may 
infl uence the post-operative complications. 

 The discussions above suggest that an imbalanced infl am-
matory response may contribute to some of the post- operative 
complications and that genetic variations may contribute to the 
imbalance of the infl ammatory mediators. These observations 
are important in that they point out that clinicians may be able 
to pre-operatively identify those children at risk for developing 
certain complications and develop therapeutic interventions that 
may attenuate the response. Recently, in a small trial, prophy-
lactic peritoneal dialysis after CPB in children demonstrated a 
decrease in IL-8 and IL-6 levels at 24 h and improvement in 
several clinical outcome variables [ 267 ]. It would be interesting 
to determine if host genetics partially infl uenced the cytokine 
levels and whether peritoneal dialysis could be reserved for 
those patients more likely to develop higher cytokine levels and 
worse outcomes based on their genetic makeup.  

    Infl uence of Genetic Polymorphisms 
and Risk of Thrombosis 

 Thromboses are a signifi cant problem in children in pediatric 
ICUs as they are exposed to a number of risk factors for throm-
bus formation [ 292 – 302 ]. Venous thromboembolism (VTE) 
have been reported in up to 50 % of critically ill children with 
central venous catheters though this prevalence is lower in 
more recent years [ 299 ,  302 – 306 ]. A number of well-described 
genetic variants in both pro-coagulant, anti- coagulant, and 
fi brinolytic pathways have been shown to increase the risk of 
thrombosis (Table  19.3 ); however, most of these have not been 
specifi cally studied in pediatric cohorts. Several of these varia-
tions alter the quantity or function of proteins in these pathways 
as well as platelet function and have been shown to be signifi -
cant risk factors for thrombosis [ 307 – 313 ]. These include vari-
ations in genes coding for Factor V [ 314 ], prothrombin 
[ 315 – 318 ], antithrombin [ 319 – 323 ], protein C [ 324 – 327 ], pro-
tein S [ 328 – 333 ], methylentetrahydrofolate reductase [ 334 ], 

endothelial nitric oxide synthase [ 335 – 337 ], α-fi brinogen 
[ 338 – 341 ], Factor XIII [ 338 ,  342 – 347 ] and PAI-1 [ 348 – 351 ].

   The impact of genetic variants in VTE in otherwise 
healthy children has begun to be recognized [ 352 ]. The 
Arg506Gln polymorphism in the factor V gene (Factor V 
Leiden) has been reported to be present in 13–45 % of chil-
dren with thromboembolism [ 353 – 356 ], and heterozygosity 
for this variant is associated with a sevenfold increase in risk 
for stroke and transient ischemic attacks in children [ 357 ]. 
However, very little data on the risk of these genetic variants 
in the development of thrombosis in critically ill children has 
been reported. In a cohort of neonates, no association was 
observed between several of these variants and umbilical 
catheter thrombosis [ 358 ]. However, the risk of thrombosis 
and bleeding with the use of anti-coagulants are both 
 signifi cant adverse events in the pediatric ICU, knowledge of 
a child’s genetic polymorphisms in the genes coding for 
components of the coagulation system might identify chil-
dren who are at greatest risk for these complications.  

    Pharmacogenomics: The Study 
of the Genomics of Drug Response 
and Adverse Effects 

 Genetic variations have long been known to infl uence the 
response to drug therapy as well as adverse drug reactions 
(for review, see [ 359 – 364 ]). They do so by affecting absorp-
tion, transport, binding to receptors, activation or inhibition 
of signal transduction pathways, metabolism, and elimina-
tion. Furthermore, these genetic variations may not only help 
explain why some patients have the expected response to 
drug therapies while others experience toxicities or thera-
peutic failures, but also provide a mechanism to help clini-
cians predict how an individual patient might respond. 
Table  19.4  lists some examples of genes in which variations 
have been shown to infl uence the action of drugs commonly 
used in pediatric intensive care units.

   The best described examples of genetic polymorphisms 
that infl uence drug response are those that are found in 
genes coding for enzymes involved in drug metabolism 
(Table  19.4 ). Two examples will be briefl y described here in 
order to demonstrate the clinical relevance of such genetic 
variations. Thiopurine S-methyltransferase (TPMT) is an 
enzyme primarily responsible for inactivation of the thio-
purines, mercaptopurine and azathiopurine, used as immu-
nosuppressants and chemotherapeutic drugs. Genetic 
polymorphisms in the gene coding for TPMT result in a non-
functioning enzyme; thus, patients receiving mercaptopurine 
or azathiopurine who inherit the loss of function allele accu-
mulate high concentrations of the active metabolites and are 
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   Table 19.3    Genetic 
polymorphisms examined 
for associations with risk 
of thrombosis   

 Gene  Polymorphism a   Consequence of polymorphism 

 Factor V  rs6205 (G1691A) 
 (Factor V Leiden) 

 Resists activated Protein C; increased risk of VTE 
in Caucasians but not African Americans 

 Prothrombin  rs1799963 (G20210A)  Increased levels; associated with risk of VTE in 
Caucasians 

 Antithrombin  Multiple sites  Decreased levels and activity 
 Protein C  Multiple sites in promoter  Decreased levels; associated with risk of venous 

thrombosis 
 Protein S  Multiple sites  Decreased levels; associated with increased 

thrombosis 
 PAI-1  4G/5G  Increased PAI-1 levels, increased risk of 

thrombosis 
 α-Fibrinogen  rs6050 (Thr312Ala)  Affects structure/function and FXIII cross-

linking; associated with pulmonary embolism 
 Methylentetrahydrofolate 
reductase 

  rs 1801133 (C677T)  Decreased enzymatic activity; increased levels of 
homocysteine; minimal association with VTE in 
Caucasians but signifi cant association with VTE 
in Asians 

 Endothelial nitric oxide 
synthase 

 rs1799983 (G894T; 
Glu298Asp) 

 Less stable enzyme; associated with restenosis of 
stents; associated with myocardial infarcts 

 Factor XIII A  rs5985 (Val34Leu)  Increased cleavage and activation; associated 
with DVT 

   VTE  venous thromboembolism,  DVT  deep thromboembolism,  UTR  untranslated region 
  a Terminology used for the various polymorphisms are the ones most commonly used in the literature and may 
refer to the nucleotide position, amino acid position, or name of the allele. This table is representative of poly-
morphisms examined in thrombosis but does not include all such polymorphisms  

    Table 19.4    Genes in which polymorphisms alter drug effects   

 Gene  Examples of specifi c drugs or drug class  Consequence of polymorphism 

 G6PD a   Rasburicase, dapsone  Defi ciency associated with risk of severe 
hemolysis 

 β 2 -adrenergic receptor  Albuterol, terbutaline  Decreased bronchodilation 
 β 1 -adrenergic receptor  β 1 -agonists  Decreased cardiovascular response 
 G s  protein α  β-blockers  Decreased antihypertensive effect 
 Thiopurine methyltransferase  azathioprine, thoioguanine, mercaptopurine  Variation associated with increased risk of 

myelotoxicity 
 Urea cycle disorder defi ciency  Valproic acid  Hyperammonemic encephalopathy 
 Vitamin K reductase  Warfarin  Altered drug exposure 
 ALOX5 b   Leukotriene receptor antagonists  Decreased effect on FEV 1  
 Protein C  Warfarin  Defi ciency associated with tissue necrosis 
 Serotonin transporter  Antidepressants, antipsychotics  Decreased antidepressant and clozapine response 
 N-acetyltransferase 2  Rifampin, hydralazine  Increased hepatotoxicity with slow acetylation 

genotypes 
  c CYP2C9  Warfarin, phenytoin, losartan celecoxib  Alters drug exposure; increased anticoagulant 

effects of warfarin 
 CYP2D6  Risperidone, tramadol, codeine, clozapine, metoprolol, 

propranolol, propafenone, aspirin, caffeine, 
acetaminophen 

 Alters drug exposure; decreased codeine 
analgesia; increased antidepressant toxicity 

 CYP3A4/3A5/3A7  Midazolam, steroids, calcium channel blockers  Alters drug exposure; altered clearance of 
midazolam and steroids 

 CYP2C19  Omeprazole, voriconazole, pantoprazole, diazepam;  Alters drug exposure 
 Clopidogrel  Poor metabolizers have diminished response 

   a  G6PD  Glucose-6-phophate dehydrogenase 
  b  ALOX5  arachidonate 5-lipooxygenase 
  c  CYP  cytochrome p-450; this table is representative of genes in which polymorphisms have been shown to alter drug effects but does not include 
all such genes and their polymorphisms  

19 Genetic Polymorphisms in Critical Illness and Injury



190

at risk for developing life-threatening haematopoietic tox-
icities [ 365 – 367 ]. Clinical diagnostic tests are available for 
detecting the SNPs in the TPMT gene that result in TPMT 
defi ciency thereby allowing for the identifi cation of patients 
at high risk for thiopurine toxicities. Patients receiving mer-
captopurine or azathiopurine who are genetically predis-
posed to be TPMT- defi cient have been treated successfully 
for their oncologic diseases using approximately 5–10 % of 
the conventional dose of the thiopurines [ 365 ,  366 ] without 
the toxicities. This represents a good example of modifying 
drug therapy based on an individual’s genetic makeup. 

 A second example of a genetic variation that infl uences 
drug response involves the gene coding for cytochrome P-450 
2C19 ( CYP2C19 ) which is involved in the metabolism of sev-
eral drugs. Anti-platelet therapies such as clopidogrel are 
becoming increasingly used in the pediatric population par-
ticularly in children with complex congenital heart disease and 
stroke [ 368 ]. Clopidogrel is a potent inhibitor of the platelet 
P2Y 12  adenosine diphosphate (ADP) receptor, but large inter-
individual variation in effectiveness has been observed and 
common genetic variations appear to account for much of this 
variability. Once absorbed in the gastrointestinal tract, 85 % of 
clopidogrel is hydrolyzed in the liver to create inactive metab-
olites while 15 % is metabolized to the active metabolite by 
CYP450 enzymes, particularly CYP2C19 [ 369 ,  370 ]. The 
active metabolite inhibits platelet function by irreversibly 
inhibiting the P2Y 12  ADP receptor located on the surface of 
platelets and prevents the binding of ADP. This prevents the G i  
subunit from inhibiting adenylate cyclase resulting in an 
increase in cyclic adenosine monophosphate (cAMP) produc-
tion which prevents activation of phosphoinositide 3-kinase 
(PI3K). This results in decreased expression of glycoprotein 
IIb/IIIa which mediates fi brinogen binding and subsequent 
platelet aggregation, endothelial adherence, and thrombus for-
mation [ 371 ]. Thus, clopidogrel inhibits platelet aggregation 
by blocking the initial step in this pathway, but only after con-
version to the active metabolite by CYP2C19. 

 Common loss of function alleles have been described in 
the gene coding for CYP2C19 with allelic frequencies of 
about 15 % in Caucasian and African American populations 
and about 30 % in Asian populations. Studies have suggested 
an association between the presence of CYP2C19 polymor-
phisms, less clopidogrel active metabolite generation, and 
decreased clopidogrel responsiveness, as measured by plate-
let function and adverse clinical outcomes [ 372 – 374 ]. These 
are just two examples of many that exist in which genetic 
variations in genes involved in the mechanism of action of 
drugs used in the PICU can infl uence the therapeutic response 
as well as adverse drug reactions. However, keep in mind 
that most of these studies have been performed in adult pop-
ulations and developmental differences in the expression in 
many of these genes exist that will also impact the overall 
therapeutic response.  

    Limitations and Study Design Issues 
in Genetic Association Studies 

 Investigators have used the candidate gene approach, path-
way based analysis, and GWAS in examining the infl uence 
of genetic variations in critically ill populations (and, indeed 
other populations with complex phenotypes). Each approach 
has advantages and disadvantages, and some of the limita-
tions have been reviewed previously [ 375 ]. In addition, sev-
eral study design issues need to be considered regardless of 
the approach to be used. First, it is important that the correct 
control population is used for comparison. For example, in 
some sepsis studies the frequency of a polymorphism in the 
group of patients with septic shock is compared with the fre-
quency of the polymorphism in a healthy control population. 
However, healthy individuals may not be the appropriate 
control population as they may not have been exposed to the 
same pathogens to which the patients with septic shock were 
exposed. A more appropriate control group for comparison 
might be a group of patients with a similar infection who did 
not develop septic shock. Population stratifi cation is a sec-
ond issue that needs to be considered. The frequency of 
many of the SNPs varies between racial and ethnic groups 
and so comparisons should only be made within similar 
groups and correction for population stratifi cation even 
within these groups should be considered. Power estimates 
and sample size are signifi cant issues both for candidate gene 
approaches and GWAS; GWAS frequently examine several 
hundred to over a thousand subjects making the costs to use 
this approach high and the feasibility daunting for some dis-
eases found in the PICU. For any gene association study, rep-
lication in independent data sets is crucial given the often 
spurious results, although replication cohorts are often diffi -
cult to obtain in pediatric studies. In addition, other variables 
can infl uence the outcome of patients and must be tested in 
appropriate statistical modeling for the degree of their effect. 
For example, age, co-morbid conditions, nutritional status, 
variability in treatment strategies, and even socioeconomic 
status may be independent predictors of mortality [ 376 ,  377 ]. 
There should be a thoughtful evaluation of the technical 
aspects of the genotyping with mention of genotyping suc-
cess and error rates. Finally, the functionality of the genetic 
variants should be discussed; many of the SNPs that are 
examined are not functional but may rather be linked to the 
causative variation.  

    Conclusion 

 In summary there is little doubt that host genetic variation 
is responsible for some of the variable disease presenta-
tion, response to therapy and fi nal outcome observed in 
critically ill children, but the  degree  of the infl uence of 
genetic variations remains to be determined. Identifi cation 
of genetic polymorphisms that will ultimately be useful in 
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identifying critically ill children who are at increased risk 
for more severe disease or are more likely to benefi t from 
a specifi c therapy will allow for a more individualized 
approach to treatment. Carefully controlled studies exam-
ining gene variants alone and in combination with other 
clinically important characteristics will be required to 
determine whether patient treatment can be tailored more 
specifi cally to an individual child’s genetic make-up.     
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        Introduction 

 The origin of the term “genomics” is credited to T.H. Roderick 
of the Jackson Laboratory, Bar Harbor, Maine,  during the 
launching of a new journal,  Genomics , which sought to serve 

a “new discipline born from a marriage of molecular and 
cell biology with classical genetics and fostered by compu-
tational science” [ 1 ]. Since that time, for many individuals, 
the term “genomics” has morphed into more of an umbrella 
term to broadly describe the large scale study of genes, 
gene products, gene variants, and their impact on health 
and disease. This chapter will use this broader conceptual 
framework for reviewing the impact of genomics on critical 
illness and injury. The chapter will also review other “omics” 
such as pharmacogenomics, epigenomics, lipidomics, and 
metabolomics.  

    Abstract 

 The term “genomics” has morphed into an umbrella term to describe broadly the large-scale 
study of genes, gene products, gene variants, and their impact on health and disease. This 
chapter reviews the impact of genomics on critical illness and injury. The chapter will also 
review other “omics” such as proteomics, pharmacogenomics, epigenetics, lipidomics, and 
metabolomics. Gene association studies attempt to link gene variants with susceptibility to 
and outcomes from various forms of critical illness. Genome wide expression studies have 
been leveraged to elucidate novel therapeutic pathways and targets, gene expression-based 
subclasses of critical illness, and the discovery of candidate diagnostic and stratifi cation 
biomarkers. Other “omics” disciplines are also leading to novel insights regarding the 
pathobiology of critical illness. For example, the discovery of neutrophil gelatinase-associ-
ated lipocalin as an early biomarker of acute kidney injury is based on trancriptomic and 
proteomic studies involving animals models. Comparative genomics has led to the 
 discovery of important signaling mechanisms relevant to critical illness. For example, the 
discovery of Toll-like receptor 4 as the primary receptor for lipopolysaccharide is the prod-
uct of comparative genomics. Finally, epigenetics is beginning to provide clues as to why 
recovery from critical illness may be associated for prolonged risk for subsequent critical 
illness. Overall, genomics-centered studies continue to evolve in the fi eld of critical care 
medicine and hold the promise of substantially advancing our understanding and approach 
to various forms of critical illness.  
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    Gene Association Studies 

 It is highly plausible that much of the pathology and het-
erogeneity (e.g. sepsis and acute lung injury) that we 
encounter in the intensive care unit is substantially infl u-
enced by genetic variability. Indeed, almost 25 years ago 
Sorenson et al. convincingly demonstrated that premature 
death from infection has a stronger (although undefi ned) 
component than premature death from cardiovascular dis-
ease or cancer [ 2 ]. Despite these compelling data, how-
ever, unambiguous and well validated evidence linking 
specifi c genetic variations with critical illness have 
remained relatively elusive. 

 Most investigations attempting to link genetic variation 
with critical illness have focused on gene polymorphisms, 
defi ned as the regular occurrence (>1 %), in a population, of 
two or more alleles at a particular chromosome location. 
The most frequent type of polymorphism is called a single 
nucleotide polymorphism (SNP): a substitution, deletion, or 
insertion of a single nucleotide that occurs in approximately 
1 per every 1,000 base pairs of human DNA. SNPs can 
result in an altered protein, a change in the level of normal 
protein expression, or no discernable change in protein 
function. 

 When SNPs cause a change in an amino acid they are said 
to be non-synonymous or missense SNPs (Fig.  20.1 ), and 
these are typically the type of SNPs that can lead to a change 
in protein function. SNPs in the promoter region of a gene or 
in the 3′ un-translated region can lead to changes in protein 
expression. Most SNPs occur in either non-coding regions or 
they are synonymous SNPs (i.e. variants that code for the 
same amino acid; Fig.  20.1 ) and therefore have no known 
direct effect on phenotype. These types of SNPs, however, 
may be worthy of study because although they are not causal 
variants they may be co-inherited along with the causal vari-
ant by a process known as linkage disequilibrium (LD), 
which refers to the non-random association of alleles at two 
or more chromosome locations, as measured by formal sta-
tistical methods. Related to the concept of LD is that of hap-
lotype, which refers to a set of SNPs on a single chromosome 
that are statistically associated and typically co-inherited. 
These haplotype “blocks” consist of multiple linked poly-
morphisms and can be identifi ed by haplotype tag SNPs. The 
International HapMap project is developing a haplotype map 
of the entire human genome as means to more effectively 
enable genetic association studies [ 3 ].

   A classic approach to assess the impact of genetic vari-
ants on disease involves linkage analysis, which follows 
family members (pedigrees) for co-segregation of the dis-
ease of interest and genetic variants. This type of approach 
is appropriate and feasible for monogenic diseases with rela-
tively distinct phenotypes (e.g. cystic fi brosis), but is gener-
ally not applicable to common ICU conditions such as sepsis 
and acute lung injury, as it is not often feasible to obtain 

 unambiguous histories of critical illness in family members 
and it is not biologically plausible that sepsis or acute lung 
injury are monogenic syndromes. Consequently, the most 
common study design in the setting of critical illness is an 
association study, of which there are two types: case-control 
and cohort studies [ 4 ]. 

 Apart from study design, another important factor in con-
ducting genetics research in critical illness involves choosing 
the method for assessing genetic variation. The two primary 
choices are genome-wide association studies (GWAS) and 
candidate gene association studies. GWAS involves the 
simultaneous interrogation of thousands of polymorphisms. 
This approach is comprehensive, discovery-oriented, and 
relatively bias free in that the investigator makes no a priori 
assumptions regarding associations between any particular 
polymorphism and the disease of interest. This approach is 
relatively expensive, but cost is progressively becoming less 
of an issue with rapid advances in sequencing and chip tech-
nology. The main challenge that comes with GWAS is the 
need for a large number of patients and the application of 
appropriate and complex statistical methods to reduce the 
rate of false discovery. 

 Candidate gene association studies are more focused and 
more rooted in the traditional scientifi c method (i.e. hypoth-
esis testing). In this approach the investigator focuses on a 
specifi c polymorphism, or a discrete set of polymorphisms, 
based on known biology, that potentially links a candidate 
gene to the disease of interest. This approach is less daunting 
from an analysis standpoint, but can be limited by investiga-
tor bias and has high potential for missing causal polymor-
phisms. Whichever of the two approaches one chooses, there 
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  Fig. 20.1    Examples of non-synonymous and synonymous substitution 
polymorphisms. In the  top panel , a change in the second amino acid for 
the arginine codon, from a “G” to an “A”, leads to a change in the amino 
acid to glutamine (non-synonymous). In the  bottom panel , a change in 
the third amino acid for the arginine codon, from an “A” to a “C” does 
not change the amino acid (synonymous)       
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are a number of factors that impact the quality (or lack 
thereof) of an “ideal” gene association study. These qualities 
have been reviewed elsewhere [ 5 – 7 ] and are summarized in 
Table  20.1 .

   A large number of gene association studies have been 
published in the critical care literature and the reader is 
directed toward some recent reviews on the topic [ 8 – 12 ]. 
Table  20.2  provides a selected group of studies focused on 
sepsis [ 13 – 30 ]. Gene association studies should be con-
ducted in the critically ill population. The heterogeneous 
clinical responses and presentations that we observe daily 
at the bedside provide the necessary general rationale that 
genetic polymorphisms have an important impact on our 
patients, in terms of disease susceptibility and disease out-
come. While conducting these studies in the context of criti-
cal illness is particularly challenging, we must nonetheless 
seek to conduct these studies with as much rigor as that of our 
colleagues in other fi elds. One potential solution to  meeting 

   Table 20.1    Characteristics of an ideal genetic association study   

 The study should have an a priori hypothesis 
 Large sample size and small p values 
 The association between the gene and the disease of interest should 
have biological plausibility 
 The allele should affect the gene product in a physiologically 
meaningful way 
 There should be an initial study and an independent replication 
(validation) 
 The gene association should be observed in the context of both 
family- and population-based control cohorts 
 Cases should be clearly defi ned and should represent a spectrum 
of disease severity 
 Cases and controls should be well matched for environmental risk 
factors 
 Cases and controls should be well matched for ethnicity 
 Potential confounders should be presented and statistically analyzed 
 Allele equilibrium should be reported (Hardy-Weinberg equilibrium) 
 Power calculations should be targeted toward detection of a positive 
association 

   Table 20.2    Selected gene association studies related to sepsis   

 Reference  Gene/polymorphism  Main fi ndings 

 Lorenz et al. [ 22 ]  Toll-like receptor 4 (TLR4) polymorphisms that reduce 
responsiveness to endotoxin (Asp299Gly and Thr39Ile) 

 The TLR4 Asp299Gly allele was found exclusively in adult 
patients with septic shock. Patients with the TLR4 
Asp299Gly/Thr399Ile alleles had a higher prevalence of gram 
negative infections 

 Agnese et al. [ 13 ]  TLR4 polymorphisms: Asp299Gly and Thr39Ile  Adult patients with these alleles had a higher incidence of 
gram negative infections 

 Multiple  TLR4 polymorphisms: Asp299Gly and Thr39Ile  Children with the Asp299Gly allele have increased risk of 
urinary tract infection [ 20 ], but this allele does not appear to 
infl uence susceptibility to or severity of meningococcal septic 
shock in children [ 14 ,  28 ] 

 Kutukculer et al. [ 21 ]  TLR2 polymorphism that reduces responsiveness 
to cell wall components of gram positive bacteria 
(Arg753Gln) 

 Children with recurrent infections were more frequently 
heterozygous for the Arg753Gln allele 

 Tabel et al. [ 29 ]  TLR2 polymorphism: Arg753Gln  Children with the Arg753Gln had a higher incidence of 
urinary tract infections 

 Mira et al. [ 25 ]  Tumor necrosis factor-α (TNFα) promoter 
polymorphism: TNF1 (guanine at -308A and TNF2 
(adenosine at -308A). TNF2 allele associated with 
increased production of TNFα 

 TNF2 associated with susceptibility to septic shock and death 
due to septic shock 

 Nadel et al. [ 26 ]  TNF1 and TNF2 alleles  More deaths and increased illness severity in children with the 
TNF2 allele and meningococcal sepsis 

 McArthur et al. [ 23 ]  Lymphotoxin-α: +250A and +250G. +250A allele 
associated with increased TNFα production 

 Bacteremic children with the AA genotype had a higher 
mortality rate from sepsis 

 Read et al. [ 27 ]  Polymorphisms of interleukin-1 (IL1B (−511)) 
and IL-1 receptor antagonist (IL1RN(+2018)) 

 Patients with the IL1B(−511) allele were more likely to 
survive meningococcal sepsis. The combination of the 
IL1B(−511) and the rare IL1RN(+2018) allele decreased the 
likelihood of surviving meningococcal sepsis 

 Endler et al. [ 16 ]  Multiple polymorphisms for the IL-1 locus  The IL1RA(+2018) polymorphism was associated with risk 
of meningococcal disease and with its outcome 

 Michalek et al. [ 24 ]  IL-6 polymorphisms (G-174 > C and G-572 > C)  Both polymorphisms could be predictors of risk of 
development and/or predictors of sepsis severity in children 

 Balding et al. [ 15 ]  Polymorphisms for IL-6, IL-1, TNFα, IL-10, 
and IL-1Ra 

 The IL-6(−174) G/G and the IL-10(−1082) A/A genotypes 
were more frequent among nonsurvivors of meningococcal 
sepsis 

 Multiple [ 17 – 19 ,  30 ]  Deletion/insertion (4G/5G) polymorphism of the 
plasminogen-activator inhibitor type-1 (PAI-1) 
promoter region. The 4G allele is associated with 
higher PAI-1 plasma levels 

 The 4G allele increases susceptibility to and severity of septic 
shock, and increased risk of mortality in children with 
meningococcal sepsis 
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this challenge is the development of multi-institutional and 
multi-national research consortia specifi cally dedicated to 
gene association studies.

       Genome-Wide Expression Profi ling 

 Genome-wide expression profi ling (a.k.a. transcriptomics) 
refers to the simultaneous and effi cient measurement of 
steady-state mRNA abundance of thousands of transcripts 
from a given tissue source. The general approach involves 
variations of microarray technology [ 31 – 33 ], and there is 
a new, potentially more powerful technique referred to as 
RNA Sequencing (RNA Seq) [ 34 ]. While gene expression 
profi ling has important limitations, this discovery-oriented 
approach has nonetheless provided an unprecedented oppor-
tunity to gain a broader, genome-level “picture” of complex 
and heterogeneous clinical syndromes encountered in critical 
care medicine. In addition, this genome-level approach has 
the potential to reduce investigator bias, and thus increase 
discovery capability, in as much as all genes are potentially 
interrogated, rather than a specifi c set of genes chosen by the 
investigator based on a priori and potentially biased assump-
tions. Genome-wide expression profi ling in sepsis will be 
discussed below as an example of how this approach can be 
applied to critically ill patients. All of the studies discussed 
below have used the blood compartment as the RNA source. 

 Several fundamental physiologic and biologic principles 
of the sepsis paradigms are derived from experiments involv-
ing human volunteers subjected to intravenous endotoxin 
challenge [ 35 – 38 ]. More recently, the genome-level response 
during experimental human endotoxemia has been studied 
using microarray technology [ 39 – 41 ]. For example, Talwar 
et al. compared eight volunteers challenged with intravenous 
endotoxin to four controls challenged with saline [ 39 ]. 
Mononuclear cell-specifi c RNA was obtained at four differ-
ent time points after endotoxin challenge and analyzed via 
microarray. As expected, a large number of transcripts 
related to infl ammation and innate immunity were substan-
tially up regulated in response to endotoxin challenge. 
Interestingly, the peak transcriptomic response to the single 
endotoxin challenge occurred within six hours and mRNA 
levels generally returned to control levels within 24 h. The 
investigators also reported endotoxin-mediated differential 
regulation of over 100 genes not typically associated with 
acute infl ammation. 

 Genome-wide expression has also been conducted in crit-
ically ill patients with sepsis and septic shock. These studies 
present considerable experimental challenges due to the 
inherent heterogeneity of clinical sepsis and septic shock. 
Nonetheless, several studies have provided novel insight into 
the overall genome-level response to sepsis [ 42 – 53 ]. A com-
mon theme across many of these studies is the massive up 

regulation of infl ammation- and innate immunity-related 
genes in patients with sepsis and septic shock. These obser-
vations are not intrinsically novel, but they are consistent 
with the long-standing sepsis paradigms centered on a hyper-
active infl ammatory response, and thus provide a component 
of biological plausibility with regard to overall microarray 
data output in the context of clinical sepsis. 

 Another common paradigm in the sepsis fi eld involves a 
two-phase model consisting of an initial hyper-infl ammatory 
phase, followed by a compensatory anti-infl ammatory phase, 
but this has been recently challenged, in large part due to the 
multiple failures of interventional clinical trials founded on 
this paradigm [ 54 – 56 ]. Recently, Tang et al. conducted a for-
mal systematic review of a carefully selected group of 
microarray- based human sepsis studies [ 33 ]. The major con-
clusion of this systematic review is that, in aggregate, the 
transcriptome-level data does not consistently separate sep-
sis into distinct pro- and anti-infl ammatory phases. This con-
clusion has been questioned [ 57 ], but is supported by several 
recent cytokine- and infl ammatory mediator-based studies in 
clinical and experimental sepsis [ 58 – 60 ]. 

 Another prevailing paradigm in the sepsis fi eld involves 
the concept of immune-paralysis, or immune-suppression, 
which frames sepsis as an adaptive immune problem and the 
inability to adequately clear infection [ 61 ,  62 ]. Recently, this 
paradigm was elegantly corroborated in mice subjected to 
sepsis and rescued by administration of interleukin-7, an 
anti-apoptotic cytokine essential for lymphocyte survival 
and expansion [ 63 ,  64 ]. In studies focused on mononuclear 
cell-specifi c expression profi les, Tang et al. have reported 
early repression of adaptive immunity genes in patients with 
sepsis [ 48 ,  50 ]. Finally, multiple studies in children with sep-
tic shock have reported, and validated, early and persistent 
repression of adaptive immunity-related gene programs: 
 T cell activation ,  T cell receptor signaling ,  and antigen pre-
sentation  [ 42 ,  47 ,  51 – 53 ,  65 – 67 ]. Thus, the concept of adap-
tive immune dysfunction as an early and prominent feature 
of clinical sepsis and septic shock seems to be well supported 
by the available genome-wide expression data. 

 Developmental age is thought to be a major contributor 
to sepsis heterogeneity. Recently, a microarray-based study 
in children with septic shock corroborated this concept 
at the genomic level [ 68 ]. Four developmental age groups 
of children were compared based on whole-blood derived 
gene expression profi les. Children in the “neonate” group 
(<28 days of age) demonstrated a unique expression profi le 
relative to older children. For example, children in the neo-
nate group demonstrated widespread repression of genes cor-
responding to the triggering receptor expressed on myeloid 
cells 1 (TREM-1) pathway. TREM-1 is critical for amplifi ca-
tion of the infl ammatory response to microbial products and 
there has been recent interest in blockade of the TREM-1 
signaling pathway in septic shock [ 69 ]. The observation that 
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TREM-1 signaling may not be relevant in neonates with sep-
tic shock, illustrates how some candidate therapeutic strate-
gies for septic shock may not have biological plausibility in 
certain developmental age groups. 

 Apart from providing a broad, genome-level view of sep-
sis biology, as described above, genome-wide expression 
profi ling also provides an opportunity to discover previously 
unrecognized, or unconsidered, targets and pathways rele-
vant to sepsis biology. For example, using a combination of 
clinical expression profi ling and in vitro approaches, Pathan 
et al. have identifi ed interleukin-6 as a major contributor to 
myocardial depression in patients with meningococcal sepsis 
[ 70 ]. In another example, Pachot et al. identifi ed a set of 
genes differentially regulated between adult survivors and 
non-survivors with septic shock. The gene most highly 
expressed in survivors, relative to non-survivors, was that of 
the chemokine receptor, CX3CR1 (fractalkine receptor) 
[ 44 ]. In a subsequent validation study, these same investiga-
tors provided further evidence supporting the novel concept 
that dysregulation of CX3CR1 in monocytes contributes to 
immune-paralysis in human sepsis [ 71 ]. 

 A number of studies in children with septic shock have 
documented early and persistent repression of gene pro-
grams directly related to zinc homeostasis, in combination 
with low serum zinc concentrations [ 42 ,  47 ,  51 ,  53 ,  65 ]. 
Since normal zinc homeostasis is absolutely critical for nor-
mal immune function [ 72 ], these observations have raised 
the possibility of zinc supplementation as a potentially safe 
and low cost therapeutic strategy in clinical septic shock and 
other forms of critical illness [ 73 – 75 ]. Importantly, Knoell 
et al. have independently corroborated that zinc defi ciency 
is detrimental, and that zinc supplementation is highly ben-
efi cial, in experimental sepsis [ 76 ,  77 ]. Additional studies by 
Knoell et al. have corroborated decreased plasma zinc con-
centrations in patients with sepsis, and that low plasma zinc 
concentrations correlate with higher illness severity [ 78 ]. 
Furthermore, plasma zinc concentrations correlate inversely 
with monocyte expression of the zinc transporter gene 
SLC39A8 (a.k.a. ZIP8) [ 78 ,  79 ]. Interestingly, microarray- 
based studies in children with septic shock have reported 
high level SLC39A8 expression in non-survivors, relative to 
survivors [ 53 ]. Despite the intriguing convergence of these 
data from independent laboratories, the safety and effi cacy of 
zinc supplementation in clinical sepsis remains to be directly 
demonstrated and is a current area of active investigation. 

 In the aforementioned studies involving children with 
septic shock, metalloproteinase-8 (MMP-8) has consistently 
been the highest expressed gene in patients with septic shock, 
relative to normal controls [ 42 ,  47 ,  51 – 53 ,  65 ,  68 ]. In addi-
tion, MMP-8 is more highly expressed in patients with septic 
shock, compared to patients with sepsis, and in septic shock 
non-survivors, compared to septic shock survivors [ 80 ]. 
MMP-8 is also known as neutrophil collagenase because it is 

a neutrophil-derived protease that cleaves collagen in the 
extracellular matrix (ECM), but MMP-8 is also known to 
have other cellular sources and non-ECM substrates, includ-
ing chemokines and cytokines [ 81 ]. The consistently high 
level expression of MMP-8 in clinical septic shock recently 
stimulated the formal study of MMP-8 in experimental sep-
sis. These studies demonstrated that either genetic ablation 
of MMP-8, or pharmacologic inhibition of MMP-8 activity, 
confers a signifi cant survival advantage in a murine model of 
sepsis [ 80 ]. While these studies require further development 
and validation, the fi ndings are intriguing given that there 
exist a number of drugs to effectively inhibit MMP-8 activity 
in the clinical setting [ 82 ]. 

 Another potential application of genome-wide expres-
sion profi ling is the discovery of candidate biomarkers [ 83 ]. 
A daily conundrum in the intensive care unit is the ability 
to distinguish which patients that meet criteria for systemic 
infl ammatory response syndrome (SIRS) are infected, and 
which patients with SIRS are not infected. Accordingly, there 
are ongoing microarray-based efforts to discover diagnostic 
biomarkers for sepsis. Several investigators have reported 
genome-level signatures that can distinguish patients with 
SIRS (not infected) from patients with sepsis [ 43 ,  46 ,  50 ,  84 ]. 
A substantial amount of work, including validation, remains 
to be done in order to leverage these datasets into clinically 
applicable diagnostic biomarkers, but the datasets nonethe-
less provide a foundation for the derivation and development 
of diagnostic biomarkers for sepsis. 

 Investigators have also applied microarray technology 
to address other important diagnostic clinical challenges 
directly related to infection. Cobb et al. have reported an 
expression signature (the “ribonucleogram”) having the 
potential to predict ventilator-associated pneumonia in criti-
cally ill blunt trauma patients up to 4 days before traditional 
clinical recognition [ 85 ,  86 ]. Similarly, Ramilo et al. have 
reported expression signatures that can distinguish Infl uenza 
A infection from bacterial infection, and  E. coli  infection 
from  S. aureus  infection, in hospitalized febrile children [ 87 ]. 

 Another aspect of biomarker development in sepsis sur-
rounds stratifi cation (outcome) biomarkers. In theory, any 
gene that is consistently differentially regulated between sur-
vivors and non-survivors in a microarray dataset may warrant 
further investigation and validation as a potential stratifi ca-
tion biomarker. As mentioned previously, Pachot et al., using 
a microarray data set, have identifi ed CX3CR1 as a potential 
stratifi cation biomarker in sepsis [ 44 ,  71 ]. Similarly, Nowak 
et al. have leveraged microarray data to identify chemokine 
(C-C motif) ligand 4 (CCL4) as a stratifi cation biomarker in 
children with septic shock [ 88 ]. Both candidate stratifi cation 
biomarkers, however, require further validation. 

 Interleukin-8 (IL-8) has emerged as a robust stratifi -
cation biomarker in children with septic shock [ 89 ], and 
the rationale for pursuing IL-8 stemmed directly from 
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 microarray- based studies that identifi ed IL-8 as one of the 
more highly expressed genes in pediatric non-survivors of 
septic shock, compared to survivors [ 53 ]. Subsequent stud-
ies in a derivation cohort of patients demonstrated that serum 
IL-8 protein levels, measured within 24 h of presentation to 
the intensive care unit with septic shock, could predict sur-
vival in pediatric septic shock with a probability of 95 % 
[ 89 ]. The robustness of IL-8 as a stratifi cation biomarker was 
subsequently validated in a completely independent cohort 
of children with septic shock. Consequently, it has been pro-
posed that IL-8 could be used in future pediatric septic shock 
interventional trials as a means to  exclude  patients having a 
high likelihood of survival with standard care, as a means 
of improving the risk to benefi t ratio of a given interven-
tion. This type of stratifi cation strategy would be particularly 
applicable for an intervention that carries more than minimal 
risk. Interestingly, it appears that IL-8-based stratifi cation 
may not perform in a similarly robust manner in adults with 
septic shock [ 90 ], thus providing another example of how 
developmental age contributes to septic shock heterogeneity. 

 Currently, there is an ongoing effort to derive and validate 
a multi-biomarker sepsis outcome risk model in pediatric 
septic shock. The foundation of this effort is the relatively 
unbiased selection of a panel of candidate outcome biomark-
ers using microarray data from a large cohort of children 
with septic shock [ 83 ,  91 ]. 

 Viewing septic shock as a highly heterogeneous syn-
drome implies the existence of “disease subclasses”, in an 
analogous manner to that encountered in the oncology fi eld 
[ 56 ]. Recently, there has been an attempt to identify septic 
shock subclasses in children based exclusively on genome- 
wide expression profi ling [ 65 ]. Complete microarray data 

from a large cohort of children with septic shock, represent-
ing the fi rst 24 h of admission, were used to identify septic 
shock subclasses based exclusively on unsupervised hierar-
chical gene clustering. Patients with statistically similar gene 
expression patterns were grouped into one of three sub-
classes (subclasses “A”, “B”, or “C”) and subsequently the 
clinical database was mined to determine if there were any 
phenotypic differences between the three subclasses. Patients 
in subclass A had a signifi cantly higher level of illness sever-
ity as measured by mortality, organ failure, and illness sever-
ity score. In addition, the gene expression patterns that 
distinguished the subclasses were distilled to a 100 gene 
expression signature corresponding to adaptive immunity, 
glucocorticoid receptor signaling, and the peroxisome 
proliferator- activated receptor-α signaling pathway. Of note, 
the genes corresponding to these functional annotations were 
generally repressed in the subclass of patients with the higher 
level of illness severity (i.e. subclass A patients). 

 In a subsequent study, the expression patterns of the 100 
subclass-defi ning genes were depicted using visually intui-
tive gene expression mosaics and shown to a panel of clini-
cians with no formal bioinformatic training and blinded to 
the actual patient subclasses (Fig.  20.2 ). The clinicians were 
able to allocate patients into the respective subclasses with a 
high degree of sensitivity and specifi city [ 67 ]. The ability to 
identify a subclass of children with a higher illness severity 
was further corroborated when the gene expression-based 
subclassifi cation strategy was applied to a separate valida-
tion cohort of children with septic shock [ 66 ]. Collectively, 
these studies demonstrate the feasibility of subclassifying 
patients with septic shock, in a clinically relevant manner, 
based on the expression patterns of a discrete set of genes 

Subclass A Subclass B Subclass C

2.13

1.18

.23

  Fig. 20.2    Examples of gene expression mosaics for individual patients 
in septic shock subclasses A, B, and C, respectively [ 66 ,  67 ]. The 
expression mosaics represent the expression patterns of same 100-class 
defi ning genes corresponding to adaptive immunity, glucocorticoid 
receptor signaling, and the peroxisome proliferator-activated receptor-α 

signaling pathway. The  color bar  on the right depicts the relative 
 intensity of gene expression. Patients in subclass A have a higher level 
of illness severity as measured by mortality, degree of organ failure, and 
illness severity score       
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having relevance to sepsis biology. These features are con-
sistent with the concept of “theranostics” in which molecular 
based diagnostic tools also have the potential to direct ther-
apy [ 92 ]. The availability of clinical microfl uidics [ 93 ] and 
digital mRNA measurement technology [ 94 ] may allow for 
clinical feasibility of measuring the 100 class-defi ning genes 
in a timely manner that is suitable to direct patient care or 
stratifi cation for clinical trials.

       Proteomics 

 It is well known that the degree of mRNA expression does 
not necessarily correlate with the degree of protein expres-
sion, and that protein function is frequently dependent on 
post-translational modifi cations. Accordingly, an important 
limitation of the gene expression profi ling approach 
described above, which is focused on mRNA expression, is 
that it provides no direct information regarding gene end 
products, proteins, which ultimately carry out gene function. 
Accordingly, the discipline of “proteomics” has evolved to 
address this limitation and proteomic approaches are being 
increasingly applied to critical illness [ 93 ,  95 – 98 ]. 

 As the name implies, proteomics involves the large scale 
analysis, including structure and function, of proteins from 
biological fl uids and tissues. The technological armamen-
tarium for proteomic research includes two-dimensional gel 
electrophoresis, matrix-assisted laser desorption/ionization 
time-of-fl ight mass spectrometry (MALDI-TOF MS), liquid 
chromatography coupled to electrospray ionization-tandem 
MS (LC-ESI MS), surface-enhanced laser desorption/ioniza-
tion coupled to TOF MS (SELDI-TOF MS), capillary elec-
trophoresis coupled to MS, and protein microarrays [ 95 ,  96 ]. 
The broad concept of proteomics is analogous to that of tran-
scriptomics: large scale analysis of the proteomic response 
during health and disease as a means of unbiased discovery. 

 One major application of proteomics is the discovery of 
candidate biomarkers [ 83 ,  99 ]. Human blood, a primary tar-
get for biomarker discovery and development, has been 
described as a highly comprehensive and readily accessible 
proteome potentially providing a representation of all body 
tissues during health and disease. However other tissues and 
body fl uids (a.k.a. “proximal” fl uids), as well as animal mod-
els, can be used for proteomics-based biomarker discovery. 
The discovery of neutrophil gelatinase-associated lipocalin 
(NGAL) as biomarker for acute kidney injury (AKI) well 
illustrates the discovery potential of proteomics, as well as 
the use of proximal fl uids and animal models in the bio-
marker discovery phase. 

 NGAL is now recognized as a robust biomarker for AKI 
in certain populations of critically ill patients, including chil-
dren [ 100 – 102 ]. NGAL was initially identifi ed as a candi-
date AKI biomarker in rodent models of kidney ischemia 

[ 103 ,  104 ]. Analyses of the kidney parenchymal transcrip-
tome and the urine proteome demonstrated that NGAL was 
one of the most abundant genes expressed in rodents sub-
jected to experimental renal ischemia. The use of kidney tis-
sue and urine as the biological materials was a key component 
of the discovery phase in that they directly represent, or are 
in close proximity to, the tissue of interest (i.e. the kidney), 
are therefore likely to be enriched for kidney-specifi c candi-
date biomarkers, and the urine proteome is several orders of 
magnitude less complex than the blood proteome. Thus, an 
unbiased approach based on biological samples from an 
experimental animal model enabled the discovery of a candi-
date diagnostic biomarker (i.e. NGAL) that may have not 
been readily evident using more traditional approaches.  

    Comparative Genomics 

 The ability to reliably and effi ciently sequence entire 
genomes from a broad variety of species, including humans, 
has enabled the fi eld of comparative genomics. At its most 
fundamental level, comparative genomics involves the anal-
ysis and comparison of genomes from different species as 
a means to better understand how species have evolved. 
Another application of comparative genomics, more directly 
relevant to critical care medicine, is to understand the func-
tion of human genes by examining their respective homo-
logues in less complex organisms such as worms, fl ies, and 
mice. The identifi cation of Toll-like receptor 4 (TLR4) as 
the pattern recognition receptor for lipopolysaccharide (LPS; 
endotoxin), and the programmed cell death process known as 
“apoptosis”, are two relevant examples of how comparative 
genomics has impacted the fi eld of critical care medicine. 

 TLR4 is now well known as the cellular receptor that 
allows cells to recognize and respond to LPS from gram neg-
ative bacteria, and several other TLRs are now known to be 
receptors for other classes of pathogens [ 105 ]. In addition, 
there is considerable interest in targeting TLR4 as a thera-
peutic strategy in clinical sepsis [ 106 ,  107 ]. The discovery of 
TLR4 as the LPS receptor has been comprehensively 
reviewed by Beutler and Poltorak [ 108 ]. Briefl y, although it 
was known for some time that LPS was responsible for the 
clinical manifestations of gram negative sepsis, the cellular 
receptor for LPS remained unknown until data from 
 Drosophila  and mutant mice converged to identify TLR4 as 
the receptor for LPS. The Toll gene was recognized a key 
component of  Drosophila  immunity, and was subsequently 
found to have homology with the human interleukin-1 recep-
tor. Relatively in parallel, mutant mice were discovered that 
were resistant to LPS, but highly susceptible to gram nega-
tive infections. Through a complex series of gene mapping 
experiments, the mutant locus conferring this abnormal 
response to LPS in mice was identifi ed as TLR4, which was 
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found to share components with the IL-1 signaling cascade. 
Thereafter, with the aid of comparative genomics, the human 
homologue of TLR4 was identifi ed. 

 The process of programmed cell death, or apoptosis, has 
become a focus of critical care medicine research in several 
areas including traumatic brain injury [ 109 ], sepsis [ 110 ], 
and acute lung injury [ 111 ]. The history of our understand-
ing of apoptosis and its mechanisms has been comprehen-
sively reviewed by several authors [ 112 ,  113 ]. What we 
know today about apoptotic mechanisms began with obser-
vations in the roundworm,  C. elegans , which produces 1,090 
somatic cells during its development, but 131 of these cells 
are not present in the adult due to programmed cell death. 
The genes responsible for this process of programmed cell 
death in  C. elegans  were eventually identifi ed, and subse-
quently human homologues were discovered through com-
parative genomics.  

    Epigenetics 

 Epigenetics refers to heritable changes in gene expression 
patterns that are not related to direct changes to the DNA 
sequence of a given gene [ 114 ]. The epigenetic mechanisms 
that regulate gene expression include chemical modifi cations 
of DNA (typically methylation), post-translational modifi ca-
tions of histones (typically acetylation, methylation, and/or 
phosphorylation), and micro-RNAs that regulate gene 
expression by binding specifi c mRNA molecules and target-
ing them for degradation. A key concept of epigenetic- 
mediated gene regulation is that the epigenetic modifi cations 
can be “inherited” (i.e. passed on to daughter cells) and can 
therefore lead to long lasting effects on gene expression. 

 A simplifi ed example of epigenetic regulation of gene 
expression is provided in Fig.  20.3 . Nucleosomes are the 
basic unit of DNA packaging into chromatin and chromo-
somes. A nucleosome consists of DNA segments wound 
around an octamer of histone proteins (two copies each of 
histones H2A, H2B, H3, and H4). The histone proteins can 
be modifi ed by the addition (or removal) of methyl or acetyl 
groups to specifi c amino acids. These histone modifi cations 
can, in turn, alter DNA conformation and consequently alter 
the ability of transcription factors to bind DNA promoter 
regions. In the example provided in Fig.  20.3 , the addition of 
three methyl groups to lysine 27 of histone subunit H3 leads 
to a DNA confi rmation that does not allow transcription fac-
tor binding to the gene promoter, thus rendering the gene as 
being “off”. Alternatively, the addition of three methyl 
groups to lysine 4 of histone subunit H3 leads to a DNA con-
fi rmation that allows transcription factor binding to the gene 
promoter, thus rendering the gene as being “on”.

   Of direct relevance to critical care medicine is the evolv-
ing concept that immunity- and infl ammation-related genes 
are subject to epigenetic regulation [ 115 ]. For example, 
the phenomenon of endotoxin tolerance, whereby repeated 
exposure to endotoxin blunts subsequent cellular infl amma-
tory responses, is mediated, in part by epigenetic mecha-
nisms involving histone, chromatin, and DNA modifi cations 
[ 116 – 119 ]. In addition, production of some cytokines and 
chemokines by immune cells challenged with endotoxin 
appears to be partially dependent on epigenetic mechanisms 
[ 120 ,  121 ]. From a potential therapeutic standpoint, a recent 
study demonstrated that the administration of a compound 
that mimics acetylated histones disrupts chromatin com-
plexes related to infl ammatory responses in macrophages 
and confers protection in rodent models of sepsis [ 122 ]. 

Packaging of DNA into nucleosomes

Gene coding region

Gene coding region

Gene coding region

Conformation of gene promoter region not
accessible to regulatory transcription factor

Tri-methylation of lysine
27 of histone subunit H3

Tri-methylation of lysine 4
of histone subunit H3

Conformation of gene promoter region now accessible
for binding by regulatory transcription factor

NO GENE EXPRESSION

GENE EXPRESSION

  Fig. 20.3    Schematic example of 
epigenetic regulation of gene 
expression. The  upper panel  
illustrates the basic packaging of 
DNA into nucleosomes by winding 
around histone cores. The  middle 
panel  illustrates that the addition of 
three methyl groups to lysine 27 of 
histone subunit H3 leads to a DNA 
confi rmation that does not allow 
for transcription factor binding to 
the gene promoter region, thus 
repressing gene expression. The 
 bottom panel  illustrates that the 
addition of three methyl groups to 
lysine 4 of histone subunit H3 
leads to a DNA confi rmation that 
allows transcription factor binding 
to the gene promoter region, thus 
facilitating gene expression       
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 As discussed in previous sections, an evolving paradigm 
in the sepsis fi eld surrounds the concept of altered adaptive 
immunity and immune-suppression. Additionally, it is now 
well established that patients that recover from various forms 
of critical illness, sepsis in particular, are at increased risk of 
death for several years after discharge from the intensive care 
unit [ 123 – 125 ]. Evolving experimental data indicates that 
sepsis induces epigenetic changes in dendritic cells and lym-
phocytes that render the host immune defi cient for a remark-
ably long period of time after the initial sepsis challenge 
[ 126 – 128 ]. Of note, one of the aforementioned genome-wide 
expression studies in children with septic shock reported the 
differential expression of a group of genes corresponding 
to gene networks involved in transcriptional repression and 
epigenetic regulation, in parallel with suppression of adap-
tive immunity genes [ 52 ]. Thus, it possible that our future 
approach to the recovering critically ill patient will need 
to take into consideration the epigenetic impact of critical 
illness.  

    Pharmacogenomics 

 The discipline of pharmacogenomics encompasses a blend 
of pharmacology, genomic data, and genomic technology 
[ 129 ]. There are two broad goals or applications of pharma-
cogenomics: understanding variations in drug metabolism 
and effi cacy, and discovery of new pharmacologic targets. 

 Variability in patient responses to drugs is a very well- 
known clinical phenomenon in the intensive care unit, and 
much of this variability is based on genetic variation in key 
enzymes involved in drug metabolism [ 130 ]. The cytochrome 
P450 (CYP) system is responsible for liver metabolism of 
many drugs relevant to critical care medicine, and the isoen-
zymes that make up the P450 system are highly polymorphic. 
For example, a specifi c SNP of CYP3A can signifi cantly 
reduce the metabolism of midazolam and tacrolimus 
[ 131 ,  132 ]. Another source of variability in patient responses 
to drugs is based on genetic variation of drug receptors. 
For example, the genes encoding for adrenoreceptors (α and β) 
have well described polymorphisms that alter response to vari-
ous cardiovascular drugs used in the intensive care unit and 
can also impact survival in patients with heart failure [ 133 ]. Of 
particular relevance to pediatric critical care medicine, poly-
morphisms of the β2 adrenergic receptor are linked to altered 
responses to bronchodilators in patients with asthma [ 134 ]. 

 The concept of “personalized medicine” is, in large part, 
centered on the knowledge obtained from the discipline of 
pharmacogenomics. However, while the goal of personalized 
medicine in the fi eld of critical care is laudable, it has yet to 
be realized at the bedside of critically ill patients. One practi-
cal barrier is that a great deal of pharmacogenomic data 
potentially relevant to the critically ill patient is generated 
from healthy volunteers, rather than in the critical care 

 setting and all of the attendant confounding factors such as 
shock, end organ failure, and poly-pharmacy. Nonetheless, 
technological advances have made it feasible to obtain phar-
macogenomic data in critically ill patients in a clinically rel-
evant time frame, thus bringing the concept of personalized 
medicine closer to the intensive care unit. The challenge 
going forward will be to conduct pharmacogenomics-based 
research in the critical care setting, with an emphasis on 
drugs with narrow therapeutic and toxic ranges, and that are 
substantially affected by genetic variation.  

    Other Branches of “Omics” 

    The widespread enthusiasm surrounding genomic medicine, 
coupled with rapidly advancing technologies, have fostered 
the development of other forms of “omic” disciplines cen-
tered on discovery via high throughput generation of large 
data sets. Metabolomics involves the large scale analysis of 
endogenous metabolites (e.g. amino acids, carbohydrates, 
lactate, acetate, etc.) in blood, urine, and other biological 
specimens. This approach is potentially highly complemen-
tary to transcriptomics and proteomics in that it provides 
information about the end products of gene function, and is 
now beginning to generate interest in the fi eld of critical care 
medicine [ 135 ]. Lipidomics is conceptually related to metab-
olomics, but as the name implies, it is focused on large scale 
analysis of lipid metabolism within a biological system 
[ 136 ]. Degradomics focuses on large scale analysis and dis-
covery of protease substrates [ 137 ]. The Human Microbiome 
Project was launched in 2008 to develop a comprehensive 
catalogue of the entire community of microorganisms that 
reside in fi ve anatomical locations: oral, skin, vagina, gut, 
and respiratory tract. The project includes genome sequenc-
ing of the identifi ed organisms, and has the ultimate goal of 
elucidating how the human microbiome contributes to health 
and disease. Finally, there is the demanding concept of the 
“interactome” which seeks to combine and integrate knowl-
edge from the various “omics” fi elds under the umbrella of 
systems biology [ 138 ,  139 ].  

    Conclusion 

 Despite the widespread optimism surrounding the com-
pletion of the human genome project, the promise of 
genomic medicine has yet to be realized at the bedside of 
critically ill patients. The emerging data nonetheless pro-
vide hope that ongoing advances in genomic science will 
eventually lead to meaningful advances in our collective 
approach to critical illness. Realizing this goal will require 
substantial resources, thoughtful prioritization, multi-cen-
ter collaborations, and interactions between diverse disci-
plines including genetics, complex statistics, computer 
science, molecular biology, physics, engineering, indus-
try, and of course, the clinicians who provide critical care.     
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        Introduction 

 One of the most important biologic functions that cells per-
form is to sense and respond to an external stimulus. Changes 
that occur in the extracellular environment must be  sensed  at 
the cell surface creating a signal that is propagated through 
the cytoplasm to the nucleus often resulting in the activation 
of the machinery responsible for transcription of genes and 
translation to proteins. Cells utilize highly conserved mecha-
nistic principles and have adapted a broad array of specifi c 
pathways to accomplish this biologic task. The synonymous 
terms  signal transduction ,  cell signaling , and  transmem-
brane signaling  have been used to defi ne this conserved, fun-
damental cellular process. This fi eld now comprises its own 
scientifi c entity [ 1 ] and a comprehensive review of all perti-
nent pathways is beyond the scope of this chapter. For this 
purpose, the reader is referred to recent, excellent, compre-
hensive text [ 1 ,  2 ]. The intent of the current chapter is to 
review some fundamental biologic processes involved in sig-
nal transduction and gene expression, introduce some of the 
key pathways currently focused on by investigators in criti-
cal care medicine, and emphasize the biologic relevance of 
these pathways to critical illness.  

    Abstract 

 Cells respond to environmental stimuli using an elaborate process to propagate and amplify 
a signal from the cell surface to the nucleus leading to initiation of gene induction in a pro-
cess termed “signal transduction”. The NFκB and MAPK pathways are two important path-
ways in the cellular responses during critical illness. Both pathways are composed of a 
series of kinases that utilize phosphorylation to activate downstream kinases. Once acti-
vated these pathways must be deactivated in order to reestablish homeostasis usually by a 
phosphatase. Additionally, intracellular inhibitors and epigenetic processes are important in 
regulating the activation of signal pathways.  
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    Historical Perspective of Signal Transduction 

 The science of signal transduction owes its origin to the fi eld 
of endocrinology and hormonal biology. The concept of 
intracellular communication or  messaging  originated from 
Claude Bernard’s work in the 1850s, when he described how 
 internal secretions  of the thyroid and adrenal glands were 
released into the circulation and had distant effects on vari-
ous organs. Later, this concept was refi ned by Bayliss and 
Starling [ 3 ] who described  secretin  as a member of a large 
group of chemical messengers that ultimately came to be 
called  hormones . This work was the initial summary of the 
biologic function by which a secreted product could affect 
a specifi c response in distal cells of a target organ. With 
the subsequent explosion of biochemical and molecular 
research tools, recent decades have witnessed extraordinary 
advances in our understanding of signal transduction path-
ways. At every level of this biologic principle—cell surface 

 receptors that sense a stimulus, second messengers that prop-
agate the signal, and numerous nuclear factors that regulate 
gene expression—advances have helped us better understand 
the pathophysiology of critical illnesses and provided hope 
of identifying novel targets that increase our therapeutic 
armamentarium.  

    Basic Overview of Signal Transduction 

 Signal transduction incorporates a series of mechanisms 
schematically arranged in a pathway that function to trans-
mit a signal (generally from the cell surface) to the nuclear 
compartment where the machinery capable of mount-
ing an adaptive cellular response, usually by affecting 
gene expression, exists (Fig.  21.1 ). Thus, the initial step 
involves engagement of a receptor by a stimulus followed 
by the generation of a signal that is then amplifi ed and/or 
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 propagated to the nuclear transcriptional and gene regula-
tory machinery allowing for de novo gene expression. To 
accomplish this with both specifi city and fi delity, a number 
of strategies are used, including reversible phosphoryla-
tion of proteins, mobilization of calcium and other ions, 
activation of lipid-derived mediators, accumulation and/
or degradation of cyclic nucleotides, and stimulation of 
G-coupled proteins. Finally, in the nuclear compartment, 
transcription activating factors facilitate the process of 
transcribing DNA to mRNA which in turn can be subjected 
to post-transcriptional modifi cations (e.g. destabilization or 
degradation) that infl uence the amount of mRNA translated 
to protein [ 4 ]. In light of the vast numbers of proteins play-
ing a role in signaling (receptors, adaptor proteins, kinases, 
phosphatases, and so forth), complete understanding of the 
complexity of even a single pathway can be daunting. In 
this chapter, we highlight those pathways that have spe-
cifi c relevance to the biology of critical illness, specifi cally 
the Nuclear Factor-kappa B Pathway and the Mitogen- 
Activated Protein Kinase Pathways (Fig.  21.2 ).

        Stimuli Triggering Signal Transduction 

 Signal transduction is initiated by any number of stimuli that 
infl uence cellular responses and activities. Among those 
stimuli relevant to critical care are circulating mediators 
(hormones, cytokines, and growth factors), osmolar changes, 
mechanical stress (such as shear, stretch) and pathogens; 
Table  21.1 ). Of particular importance to the pediatric critical 
care practitioner are those responses observed in the setting 
of an invading pathogen that are commonly responsible for 
the pathophysiologic consequence of severe sepsis.

   Basic science investigators have identifi ed an increasing 
number of molecular patterns expressed by pathogens; so- 
called  pathogen - ( or microbial -)  associated molecular pat-
terns  or  PAMPS  ( or MAMPS ) that distinguish microbe from 
the human host. To sense these PAMPS, the innate immune 
system has adapted a series of germ-line encoded pattern- 
recognition receptors (PRRs). PRRs have specifi c affi nity for 
conserved regions of PAMPS making these receptors key 
component in the interaction between host and pathogen. 
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The fi rst and most well characterized PRRs are the Toll-like 
receptors (TLRs) [ 5 ]. TLRs are a key component in the 
innate immune response and mediate most of the infl amma-
tory response encountered in critical care. As a prime exam-
ple of receptors capable of initiating a signaling response, 
many but not all TLRs are cell membrane bound and possess 
an extracellular ligand-binding domain and usually an intra-
cellular signaling domain or adapter protein that serves to 
transmit the signal across the cell membrane [ 6 ]. A numbers 
of receptor-based or cell membrane-based systems possess 
the capacity to undergo ligand binding and/or conforma-
tional changes that result in the initiation of the signal that 
then requires propagation through the cytosolic compart-
ment. Crosstalk among the various receptors and the signal 
pathways they activate allow for the predictable response to 
the various PAMPs [ 5 ].  

    General Strategies for Signal Propagation 

 Upon initiation of the signal, a number of serial and/or paral-
lel pathways that are comprised of transducing proteins or 
amplifi ers regulate the amplifi cation and/or propagation of 
the signal. One of the most common mechanisms employed 
by mammalian cells to propagate a signal is reversible phos-
phorylation of serine, threonine, and/or tyrosine residues on 
target proteins [ 7 ,  8 ]. To accomplish this, protein kinases, 

one of the largest gene families known, facilitate the catalytic 
transfer of a γ-phosphate group from Mg 2+ ATP to these 
amino acid residues. An example of kinases that modulate 
infl ammatory responses associated with sepsis and acute 
lung injury are the mitogen-activated protein (MAP) kinases, 
which includes the ERK, JNK, and p38 pathways, reviewed 
below [ 9 ,  10 ]. 

 The activity of a kinase is generally measured in one of 
two ways—by determining the presence of phosphorylation 
of the target substrate using Western blot analysis or by 
directly measuring kinase activity using an in vitro kinase 
assay. In the latter case, the kinase of interest is specifi cally 
immunoprecipitated and then combined with a substrate for 
the kinase and a labeled source of phosphate ( 32 P-ATP or a 
fl uorescent dye) so that phosphorylation of the substrate can 
be determined by subsequent radiography or fl uorescence. It 
is imperative to note that, at any point in time, the phosphor-
ylation state of a protein is maintained by a balance between 
the actions of kinases and possible dephosphorylation by 
enzymes called  protein phosphatases . The phosphatases are 
proteins that hydrolyze the phosphoester bonds of phosphor-
ylated serine, threonine, and tyrosine residues and thus pro-
vide the counter regulatory arm of reversible protein 
phosphorylation. Two large protein phosphatase families 
exist: serine (Ser)/threonine (Thr) and tyrosine (Tyr) phos-
phatases, which are reviewed later. 

 Several other mechanisms for signal propagation exist, 
including calcium mobilization, activation of lipid-derived 
mediators (e.g. ceramide pathway), changes in cyclic nucle-
otides (e.g. cAMP) and stimulation of G-coupled proteins, 
all of which have some relevance to critical care. For exam-
ple, depolarization of the muscle cell opens membrane cal-
cium channels that subsequently signal release of additional 
calcium stores in the sarcoplasmic reticulum to mediate opti-
mal contraction of the myocyte. A principle proinfl amma-
tory mediator, platelet activating factor, increases the 
expression of the cell membrane, sphingolipid product, 
ceramide resulting in activation of infl ammatory signaling 
pathways resulting in pulmonary edema formation [ 11 ]. 
Endothelin-1 mediates potent vasoconstriction through a 
G-protein coupled, endothelin (ETA) receptor [ 12 ]. Thus, 
numerous examples of these general signaling principles 
exist throughout diseases faced in the critical care unit.  

    Specifi c Pathways 

 As greater insight into disease states has been achieved, our 
understanding of the role of signal transduction pathways 
and the regulation, or dysregulation, of the signal transduc-
tion pathways in these pathologic states has substantially 
increased. Some of these pathways have been studied in both 
preclinical models and clinical states pertaining to critical 

   Table 21.1    Factors initiating signal transduction events   

 Classes of factors  Examples 

 Circulating mediators 
  Hormones  Cortisol, thyroid hormones 

catecholamines 
  Cytokines/chemokines  TNF-α, IL-1, IL-6, CXCL-8/IL-8, 

CCLT/MCP-1, IL-10 
  Growth factors  Insulin growth factor, GM-CSF 
 Pathogens 
  Gram-negative bacteria  Lipopolysaccharide, CPG DNA 
  Gram-positive bacteria  Lipotechoic acid 
  Viruses  Capsid proteins, viral DNA/RNA 
  Fungi  Mannose 
 Biologic stresses (biotrauma) 
  Mechanical stress  Mechanical ventilation, vascular 

resistance, trauma 
  Shear stress  Vasculopathies, hypercoagulation, 

hypertension 
  Osmotic stress  Hyper-, hyponatremia, osmolar 

therapies 
 In vivo, endogenous ligands 
  Extracellular matrix proteins  Heparin sulfate 
  Cell-to-cell interactions  Leukocyte/platelet-endothelial cell 

interactions 

   GM-CSF  granulocyte-macrophage colony-stimulating factor, 
 IL   interleukin,  TNF  tumor necrosis factor  
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illness, such as sepsis and acute lung injury. Increasingly, the 
importance of understanding the activation of certain path-
ways and the regulation of these pathways as a means to 
truly understand the clinical pathophysiologic states has 
become evident in recent years. Some of the notable exam-
ples of key pathways important in critical care are described 
in the following sections. 

    Nuclear Factor-k B Pathway 

 For signaling pathways to initiate a cellular change on the 
basis of  de novo  protein synthesis, transcription (DNA serv-
ing as the genetic template for mRNA production) must be 
initiated. Proteins that serve this function are called  tran-
scriptional activation factors . Among the important tran-
scription factors examined in the context of critical care is 
Nuclear Factor-kappa B (NFκB) because of the large number 
of infl ammatory genes induced by its activation (Table  21.2 ). 
Nuclear Factor-kappa B really refers to a series of proteins 
categorized as the so-called Rel family of transcription acti-
vation factors [ 13 ,  14 ], but the canonical NFκB is a heterodi-
mer composed of two subunits, p50 and p65. This 
heterodimer, under most steady-state conditions, is anchored 
in the cytoplasm by an inhibitory subunit called  inhibitor of 
kappa B  (IκB), commonly the α-form, which is a member of 
a larger family of IκB-related proteins [ 15 – 17 ]. The NFκB 
pathway is activated in response to a variety of pathologic 
stimuli (e.g., lipopolysaccharide, biotrauma, and other 
PAMPs). One of the best-studied examples with relevance to 
critical care is activation by lipopolysaccharide. Binding of 
lipopolysaccharide to its receptor complex (TLR4/CD14/
MD2), facilitated by lipopolysaccharide binding protein, 
results in the recruitment of the myeloid differentiation 
adapter protein, MyD88, to this receptor complex (Fig.  21.2 ). 
This process results in the recruitment of the interleukin-1 
(IL-1) receptor associated kinase (IRAK), which undergoes 
auto- phosphorylation and recruits the additional adapter pro-
tein, TNF receptor associated factor-6 (TRAF-6) [ 18 ]. 
TRAF-6 then phosphorylates and activates an upstream, het-
erotrimeric member of the NFκB pathway, the IκB protein 
kinase complex (IκK-α, -β and -γ [also called NEMO]), 
resulting in IκB-α phosphorylation [ 19 ]. Once phosphory-
lated, IκB-α is targeted for polyubiquitination, a process that 
targets proteins for proteasomic degradation via the 26S pro-
teasome. Upon degradation of IκB-α, the nuclear localiza-
tion sequence of the p50 subunit is unmasked, and nuclear 
translocation of NFκB occurs (Fig.  21.2 ) [ 20 ]. NFκB then 
binds to a DNA sequence (a so-called  consensus sequence ) 
on those portions of chromatin in the promoter regions that 
are specifi cally recognized by NFκB to initiate transcription 
of a number of key infl ammatory-related genes (see 
Table  21.2 ) [ 21 ]. Numerous clinical studies have associated 

certain disease states (e.g., sepsis, acute respiratory distress 
syndrome) with evidence of increased NFκB activation. For 
example, bronchoalveolar lavage–retrieved alveolar macro-
phages from patients with acute respiratory distress syn-
drome showed signifi cantly greater activation of NFκB than 
did those of control patients [ 22 ]. In studies of septic shock 
in adults, increased binding activity of NFκB in circulating 
leukocytes positively correlated with severity of illness and 
also differentiated survivors from nonsurvivors [ 23 – 25 ]. 
Thus, these observations provide increasing support for the 
concept that the NFκB pathway may be a valid therapeutic 
target in these disease states. This description of the classic 
pathway of NFκB activation is probably simplistic as we 
continue to gain insight into the multiple levels of regulation 
of NFκB- driven gene activation. For example, the subunits 
of NFκB are subject to various post-translational modifi ca-
tions (e.g., phosphorylation and acetylation), with important 
consequences on subcellular localization, subunit composi-
tion, and interaction with co-activator and/or co-repressor 
proteins [ 26 ]. In addition, alternative pathways from the IκK/
IκB-α pathway have been shown to activate NFκB [ 27 ]. As 
one example, the tyrosine phosphatase inhibitor pervanadate 
activated NFκB, but via tyrosine phosphorylation of IκB-α 
rather than serine phosphorylation and did not involve degra-
dation of IκB-α [ 28 ].

   An equally important task of the cell is to turn off acti-
vated pathways, and a well-described mechanism for deacti-
vating NFκB involves its own inhibitor, IκB. Because the 

    Table 21.2    Various genes regulated by nuclear factor-κB involved in 
critical illness   

 Cytokines and chemokines 
  Tumor necrosis factor-α 
  Interleukins-1, -2, -3, -6, and -12 
  CXCL8/interleukin 8 
  CXCL1/Gro-α 
  CXCL2/Gro-β 
  CCL3/Macrophage infl ammatory protein (MIP)-1α 
  CCL2/Monocyte chemotactic protein (MCP)-1 
  CCL5/RANTES 
  CCL11/eotaxin 
 Growth factors 
  Granulocyte-macrophage colony stimulating factor (GM-CSF) 
  Macrophage colony-stimulating factor (M-CSF) 
  Macrophage colony-stimulating factor (M-CSF) 
 Adhesion molecules 
  Intracellular adhesion molecule (ICAM)-1 
  E-selectin 
  Vascular cell adhesion molecule (VCAM)-1 
 Miscellaneous 
  Inducible nitric oxide synthase (iNOS) 
  C-reactive protein 
  5-Lipoxygenase 
  Cyclooxygenase (COX)-2 
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promoter region of the IκB-α gene contains NFκB consensus 
binding sites, NFκB activation induces de novo expression of 
its own inhibitor, IκB-α [ 29 ]. As a result, the newly synthe-
sized IκBα can move to the cytosol and block ongoing NFκB 
activation by reforming the heterotrimeric complex with p50 
and p65. In has also been shown that induced IκBα can bind 
activated NFκB in the nucleus and chaperone it to the cyto-
plasm to terminate NFκB-dependent transcription [ 30 ]. 
Recent investigations into the deactivation and regulation of 
NFκB suggest epigenetics mechanisms, specifi cally 
microRNA and histone acetylation, plan an important role 
(see Epigenetics section below) [ 31 ].   

    Mitogen-Activated Protein Kinase Pathways 

 Another transcription activating factor that mediates expres-
sion of a number of infl ammation-related genes is activat-
ing protein-1 (AP-1). The AP-1 family consists of various 
homodimers and heterodimers of the Jun (e.g., c-Jun), Fos 
(e.g., c-fos), or activating transcription factor (e.g., ATF2) 
proteins (reviewed in [ 32 ]). Various combinations of these 
proteins have been described, although the most commonly 
described AP-1  complex  is the heterodimer formed by c-jun 
and c-fos proteins. Activating protein-1 regulates a diverse 
set of cellular functions, including cell proliferation and 
growth, apoptosis, infl ammation, and tissue morphogenesis. 
Activation of AP-1 occurs in response to propagation of the 
upstream signal by an interwoven cascade of pathways known 

as the mitogen-activated protein kinase (MAPK) pathways 
(Fig.  21.2 , reviewed in [ 33 – 36 ]). Three MAPK pathways 
exist: the c-Jun NH2-terminal kinase (JNK) pathway (also 
called the  stress - activated MAPK  [SAPK] pathway); the 
extracellular-regulated protein kinase (ERK) pathway; and 
the p38 mitogen-activated kinase (p38 MAPK). All members 
of these MAPK families undergo activation via phosphoryla-
tion of threonine and tyrosine residues by upstream MAPK 
kinases (MKKs or MEKs), which are in turn activated via 
phosphorylation by upstream MKK kinase (MKKKs or 
MEKKs) (Fig.  21.3 ) [ 36 ]. Diverse sets of stimuli activate 
these pathways can broadly infl uence a variety of cellular 
functions relevant to infl ammation and critical illness.

      p38 Mitogen-Activated Protein Kinase 
Pathway 

 The p38 family of MAPK is composed of various isoforms 
(two α isoforms and β1, β2, γ, and δ) whose expressions 
are dictated in large part by cellular and tissue localization. 
For example, leukocytes express predominantly p38α and 
p38δ isoforms. Similar to the NFκB pathway, a number of 
stimuli activate this pathway, notably lipopolysaccharide, 
TNF, IL-8, and platelet activating factor, which in turn medi-
ates gene expression changes of several downstream targets 
described to play a critical role in numerous disease states 
(see Fig.  21.3 ) [ 34 ]. One of the key occurrences in acute lung 
injury is the infi ltration of leukocytes from the vascular space 
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into the lung, which is mediated by a coordinated effort of 
cytokines, chemokines, integrins, and adhesion molecules. 
As a result of the genes regulated by p38, this pathway 
likely plays a central role in this pathogenesis. For example, 
lipopolysaccharide- induced expression of TNF-α from both 
neutrophils [ 37 ] and macrophages [ 38 ] is augmented by p38 
activation via a process of mRNA stabilization. Similarly, 
TNF-α-mediated upregulation of E-selectin, which initiates 
the  rolling  phase of the leukocyte–endothelial cell adhesion 
cascade, is regulated in part through p38 activation of the 
transcription factor ATF2 [ 39 ]. The migration of adherent 
neutrophils from the vascular endothelium to the alveolus 
in acute lung injury is mediated by chemokines, such as 
CXCL8/IL-8, often induced by lipopolysaccharide or TNF- 
α, which is also dependent on p38 activation. Finally, the 
lung injury associated with infi ltration of neutrophils into the 
airspace is at least in part caused by release of toxic oxy-
gen radical species. Production of reactive oxygen species 
is catalyzed by NADPH oxidase of which a necessary sub-
unit is the p47 phox  protein. Phosphorylation and subsequent 
activation of p47 phox  by the p38 pathway appears necessary 
to the assembly of this complex [ 40 ]. One of the important 
endogenous counterregulators of the p38 pathway is the 
dual- specifi c phosphatase MKP-1, which deactivates p38 
via dephosphorylation as described below. Thus, given its 
ubiquitous role in mediating several events in leukocyte- 
mediated injury, the p38 MAPK pathway may be a valid tar-
get for inhibition in the hopes of attenuating infl ammatory 
responses.  

    JNK Mitogen-Activated Protein Kinase 
Pathway 

 Three principal JNK protein kinases have been identifi ed—
JNK-1 and JNK-2, which are ubiquitously expressed, and 
JNK-3, which appears restricted to the brain. JNK protein 
kinases are also phosphorylated on threonine and tyrosine 
residues by upstream kinases (MKK4/SEK1 and MKK7)    
(see Fig.  21.3 ) [ 33 ,  35 ]. MKK4 is promiscuous in being 
capable of activating both the JNK and p38 MAPK path-
ways, while MKK7, which is primarily activated by proin-
fl ammatory cytokines, is generally restricted to JNK 
activation [ 41 ,  42 ]. Upstream from MKK4/MKK7, the 
MKKK MEKK-1 appears to be responsible for downstream 
activation of the JNK pathway [ 43 ,  44 ]. 

 Using TNF-α as a stimulus, studies have elucidated the 
mechanisms by which initiation of the signal at the cell sur-
face is transduced through MEKK-1, resulting in JNK acti-
vation. TNF-α binding to the adaptor protein TRAF-2 caused 
receptor oligomerization with consequent binding to and 

activation of MEKK-1 [ 45 ]. Endotoxin stimulation of mono-
cytes also results in JNK activation with the observed down-
stream consequence of AP-1 complex formation and 
transcriptional activation of IL-1β expression [ 46 ,  47 ]. 
Similar to the observed counter-relationship between p38 
and MKP-1, lipopolysaccharide induced JNK activation is 
negatively modulated by the endogenous serine-threonine 
phosphatase PP2A [ 47 ]. A physical association between 
JNK and the regulatory subunit PP2A-A/α, in addition to 
other reports of signal transduction complexes composed of 
MAP kinases and regulatory phosphatases in association 
with scaffolding proteins, suggests that these  signalosomes  
may be critical regulatory components of infl ammatory cell 
signal transduction pathways [ 48 ]. As on-going studies con-
tinue to unravel the mechanisms by which signals are trans-
duced through these complex pathways, the precise roles of 
the JNK pathway in disease states such as sepsis and acute 
lung injury will be better understood to determine the valid-
ity of therapeutic measures aimed at its attenuation.  

    ERK Mitogen-Activated Protein Kinase 
Pathway 

 Although it was the fi rst identifi ed member of the MAPK 
pathways, less has been reported with regards to the potential 
role of the ERK pathway in infl ammatory diseases such as 
sepsis and acute lung injury. Two ERK isoforms exist, 
denoted as ERK1 and ERK2. The principal MAPKKK that 
activates the ERK1/2 is Raf, which in turn activates the 
MAPKKs MEK1 and MEK2 (see Fig.  21.3 ) [ 49 ,  50 ]. Raf 
activation is initiated by the G-coupled protein Ras, that can 
be stimulated by a number of growth factors, including epi-
dermal growth factor, platelet-derived growth factor, and 
transforming growth factor-β [ 51 ]. As a result, it is intuitive 
that ERK activation plays a primary role in cell growth and 
differentiation that may be vitally important to the repair 
process following tissue injury. The role for ERK does not 
appear restricted to this function, as investigators have 
reported additional functional consequences of ERK activa-
tion. For example, ERK activation was described following 
respiratory syncytial virus infection of lung epithelial cells, 
and production of CXCL8/IL-8 from these cells was attenu-
ated by ERK inhibition, suggesting a role for ERK in viral 
induced chemokine production [ 52 ]. ERK has also been 
shown to be important in the regulation of the MAPK path-
ways through an interaction with the dual specifi c phospha-
tases [ 53 ]. Thus, while data implicating the ERK MAPK 
pathway in critical illnesses remain limited, this pathway 
may ultimately play an important role in pathogen-mediated 
(e.g., viral) cell activation (Table  21.3 ).
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        Regulation of Signal Transduction Pathway 

 Signal transduction activation is necessary for cell survival 
and subsequent response to environmental stimuli but 
equally as important as activation is the deactivation or reset-
ting of the pathways once the stimuli are no longer present as 
a means of reestablishing cellular homeostasis. In fact, recent 
gene profi ling in pediatric patients with septic shock sug-
gests sepsis may result from down-regulation of several key 
immune function-related signal transduction pathways 
resulting in differential gene expression [ 54 ]. Although sev-
eral regulatory mechanisms exist, the chapter highlights 
three that appear important in regulating cellular responses 
in critical illnesses: phosphatase activation, inducible protein 
regulators and epigenetic mechanisms.  

    Phosphatases as Regulators 

 As mentioned above, the phosphorylated state of a protein 
refl ects a balance between phosphorylation mediated by pro-
tein kinases and dephosphorylation mediated by phospha-
tases. Protein phosphatases (PP) are categorized into three 
classes: those targeting serine and/or threonine residues (Ser/
Thr phosphatases); those targeting tyrosine phosphorylated 
residues (Tyr phosphatases); and dual-specifi c    phosphatases 
that can target either tyrosine or threonine residues 
(Table  21.4 ) [ 55 ]. Based on biochemical parameters, sub-
strate specifi city, and sensitivity to pharmacologic inhibitors, 
Ser/Thr protein phosphatases are further divided into two 
major classes. Type I phosphatases (e.g., PP1) can be inhib-
ited by two heat-stable proteins known as Inhibitor-1 (I-1) 

and Inhibitor-2 (I-2) and preferentially dephosphorylate the 
β-subunit of phosphorylase kinase. In contrast, type II PPs 
are insensitive to heat-stable inhibitors and preferentially 
dephosphorylate the α-subunit of phosphorylase kinase. 
Type II phosphatases are subdivided into spontaneously 
active (PP2A), Ca 2+ -dependent (PP2B), and Mg 2+ -dependent 
(PP2C) classes. Subtle but important structural differences in 
and around the catalytic site provide one component of sub-
strate specifi city. Also, additional regulatory proteins that 
bind to the catalytic subunits and in some instances comprise 
larger phosphatase complexes or holoenzymes afford addi-
tional substrate specifi city [ 56 ]. Detailed structural and enzy-
matic biochemistries of the various phosphatases have been 
elucidated, but this discussion is beyond the objective of this 
chapter. Instead, for additional information on the formal 
biochemistry of these enzymes the reader is referred to other 
excellent reviews [ 57 ,  58 ].

   Given the importance of reversible protein phosphoryla-
tion to a myriad of cellular functions, it is likely that the vari-
ous phosphatases regulate several important physiologic 
processes regulated by signal transduction pathways. For 
example, PP1 participates in glycogen metabolism, muscle 
contraction, protein synthesis, intracellular protein transport, 
and cell cycle [ 59 ]. Despite its ubiquitous role in these 
homeostatic cellular functions, whether PP1 plays a role in 
signaling pathways relevant to critical illness remains to be 
more completely defi ned. In contrast, much data suggest that 
PP2A plays a key role in the endogenous regulation of 
infl ammation-related signaling pathways. 

 For example, cell stimulation by either TNF-α or IFN-γ 
has been shown to activate sphingomyelinase, leading to the 
formation of ceramide. Ceramide is capable of mimicking 
the cytotoxicity of TNF-α and Fas by activating caspases that 

   Table 21.3    Partial list of genes regulated by activating protein-1/mito-
gen-activated protein kinase pathways   

 Infl ammatory mediators 
  Tumor necrosis factor-α 
  Interleukins-1, -2, -4, and -18 
  Inducible nitric oxide synthase (iNOS) 
  Arginine transporter 
 Transcriptional activators 
  c-fos/c-jun (self-activating mechanism) 
  Nuclear factor AT4 
 Adhesion molecules 
  Intracellular adhesion molecule (ICAM)-1 
  E-selectin 
  P-selectin glycoprotein ligand (PSGL)-1 
  Integrins (α, β 2  integrins) 
 Others 
  P47 phox  (component of NADPH oxidase complex) 
  Fas ligand 
  Tau (microtubule-associated protein) 
  Cyclooxygenase (COX)-2 

   Table 21.4    Classes of phosphatases related to critical illness   

 Serine/threonine 
phosphatases  Tyrosine phosphatases 

 Protein phosphatase 
(PP) family 

 Cytosolic protein tyrosine phosphatases 

  PP1   SHP-1 
  PP2A   SHP-2 
  PP2B   PTP-1B 
 PPM Family  Receptor-like protein tyrosine phosphatases 

(RPTPs) 
  PP2C   CD45 

  RPTPα 
 Low-molecular weight protein tyrosine 
phosphatases 
 T-cell protein tyrosine phosphatases 

 Novel members  Dual-specifi c phosphatases (DUSPs) 
  PP4/PPX   MKP-1 (DUSP-1) 
  PP6/PPV   MKP-2 (DUSP-4) 

  MKP-3 (DUSP-6) 
  MKP-5 (DUSP-10) CDC25 
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lead to apoptosis [ 60 ]. Of note, ceramide formation has also 
been described to activate what was previously termed 
 ceramide - activated protein phosphatase , which has been 
identifi ed as the trimeric form of PP2A [ 61 ]. As reviewed 
above, the AP-1 transcriptional activation pathway regulates 
expression of a number of infl ammatory mediators. The 
upstream kinases in the MAPK pathways are activated via 
phosphorylation principally of serine and threonine residues 
and as such are logical targets of Ser/Thr phosphatases [ 62 ]. 
Inhibition of PP2A by the small-t antigen [ 63 ], I-2 [ 64 ], or 
okadaic acid [ 47 ,  65 ] has been shown to result in hyper- 
phosphorylation and augmented activity of JNK. This 
increase in JNK activity was associated with increased 
AP-1–driven transcriptional activity and gene expression as 
evidenced by increased IL-1β expression [ 47 ] as well as IL-8 
[ 65 ]. The data with regards to PP2A regulation of the NF-κB 
pathway are less clear. Addition of phosphatase inhibitors to 
human T cells caused an increased activation of NFκB that 
correlated with hyperphosphorylation of IκB-α, and only 
recombinant PP2A, but not PP1 or PP2C, could dephosphor-
ylate IκB-α [ 66 ]. 

 In another biologic model, it was shown that respiratory 
syncytial virus infection of epithelial cells caused a persis-
tent activation of NFκB that was mediated by expression of 
the viral phosphoprotein P, which was shown to sequester 
and inhibit PP2A [ 67 ]. Together, these data suggest that 
PP2A may be a crucial negative modulator of the NFκB 
pathway. In contrast, Kray et al. [ 68 ] demonstrated that, in 
binding to the IκK-γ subunit, PP2A was necessary to fully 
achieve phosphorylation of IκK and activation of NFκB. 
Thus, although it appears certain that PP2A is a crucial mod-
ifi er of important signal transduction cascades, what precise 
effects it has appears to depend on the stimulus, cell type, 
and pathway examined such that further investigation into 
the role of this Ser/Thr phosphatase is warranted. 

 One of the other families of phosphatases that are clearly 
important to regulation of infl ammation-related signaling 
pathways is the dual-specifi city phosphatases (DUSPs), 
which have been shown to be key modulators of the MAPK 
pathways, thus they are referred to as  MAPK phosphatases  
(MKPs) [ 69 ]. Eleven MKPs have now been cloned all of 
which share a conserved catalytic domain and an amino- 
terminal non-catalytic domain. Several notable charac-
teristics distinguish the MKPs from previously reviewed 
phosphates. First, some of the MKPs (e.g.,  MKP-1) are 
transcriptionally induced by the same stimuli that activate 
the MAPKs, such as lipopolysaccharide [ 53 ,  70 ]. Second, 
many of the MKPs show tremendous substrate specifi c-
ity as exemplifi ed by MKP-3 (Pyst1), which demonstrates 
nearly 100- fold more activity toward ERK2 than p38 [ 71 ]. 
Third, expression of some of the MKPs can be transient 
as shown for MKP-1, which can be targeted for ubiquitin 
mediated proteasomal degradation similar to IκB-α [ 72 ]. 

Finally, MAPK inactivation may be governed by specifi c 
protein–protein interactions with MKPs as demonstrated 
for MKP-3 whose binding of its noncatalytic domain to 
ERK2 results in substantial enhancement of MKP-3 phos-
phatase activity [ 73 ]. Thus, by modulation of the MAPK 
pathways the MKPs are key regulators of the infl ammation.  

    Intracellular Protein Modulators 

 Three inducible intracellular proteins, IRAK-M, suppressors 
of cytokine signaling (SOCS) proteins and A20, are impor-
tant in the regulation of key pathways activated by TLR stim-
ulation. IRAK-M, a member of the IRAK family, is 
predominantly expressed in monocytes and macrophages 
[ 74 – 76 ] and regulates the production of IL-12, IL-6 and 
TNF-α in response to LPS stimulation [ 74 ]. Unlike other 
members of the IRAK family, IRAK-M has no kinase activ-
ity and the exact mechanism by which IRAK-M regulates 
TLR signaling has not been fully delineated. 

 A second inducible inhibitor of TLR signaling is the 
family of SOCS proteins. Eight SOCS proteins have been 
identifi ed, each being induced by a variety of cytokines as 
well as PAMPS (e.g. LPS) [ 77 ]. SOCS regulates TLR sig-
naling as an E3 ubiquitin ligase promoting the degradation 
of proteins involved in the signaling pathways activated by 
TLR stimulation [ 77 ]. An example of the importance of 
SOCS in regulating the pathways involved in cellular 
response in critical illness is the results from investigations 
regarding SOCS 1, whereby SOCS 1 −/−  mice were demon-
strated to be hyper- responsive to LPS challenge resulting in 
increased serum levels of TNF-α as well as increased 
 mortality [ 78 ,  79 ]. 

 A20 is a third inducible enzyme that provides a negative 
feedback loop during NFκB activation [ 80 ]. Once activated 
NF-κB induces the expression of A20 [ 81 ], which in turn 
decreases NFκB activity via a ubiquitin-editing function in 
which A20 has both peptidase and ligase activity [ 82 ].  

    Epigenetic Mechanisms as Regulators 

 Epigenetics describes the processes involved in heritable 
changes in genomic function that are not passed on through 
changes in DNA sequences [ 83 ] and has only recently 
become a focus of intense investigation in the regulation of 
cellular responses to environmental stimuli. Three epigen-
etic mechanisms of regulation have been described: DNA 
methylation, histone post-translational modifi cations and 
non- coding RNA silencing. Of these three mechanisms, 
post-translational histone modifi cations and the specifi c non- 
coding RNA, microRNA, have been most extensively stud-
ied as being involved in critical illness. 
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    Histone Modifi cations 

 Epigenetic modifi cations of chromatin structure play a 
crucial role in controlling gene expression by creating two 
conformations of chromatin: heterochromatin or euchroma-
tin. Heterochromatin is tightly packed chromatin that lim-
its access to the promotor regions of DNA thereby limiting 
gene induction and constitutes what is described as a “gene 
off” state. Euchromatin is a more loosely packed chromatin 
state that readily allows for access to the promoter regions 
constituting a so-called “gene on” state. Eukaryotic DNA is 
wound around an octomer of histone proteins (H2A, H2B, 
H3, H4), forming a nucleosome. Chromatin remodeling 
complexes (CRCs) are recruited to promoter sites by bound 
transcription factors and can modify histones resulting in 
either confi rmation of the chromatin [ 84 ]. Possible histone 
modifi cations include methylation, phosphyloration and 
acetylation and have been linked to the regulation of the host 
infl ammatory response [ 84 ]. Evidence suggesting a role of 
epigenetics in the regulation of cellular response to stimuli 
in critical illness includes the evidence that inhibition of his-
tone deacetylase enzymes results in the reduced production 
of TNF-α and nitric oxide [ 85 ] as well as IL-10 [ 86 ] produc-
tion in response to cellular stimulation. Histone deacetlyase 
inhibitors have also been shown to decrease the activation of 
macrophages and dendritic cells resulting in an imbalanced 
between Th1 and Th2 cells [ 87 ]. In addition to the immediate 
impact of histone modifi cations, Wen et al. showed that his-
tone modifi cations regulate the dendritic cell production of 
IL-12 resulting in long-term immunosuppression [ 88 ]. Thus 
several lines of evidence suggest a regulatory role for histone 
modifi cations in response to the infl ammatory response to 
pathogens.  

    microRNA 

 MicroRNAs are small 18–22 nucleotide strands of RNA that 
post-transcriptionally regulate cellular processes. They are 
transcribed non-coding regions of the genome into primary- 
miRNA complexes, which are cleaved into pre-miRNA, 
shorter stem-loop complexes, by the RNase Drosha [ 89 ]. 
Pre-miRNA is transported from the nucleus to the cytoplasm 
by the Exportin 5 complex. The pre-miRNA are then pro-
cessed by the Dicer enzyme complex into mature-miRNA 
[ 90 ], which are loaded into the RNA-induced silencing com-
plex (RISC) [ 89 ] where they combine with 3′-UTR region of 
the target mRNA resulting to the degradation or repression 
of the target mRNA [ 89 ]. 

 Expression profi ling of human monocytes following LPS 
stimulation revealed increases in miR-146a/b, miR-132 and 
miR-155 [ 91 ]. MiR-146 was subsequently shown to down 
regulate IRAK-1 and TRAF-6 [ 91 ]. IL-1β signaling is also 

negatively regulated by miR-146 regulating the production 
of both IL-8 and RANTES in lung alveolar epithelial cells 
[ 92 ]. Recently mir-146 has also been shown to interfere with 
the NFκB pathway by promoting the binding of the inhibitor 
RelB to NFκB binding sites in promoters [ 93 ]. Additionally, 
miR-155 was also found to be induced by TLR 2, 3, 4 and 9 
ligands as well as TNF-α suggesting a broad acting role for 
miR-155 in the innate infl ammatory host response [ 94 ]. In 
a mouse model of sepsis, miR-155 and mir-125b were both 
induced in response to LPS [ 95 ]; while studies in transgenic 
mice lacking functional miR-155 suggest a negative regula-
tory role for miR-155 in response to LPS [ 95 ]. Thus, while 
the extent to which microRNAs regulate the host infl amma-
tory response is not fully defi ned, several lines of evidence 
are establishing their importance as a potential negative 
 regulating mechanism.   

    Conclusion 

 Signal transduction provides the cellular basis for sensing 
extracellular changes or pathologic stresses and transmit-
ting this signal to the transcriptional machinery capable 
of mounting a response on the basis of gene expression. 
The vast complexity, remarkable inter-connectedness, 
and substantial redundancy of the myriad of signal 
transduction pathways create an enormous challenge to 
deciphering their precise roles in biology, particularly in 
disease states as complex as those faced in the pediatric 
intensive care unit. In addition to this complexity, many 
of the scientifi c fi ndings reported are often cell type-, 
stimulus-, and model-specifi c limiting the extrapolation 
of the data to other conditions. Thus, the goal remains to 
more fully understand the molecular processes at play 
using both a reductionist (i.e., single pathway) and a 
more comprehensive (i.e., genomics, proteomics, clinical 
studies) approach to identify potential therapeutic targets 
within a relevant pathway. Surely as our methodologic 
approaches advance, our understanding of the molecular 
and biochemical regulation of signaling pathways will 
continue to grow at an extraordinary rate. The key will 
be translating this improved understanding into more 
effective therapeutic approaches directed toward improv-
ing the outcomes of critically ill children. Signal trans-
duction is the language of the cells; to achieve this lofty 
goal, we too must become fl uent in this  sophisticated 
 molecular language.     
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        Introduction 

 Many of the processes that contribute to the development 
of critical illness (e.g. sepsis, trauma, cardiopulmonary 
bypass, major surgery) are characterized by an initial pro- 
infl ammatory insult. Indeed, the classic signs and symp-
toms of sepsis including fever, capillary leak, and abnormal 
vascular tone can be replicated by the infusion of pro- 
infl ammatory mediators into a healthy host [ 1 ]. In fact, it is 
often the exaggerated host response that is responsible for 
organ dysfunction in the setting of critical illness, rather 
than exogenous factors. For the vast majority of biological 
processes, however, counter-regulatory mechanisms exist 
to promote restoration of homeostasis. The infl ammatory 

    Abstract 

 Many forms of critical illness are characterized, at their onset, by a pro-infl ammatory insult. 
Counter- regulatory, anti-infl ammatory processes also exist in order to promote immuno-
logic homeostasis. These processes are driven by, and modulate, the innate and adaptive 
arms of the immune system and are, in part, mediated by cytokines and chemokines. While 
surges in these pro- infl ammatory mediators clearly produce many of the signs and symp-
toms of critical illness, the resultant anti- infl ammatory surge has associated consequences 
as well. Systemic cytokine levels and leukocyte mRNA expression patterns suggest signifi -
cant dysregulation of the infl ammatory response in critical illness, though immune function 
testing is likely to be important as well. Severe reductions in innate and adaptive immune 
function following the onset of critical illness have been reported with increased risks for 
nosocomial infection and death across a wide array of adult and pediatric forms of critical 
illness. Immune monitoring and modulation trials are badly needed in the ICU, as growing 
evidence suggests that severe critical illness-induced immune suppression, or immunopa-
ralysis, is reversible with potentially benefi cial effects on outcomes. In addition, it appears 
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tions and transfusions, are likely to be inadvertently immunomodulatory. The role of these 
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response is no different, with multiple anti-infl ammatory 
mediators playing this crucial role in restoring balance to the 
immune response in the setting of serious illness or injury. 
Unfortunately the scales can tip too far in the direction of 
these anti- infl ammatory mediators, resulting in a form of 
acquired immunodefi ciency that has, itself, been associated 
with adverse outcomes from critical illness in adults and 
children. 

 The regulation and function of the immune system in the 
setting of an infl ammatory insult is exceedingly complex. 
Central themes, however, emerge and form the focus of this 
chapter which will provide a framework for understanding 
the importance of immunologic balance between pro- and 
anti-infl ammatory forces in the critically ill patient. This 
will begin with a review of cellular elements and circulat-
ing mediators that comprise the infl ammatory response in 
humans. Evidence for the role of both the pro- and anti- 
infl ammatory responses in the pathogenesis of critical ill-
ness will then be reviewed. Finally the potential roles for 
immune monitoring and modulation in the critically ill or 
injured child will be discussed. While not an exhaustive 
review, this chapter provides a solid foundation for under-
standing the infl ammatory response in the pediatric inten-
sive care unit (PICU).  

    Cellular Elements 

    Innate Immunity 

 The cellular elements of the immune system can be divided 
roughly into two groups: innate and adaptive immune cells. 
Innate immune cells include neutrophils, monocytes, mac-
rophages, and dendritic cells. Most innate immune cells 
are of myeloid origin and respond to pathogens through 
ligation of receptors that recognize pathogen-associated 
molecular patterns (PAMPs). These PAMPs include broad 
classes of molecules which are not present on mammalian 
cells and include lipopolysaccharide (LPS), peptidoglycan 
(PG), lipoteichoic acid (LTA) and mannose. Examples of 
innate immune cell PAMP receptors include the toll-like 
receptors (TLR), NOD- like receptors (NLR), and mannose 
receptors (reviewed in [ 2 ,  3 ]). Interestingly, some innate 
immune cells can also be activated by damage- or danger-
associated molecular patterns (DAMPs) including ATP, 
uric acid, heat shock proteins, and DNA (reviewed in [ 4 ]). 
In addition, innate immune cells can be activated, or their 
function further modulated, by the action of circulating 
cytokines. 

 Innate immune cells, once activated, should respond 
robustly from their fi rst exposure to a PAMP. In contrast to 
adaptive immune cells, which typically require antigen pre-
sentation and a period of clonal expansion to achieve maxi-
mal responsiveness, an innate immune cell should produce a 
maximal response quickly. Accordingly, innate immune 

cells are thought to drive the early infl ammatory response to 
critical illness. The monocyte, by virtue of its broad array of 
functions and its accessibility in whole blood for study, is 
often viewed as a window into the innate immune system in 
critical illness. A normal, activated monocyte carries out all 
of the functions of the innate immune system, namely sur-
veillance for and phagocytosis of pathogens, intracellular 
killing of pathogens, presentation of antigenic peptides on 
cell surface molecules such as human leukocyte antigen 
(HLA)-DR, and the production of pro-infl ammatory cyto-
kines which make the local environment more favorable for 
clearance of infection (Fig.  22.1 ).

       Adaptive Immunity 

 Lymphocytes comprise the cellular elements of the adaptive 
immune system. They differ from innate immune cells in 
their lymphoid bone marrow origins, their typical require-
ment for antigen presentation in order to become activated, 
and the time course required for maximal response. Most 
lymphocyte responses, due to the time necessary for antigen 
presentation and clonal expansion, peak in the days follow-
ing an insult, though this process is accelerated in the setting 
of repeated exposure to a given antigen (i.e. the memory 
response). Lastly, lymphocyte responses are notable for their 
extreme antigen specifi city, with a given lymphocyte being 

(a). Phagocytosis
(b). Intracellular

killing

(c). Antigen
presentation

(HLA-DR)

(d). Cytokine
production

TNFα

TNFα

TNFα

  Fig. 22.1    Functions of an activated monocyte. This fi gure shows an 
electron micrograph of an activated monocyte (20,000X) that is 
engaged in phagocytosis of a pathogen ( a ) and intracellular killing ( b ). 
Other functions of activated innate immune cells include the presenta-
tion of processed antigen on cell-surface molecules such as HLA-DR 
( c ) and the production of pro-infl ammatory cytokines such as TNFα 
(alpha) ( d )       
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capable of activation only by a highly distinct peptide 
sequence that is determined through gene rearrangement in 
the course of lymphocyte development. 

 Lymphocytes can be further classifi ed into B cells and T 
cells. B cells, once activated, become plasma cells which are 
responsible for antibody production. T cells, by contrast, 
produce cytokines and modulate the local environment to 
perpetuate or resolve the infl ammatory response. The naïve 
T cell can differentiate into one of a number of different sub-
types depending on the cytokine milieu in which it becomes 
activated. Though the number of subtypes currently known 
exceeds the scope of this chapter, it is reasonable to mention 
a few. T-helper (T H )-1 cells are CD4+ cells that produce pro- 
infl ammatory cytokines, while T H -2 cells typically produce 
anti-infl ammatory cytokines. T H 17 cells are potently pro- 
infl ammatory through their production of the cytokine inter-
leukin (IL)-17 [ 5 ]. Conversely, regulatory T cells (T reg ) are 
potently anti-infl ammatory through production of IL-10 and 
transforming growth factor (TGF)-β (beta), and through 
direct cell contact-mediated inhibition. T reg  can be identifi ed 
by cell surface markers (CD4+, CD25+, CD127 lo ) and by 
their expression of the transcription factor FOXP3 [ 6 ]. Lastly 
CD8+ cytotoxic T cells and natural killer (NK) cells serve as 
main lines of defense against virally infected and malig-
nantly transformed cells.   

    Cytokines and Chemokines 

 Many of the clinical effects of systemic infl ammation such as 
fever, capillary leak, and organ dysfunction are the results of 
actions of soluble mediators of the infl ammatory response 
known as cytokines and chemokines. A limited list of these 
mediators, along with their cells of origin and actions, are 
listed in Table  22.1 . These proteins are produced by innate 
and adaptive immune cells, as well as by vascular endothe-
lium and other parenchymal cells. Pro-infl ammatory cyto-
kines act on immune and other cells in order to make the 
local environment more favorable to fi ghting infection or 
healing injured tissues. Chemokines serve as chemoattrac-
tants along whose concentration gradients immune cells 
migrate to the site of infection or injury. All of these things 
have the potential to be benefi cial to the host in the setting of 
a localized infection. For example, elevated temperature, 
vasodilation, and increased capillary permeability (to allow 
immune cells and antimicrobial peptides access to the 
infected region) would improve the host’s ability to contain 
and fi ght a localized infection. When these mediators spill 
over into the systemic circulation, however, they exert their 
effects in a widespread manner which results in the systemic 
infl ammatory response syndrome (SIRS) and can lead to 
organ failure and death.

Mediator

Source
Effects

Innate Adaptive

IL-1β (beta)
Innate immune cell and T-cell activation, fever,
vasodilation

TNFα (alpha)
Innate immune cell and endothelial activation,
fever, vasodilation, apoptosis

IFNγ (gamma) Pro-inflammatory lymphocyte activation

IL-2 Pro-inflammatory lymphocyte activation

IL-17-1α (alpha)
Pro-inflammatory lymphocyte activation, innate
immune cell activation, endothelial activation

GM-CSF Innate immune cell growth and activation

MIF Macrophage activation and inhibition of migration

IL-8 Neutrophil migration and activation

MIP Innate immune cell migration and activation

MCP-1 Innate and adaptive cell migration

IP-10 Innate immune and T-cell migration

RANTES Innate immune cell migration and activation

IL-6
Acute phase response, promotion of anti-
inflammatory T-cell response

IL-10
Promotion of anti-inflammatory innate and
adaptive immune cell phenotype

TGF-β (beta)
Promotion of anti-inflammatory innate and
adaptive immune cell phenotype

sTNFr Binding and inactivation of plasma TNFα (alpha)

IL-1ra Blockade of IL-1β (beta) receptor action

   Table 22.1    Cytokines and 
chemokines       
 

 White boxes represent pro-infl ammatory cytokines, grey boxes represent chemokines, diagonally hatched box 
represents a mixed-function cytokine, vertically hatched boxes represent anti-infl ammatory cytokines 
  IL  interleukin,  TNF  tumor necrosis factor,  IFN  interferon,  GM-CSF  granulocyte macrophage colony-stimulating 
factor,  MIF  macrophage migration inhibitory factor,  MIP  macrophage infl ammatory protein,  MCP  macrophage 
chemoattractant protein,  IP  interferon gamma- induced protein,  RANTES  chemokine regulated on activation of 
normal T-cells expressed and secreted,  TGF  transforming growth factor,  sTNFr  soluble TNF receptor,  IL-1ra  IL-1 
receptor antagonist 
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   Accordingly, counter-regulatory mechanisms exist which 
halt this pro-infl ammatory cascade. Anti-infl ammatory cyto-
kines are produced in response to pro-infl ammatory signals 
and serve to down-regulate the responsiveness of innate and/
or adaptive immune cells (IL-10, TGFβ) or to inactivate pro- 
infl ammatory mediators themselves (sTNFr, IL-1ra). Also, 
lymphocyte apoptosis is, as discussed below, a prominent 
sequela of critical illness, thereby further negatively regulat-
ing the infl ammatory response [ 7 ]. Collectively, this process 
is known as the compensatory anti-infl ammatory response 
syndrome (CARS). If this system works well, the host expe-
riences a transient pro-infl ammatory response which is lim-
ited to the area of local infection or injury and is promptly 
turned off by the anti-infl ammatory response before systemic 
infl ammation can result. In the setting of critical illness, 
however, a massive pro-infl ammatory response often begets 
a pathologic anti-infl ammatory response, both of which can 
have major consequences for the patient.  

    The Infl ammatory Response in Critical Illness 

    Circulating Cytokine Levels 

 It has long been understood that an excess of pro- infl ammatory 
mediators is harmful in the setting of critical illness. The tim-
ing of cytokine production is an important factor in under-
standing the infl ammatory response in the ICU (Fig.  22.2 ). 
Cytokines such as TNFα and IL-1β tend to peak very early 
following a pro-infl ammatory insult, and may be declin-
ing in the plasma by the time the patient reaches the ICU. 
Biomarkers such as IL-6 and IL-8 are produced by a wider 
variety of tissues in response to pro- infl ammatory cytokines 
(as well as PAMP and DAMP signals) and elevations in their 
plasma levels are more sustained following the onset of ill-
ness. Accordingly, elevations in plasma levels of IL-6 [ 8 – 10 ] 
and/or IL-8 [ 11 ,  12 ] have been most consistently associated 
with adverse outcomes from critical illness and injury in adults 
and children. It should be noted that IL-6 is a pleiotropic cyto-
kine, in that it induces the hepatic acute phase response and 
is, as such, pro- infl ammatory, but is also is known to have 
anti-infl ammatory properties [ 13 ]. It should also be under-
stood that therapies targeting individual pro-infl ammatory 
cytokines have been attempted without success in multiple 
clinical trials in the setting of sepsis in adults [ 14 – 16 ].

   Not long after the TNFα and IL-1β signals begin to fade, 
plasma levels of anti-infl ammatory cytokines such as IL-10 
and IL1-ra begin to rise [ 17 ]. Again, because there is fre-
quently a delay of hours or more between the time of illness 
onset and presentation to the ICU, many patients already 
have high plasma levels of anti-infl ammatory mediators 
at the time of blood sampling. Perhaps paradoxically, sys-
temic elevations of IL-10 have been associated with adverse 
 outcomes from pediatric critical illness alongside  elevations 

in markers of the pro-infl ammatory response such as IL-6 
[ 18 – 21 ]. This scenario of simultaneous activation of pro- 
and  anti-infl ammatory responses, sometimes referred to as 
the mixed cytokine response or “cytokine storm”, can be 
explained in part by the overlapping time courses of cytokine 
elaboration and the ongoing production of pro-infl ammatory 
mediators by injured parenchymal cells. Circulating plasma 
cytokine levels, however, are unlikely to be suffi cient to fully 
characterize the immune response to critical illness.  

    Gene Expression Profi ling 

 Several investigators have recently evaluated gene expres-
sion in circulating white blood cells in the setting of critical 
illness. Tang et al. [ 22 ,  23 ] and Wong et al. [ 24 ,  25 ] in adults 
and children respectively, have evaluated leukocyte mRNA 
expression levels in samples from septic patients and have 
found evidence for both activation and suppression of infl am-
mation-related genes. The pediatric data speak most strongly 
to down-regulation of genes important for adaptive immune 
activation, with concomitant activation of genes important 
for signaling in innate immune cells [ 26 – 28 ]. Transcriptome 
analysis has also been carried out longitudinally in adults fol-
lowing critical traumatic injury. Xiao et al. similarly demon-
strated upregulation in expression of innate immune signaling 
pathway elements with down-regulation of adaptive pathway 
members [ 29 ]. Together, these fi ndings have resulted in com-
peting models of the infl ammatory response in critical illness 
and injury (Fig.  22.3 ). In the sequential model (a), an infl am-
matory stimulus results fi rst in the SIRS response, followed 
temporally by the CARS response. In the simultaneous 
model (b), pro- and anti- infl ammatory pathways are affected 
at the same time, with the severity and duration of activation 
being related to outcomes. In order to reconcile these mod-
els, it is necessary to evaluate  functional  aspects of the 
immune response in the critically ill patient.

IL-6

IL-8
TNFα

IL-10

IL-1ra
IL-1β

Typical
presentation window

Time from illness onset

  Fig. 22.2    Timeline of cytokine production following a pro- 
infl ammatory insult. Pro-infl ammatory innate immune cytokines 
including TNFα (alpha) and IL-1β (beta) are elaborated and fade 
quickly following illness onset. Plasma levels of these mediators may 
already be in decline by the time a critically ill patient presents to the 
ICU. This is followed by more sustained production of IL-6 and IL-8, 
often by non-immune cells, in response to the earlier TNFα (alpha) and 
IL-1β (beta) peaks. Compensatory upregulation of anti-infl ammatory 
mediators such as IL-10 and IL-1ra follows       
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        Immunoparalysis 

    Innate Immunity 

 In the 1980s and 1990s, several investigators reported 
adverse outcomes associated with impaired innate immune 
function in the setting of adult trauma [ 30 – 32 ], surgery 
[ 33 ,  34 ], and sepsis [ 35 ]. These studies initially focused 
on reductions in monocyte HLA-DR expression as mea-
sured by fl ow cytometry, with levels <30 % being asso-
ciated with increased risks for secondary infection and 
death. This severe reduction in antigen presenting capac-
ity was termed “immunoparalysis” and is thought to be 
mediated by internalization of HLA-DR molecules from 
the monocyte cell surface in response to anti-infl ammatory 
mediators such as IL-10 [ 36 ]. These fi ndings have since 

been confi rmed in adults with transplantation [ 37 ], pancre-
atitis [ 38 ], burns [ 39 ], and septic shock [ 40 ]. In addition, 
marked reduction in monocyte HLA-DR expression has 
been associated with increased secondary infection and 
mortality risks in children with multiple organ dysfunction 
syndrome (MODS) [ 41 ] and following cardiopulmonary 
bypass [ 42 ]. 

 The phenomenon of immunoparalysis extends beyond 
antigen presentation, however. As noted earlier, another 
important function of the monocyte is to produce pro- 
infl ammatory mediators in response to a new challenge. 
This can be tested ex vivo by stimulation of whole blood 
with a standardized LPS-stimulation solution. Blood 
from normal subjects (adult or pediatric) produces robust 
amounts of TNFα (alpha) upon ex vivo LPS stimula-
tion. Blood  samples from subjects with innate immune 
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  Fig. 22.3    Models of the immune response to critical illness. 
( a )  Sequential model : An infl ammatory stimulus results in a surge of 
pro- infl ammatory mediators (SIRS) followed temporally by an anti-
infl ammatory phenotype (CARS) which, if persistent, is associated 
with increased risks for new infection and death. ( b )  Simultaneous 

model : In this model, pro- and anti-infl ammatory systems are activated 
simultaneously, with the magnitude and duration of activation being 
predictive of adverse outcomes. In both models, restoration of immuno-
logic balance is associated with favorable outcomes       
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 suppression make  reduced  amounts of TNFα upon ex vivo 
stimulation. Depending on the stimulation protocol being 
used, specifi c thresholds of ex vivo LPS-induced TNFα 
production capacity can be identifi ed that can identify 
the immunoparalyzed patient. Severe reductions in TNFα 
response have been associated with adverse outcomes in 
adults with trauma [ 43 ], and sepsis [ 44 ] as well as in chil-
dren with MODS [ 41 ,  45 ,  46 ], respiratory syncytial virus 
(RSV) infection [ 47 ], infl uenza infection [ 18 ], and children 
following cardiopulmonary bypass [ 19 ,  20 ]. A summary 
of innate immune function studies in critically ill children 
to date is presented in Table  22.2 . In sum, despite tran-
scriptome-level and plasma cytokine level data suggesting 
activation of the innate immune response, functional data 
suggest a net  suppression  of antigen presenting capacity 
and cytokine production capacity in many children and 
adults who experience morbidity and mortality from criti-
cal illness.

       Adaptive Immunity 

 Lymphocytes also appear to be affected by the wave of 
immune suppression that often follows the onset of critical 
illness. Hotchkiss et al. have repeatedly demonstrated 
marked lymphocyte apoptosis in adult sepsis non-survivors 
[ 48 ,  49 ]. Further, they have demonstrated impaired lympho-
cyte cytokine production capacity and upregulation of the 
pro-apoptotic/inhibitory PD-1 receptor on the remaining 
lymphocytes in their septic patients [ 49 ]. 

 A strong relationship between severe lymphopenia (abso-
lute lymphocyte count <1,000 cells/mm 3 ) and secondary infec-
tion and mortality risks has also been reported in children with 
MODS [ 50 ]. Lastly, it appears that highly anti- infl ammatory 
regulatory T cells are resistant to the pro-apoptotic environ-
ment in critical illness. Venet and Monneret have demon-
strated increased relative [ 51 ] and absolute numbers [ 52 ] of 
immunosuppressive T reg  in adults with septic shock.  

    Reversal of Immunoparalysis 

 A growing body of evidence suggests that immunoparalysis 
is reversible, potentially with benefi cial effects on outcomes. 
Interferon-γ has been used to improve monocyte function ex 
vivo [ 53 ], and in vivo [ 44 ] in critically ill adults. Granulocyte 
macrophage colony-stimulating factor (GM-CSF) has also 
been used in the ICU to restore innate immune function in 
adults in vivo [ 54 – 56 ]. To date there has been a single small 
pediatric randomized controlled trial which also suggested 
that ex vivo LPS-induced TNFα production capacity could 
be restored in immunoparalyzed children with MODS using 
GM-CSF therapy, with an accompanying reduction in risk 
for the development of secondary infection [ 41 ]. It is note-
worthy that in these adult and pediatric studies, restoration of 
innate immune function was  not  associated with an increase 
in systemic infl ammation as measured by plasma cytokine 
levels. Treatment of critical illness-induced adaptive immune 
suppression in adults has also been proposed using agents 
such as IL-7 and anti-PD-1 therapy [ 57 ].   

   Table 22.2    Summary of clinical studies of innate immune function in critically ill children   

 Population  N  Findings  Reference 

 MODS  30  Reduced ex vivo LPS-induced TNFα (alpha) production capacity was associated with mortality. 
This was also associated with increased plasma IL-10 levels and monocyte mRNA levels of  IL10  

 [ 45 ] 

 Sepsis-induced 
MODS 

 24  Reduced ex vivo LPS-induced TNFα (alpha) production capacity was associated with failure to 
recover neuroendocrine function and with mortality 

 [ 46 ] 

 MODS  70, 14  Reduced ex vivo LPS-induced TNFα (alpha) production capacity and monocyte HLA-DR expression 
were associated with increased risks for secondary infection and mortality. In a small, associated 
randomized controlled trial, GM-CSF was effective in reversing immunoparalysis with an associated 
reduction in secondary infection risk 

 [ 41 ] 

 CPB  82  Post-operative reduction in monocyte HLA-DR expression was associated with increased risk for 
development of sepsis/SIRS 

 [ 42 ] 

 CPB  36  Post-operative reduction in ex vivo LPS-induced TNFα (alpha) production capacity and elevation 
in plasma IL-10 levels were associated increased risk of post-operative complications 

 [ 20 ] 

 CPB  92  Post-operative reduction in ex vivo LPS-induced TNFα (alpha) production capacity and elevation 
in plasma IL-10 levels were associated with increased risk for development of secondary infection. 
Epigenetic modifi cation of the  IL10  promoter region is implicated 

 [ 19 ] 

 Infl uenza  52  First multi-center study of innate immune function in critically ill children demonstrated a strong 
association between early reduction in ex vivo LPS-induced TNFα (alpha) production capacity 
and mortality from infl uenza. This association was strongest in children co-infected with  S. aureus  

 [ 18 ] 

 RSV  80  Reduced ex vivo LPS-induced TNFα (alpha) production capacity was associated with increased 
disease severity and longer ICU stay 

 [ 47 ] 

   MODS  multiple organ dysfunction syndrome,  CPB  cardiopulmonary bypass,  RSV  respiratory syncytial virus  
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    Tipping the Scales 

 In addition to overt immunomodulation with drugs like 
GM-CSF, along with intentional immunosuppression with 
agents like myeloablative chemotherapy, glucocorticoids, 
and transplant rejection prophylaxis, it is essential to 
acknowledge the inadvertent ways in which ICU therapies 
affect immune function. Many of the agents that make up the 
ICU pharmacopeia have immunomodulatory properties that 
are distinct from their intended uses. For example, opiates 
[ 58 ,  59 ], benzodiazepines [ 60 ], and insulin [ 61 ] have anti- 
infl ammatory properties. Catecholamines can be both pro- 
and anti-infl ammatory [ 62 ]. Red blood cell transfusion may 
well be immunosuppressive as well, particularly as a func-
tion of increasing storage age [ 63 – 65 ].  

    Conclusion 

 The restoration of balance between pro- and anti- 
infl ammatory mediators is crucial to recovery from criti-
cal illness while maintaining host defense against new 
infection and promoting organ recovery. The natural com-
pensatory mechanisms for restoring homeostasis are often 
themselves dysfunctional in the highly artifi cial environ-
ment of the ICU, in which patients are often shepherded 
through massive infl ammatory insults only to suffer com-
plications related to secondary, acquired immunosuppres-
sion. Specifi c etiologies of immunoparalysis, particularly 
genetic determinants, remain elusive, but evidence is 
mounting that the achievement of normal innate and 
adaptive immune function is both possible and important 
for uncomplicated recovery. It remains unknown whether 
innate or adaptive immune function (or both) represents 
the most appropriate target for therapy in the immunopa-
ralyzed individual. Additional research is needed to 
understand the immunomodulatory effects of our ICU 
therapies, to identify optimal immune monitoring regi-
mens, and to design immunostimulatory therapies to pro-
mote immunologic balance in the critically ill child.     
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    Abstract 

 The study of mediators and pathways of oxidative stress and nitrosative stress have been 
underway for decades, but the role of free radicals in the pathogenesis and treatment of 
disease remains incompletely understood. Recent years have seen a rapid escalation in 
research concerning the links between cellular mechanisms of disease and the clinical man-
agement of injury and illness. Reactive oxygen species and reactive nitrogen species are 
now understood to play a signifi cant role in disordered cellular processes as well as having 
key regulatory roles in normal cellular physiology and healing. This chapter is focused on 
oxidative and nitrosative stress as it translates to the practice of pediatric critical care. The 
fi rst part of this chapter reviews some fundamental concepts of oxidative and nitrosative 
regulation and stress. The roles of reactive oxygen and nitrogen species in select aspects of 
normal cellular homeostasis and physiologic function including endothelial function, 
immune system regulation and mitochondrial respiration are presented in the second part. 
The fi nal section of this chapter discusses the role of these free radicals in select disease 
states chosen for their particular relevance to pediatric critical care.  
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        Introduction 

    Reactive Oxygen Species and Reactive 
Nitrogen Species 

 Reactive Oxygen Species (ROS) are oxygen-containing mol-
ecules that react avidly with proteins, nucleic acids, and lip-
ids. The bioactivity of macromolecules can be changed by 
ROS via oxidation, cross-linking, denaturation and altered 
tertiary and quaternary structure of proteins, DNA breakage 
and mispairing, and the peroxidation of lipids and aldehyde 

generation. While some ROS such as hydrogen peroxide 
(H 2 O 2 ) contain paired electrons, they are most frequently 
free radicals, containing a highly reactive unpaired electron. 
The primary ROS is superoxide (O  2  − ·  ) which is produced by 
the reaction of an electron with one of the two unpaired elec-
trons in the outer shell of molecular oxygen. Superoxide can 
be produced by electron shift in heme proteins, arachidonic 
acid metabolism, and direct radiant injury to molecular 
 oxygen, as well as by enzymes of the cytochrome P450 and 
nitric oxide synthase (NOS) families, xanthine oxidase, 
nitric oxide synthase, and aldehyde oxidase [ 1 – 7 ]. However, 
physiologically relevant superoxide is predominantly pro-
duced by the reaction of electrons leaked from complexes I 
and III in the mitochondrial electron transport chain with 
molecular oxygen [ 8 – 10 ]. It is suggested that approximately 
1–3 % of the O 2  reduced in mitochondria becomes O  2  − ·   by 
means of this electron leak [ 11 – 15 ]. 

mailto:katherine.mason@uhhospitals.org


240

 O  2  − ·   itself is a relatively weak oxidizing substance and 
exerts most of its biologic effects through its derivatives: 
hydrogen peroxide (H 2 O 2 ), hydroxyl radical (OH · ), hydro-
peroxyl radical (HOO · ) and others. O  2  − ·   can react with nitric 
oxide (NO · ) to form the very potent oxidant peroxynitrite. 
Superoxide dismutase (SOD) converts two O  2  − ·   into hydro-
gen peroxide (H 2 O 2 ). Unlike other ROS, H 2 O 2  can diffuse 
away from the site of its production, undergo subsequent 
metabolism and exert effects at targets some distance from 
the original site of generation. 

 In the presence of reduced transition metals such as Fe(II), 
hydrogen peroxide can be converted to the hydroxyl radical 
(OH · ) in a process known as the Fenton reaction. The 
hydroxyl radical is an extremely potent oxidant capable of 
abstracting an electron from nearly any biomolecule. The 
reaction of H 2 O 2  with transition metals also results in oxidiz-
ing intermediates that are intrinsically capable of signifi cant 
oxidative damage. Although the biochemical availability of 
transition metals such as iron are tightly regulated in normal 
physiologic conditions, the potential for interaction with 
ROS is readily apparent under common conditions such as 
the release of free hemoglobin through traumatic membrane 
disruption. Overexpression of enzymes capable of binding 
these transition metals and thus preventing reactions with 
ROS and RNS has been shown to be protective against oxi-
dative stress in sepsis, further indicating the role of transition 
metals and ROS in the evolution of pathologic conditions 
such as sepsis [ 16 ]. 

 While ROS were initially described in the 1950s, it wasn’t 
until 1980 that Furchgott and Zawadski began publishing 
research on an endothelial-derived relaxation factor that sub-
sequently came to be identifi ed as nitric oxide [ 17 ]. NO ·  was 
found in diverse cell types and determined to be an important 
signaling molecule for a vast array of additional physiologic 
functions including immune regulation, neurotransmission, 
cellular adhesion, and others [ 3 ]. Nitric oxide synthase (NOS) 
is the enzyme responsible for the generation of nitric oxide 
(NO · ) through the oxidation of L-arginine. There are three 
subtypes of NOS, two that are constitutively expressed, cal-
cium dependent forms and one rapidly inducible, calcium 
independent form. Research on the various roles of NO ·  
expanded rapidly, and in 1998 the Nobel Prize in Physiology 
and Medicine was awarded to Drs. Furchgott, Ignarro, and 
Murad for their extensive study of the role of nitric oxide in 
physiology and disease. Research on NO ·  led to the identifi -
cation of bioactive nitrogen oxide derivatives now referred to 
as reactive nitrogen species (RNS). Nitric oxide itself has 
multiple known physiologic effects, some of which are dis-
cussed below. The reaction of superoxide (O 2  · ) with nitric 
oxide (NO · ) yields peroxynitrite (ONOO − ). Nitric oxide and 
peroxynitrite are examples of reactive nitrogen species (RNS).  

    Antioxidants 

 Under physiologic conditions the continuous low level pro-
duction of ROS is counterbalanced by their clearance. Non- 
enzymatic compounds such as proteins, amino acids, 
glutathione, ascorbate (vitamin C), and alpha-tocopherol 
(vitamin E) are important ROS scavengers, serving as sub-
strates for oxidation by ROS and RNS and consuming them 
in the process. Serum proteins are low affi nity substrates for 
ROS/RNS but they are present in such large quantities that 
they function as a major mechanism for clearance. Oxidation 
of proteins interferes with tertiary and quaternary structure. 
Unfolding and partial degradation of proteins exposes more 
sites susceptible to oxidation and nitrosylation, thereby ren-
dering them higher affi nity substrates and further accelerat-
ing their reaction with ROS/RNS. Proteolytic degradation is 
thus accelerated, facilitating the consumption and break-
down of ROS/RNS from the cell. 

 Scavenging of basal levels of ROS/RNS by proteins and 
other anti-oxidant compounds is quite effective in physio-
logic conditions and is an important part of maintaining 
redox regulation and the homeostasis of oxidative metabo-
lism. However, it has been demonstrated that high levels of 
ROS/RNS can directly inhibit proteosomal activity resulting 
in the intracellular accumulation of dysfunctional oxidized 
and nitrosylated proteins and further loss of oxidative 
homeostasis [ 18 – 20 ]. 

 In addition to proteins and other antioxidants with low 
specifi c activity toward ROS/RNS there are a number of 
enzymes that facilitate the conversion of potentially toxic 
ROS/RNS into molecular oxygen and water, or into interme-
diates that are ultimately metabolized into nontoxic prod-
ucts. Superoxide dismutase (SOD), glutathione peroxidase, 
thioredoxins, and catalase are enzymatic antioxidants that 
regulate the clearance of ROS and RNS. These antioxidants 
exert their protective effects through (a) acting as an essen-
tial cofactor for detoxifying enzymes, (b) directly scaveng-
ing singlet oxygen and the hydroxyl radical and (c) 
participating in the regeneration of other anti-oxidant com-
pounds [ 21 – 24 ]. 

 The balance between ROS/RNS production and antioxi-
dant activity is termed redox regulation and the normal phys-
iologic balance referred to as redox homeostasis. Under 
normal physiologic conditions, ROS/RNS have several 
important regulatory and signaling roles that will be consid-
ered in the section below. Oxidative stress and nitrosative 
stress are the terms given to the condition in which the pro-
duction of ROS/RNS overwhelms the counter-regulatory 
antioxidant systems, promoting the transition from the 
important tightly regulated physiologic functions of ROS/
RNS to pathophysiologic states.   
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    Redox Homeostasis and Physiologic 
Function 

 ROS and RNS are key regulators of a myriad of important 
physiologic functions. A few chosen for their particular rel-
evance to the practice of pediatric critical care are herein 
reviewed. 

    Endothelial Relaxation and Adherence 
Properties 

 NO ·  is critical to the regulation of smooth muscle relaxation 
and vascular tone. Endogenous nitric oxide is produced 
by three nitric oxide synthase (NOS) subtypes. Neuronal 
nitric oxide synthase (nNOS) and endothelial nitric oxide 
synthase (eNOS) are the two calcium-sensitive constitutive 
types while the activity of the inducible nitric oxide syn-
thase (iNOS) type is dependent upon increased transcription 
of the iNOS gene [ 25 ,  26 ]. Exogenous nitric oxide is now 
used widely in pediatric ICUs to treat common conditions 
characterized by endothelial pathology including respira-
tory failure, pulmonary hypertension and respiratory distress 
associated with prematurity [ 27 – 32 ]. 

 Nitric Oxide (NO · ) inhibits platelet and neutrophil adhe-
sion to endothelium [ 33 – 37 ]. NO ·  activates guanylyl cyclase, 
inhibits phosphoinositide 3-kinase, inhibits cyclooxygenase-
 1 and reduces platelet adhesion through a cGMP-dependent 
reduction in intracellular calcium [ 38 ,  39 ]. Conversely, reac-
tive oxygen species promote leukocyte and platelet adhesion 
and aggregation [ 35 ,  40 – 43 ].  

    Immune Responses 

 Superoxide radicals, H 2 O 2 , and hypochloric acid (HOCL) 
are produced through the activity of NAD(P)H oxidase, 
superoxide dismutase (SOD), and myeloperoxidase, respec-
tively. These reactive oxygen species are an important part of 
the oxidative burst in activated neutrophils, a critical response 
to pathogens [ 44 ,  45 ]. Although each of these reactive oxy-
gen species is part of the normal host response to pathogens, 
defi ciencies of the enzymes responsible for their formation 
do not manifest uniformly. Most clinicians will be familiar 
with X-linked Chronic Granulomatous Disease (CGD) as a 
serious disorder of immunity characterized by abnormal kill-
ing of bacteria and fungi despite normal or near normal neu-
trophil recruitment and phagocytosis. In this condition 
neutrophil NAD(P)H oxidase activity is absent or defi cient. 
The neutrophils of affected individuals are unable to gener-
ate superoxide (O  2  − ·  ). Although a relatively weak oxidant, 

(O  2  − ·  ) is the precursor to other ROS having direct cytotoxic 
effects on pathogens. Before the condition was well charac-
terized and medical treatment widely utilized CGD was uni-
formly fatal in early life. Despite treatment with effective 
antibiotics, immunomodulatory therapies and recently bone 
marrow transplant the disease still carries a signifi cant bur-
den of morbidity and mortality due to severely impaired 
(O  2  − ·  ) production. A recent study published by Kuhn et.al 
demonstrated a clear association between residual (O  2  − ·  ) pro-
duction and survival in patients with CGD, highlighting the 
critical role of phagocyte derived NAD(P)H oxidase activity 
in normal host immunity [ 46 ]. 

 Non-phagocytic cell forms of NAD(P)H oxidase are 
found extensively in the cardiovascular system. In the carotid 
body there is evidence that this NAD(P)H oxidase produces 
ROS that help regulate the chemotransduction pathways 
essential for neural control of ventilation. Recent reviews on 
the role of ROS in regulating neurorespiratory control at the 
level of the carotid body make clear that further research is 
needed for defi nitive description of these pathways [ 47 ,  48 ]. 
Non-phagocytic cell forms of NAD(P)H oxidase are found 
extensively in myocytes and fi broblasts and produce ROS 
critical to other intracellular signaling pathways [ 49 ].  

    Regulation of Mitochondrial Respiration 

 The roles of ROS and RNS in modulating ATP production 
are far from being fully elucidated. NO ·  has been shown to 
have concentration-dependent bimodal effects on mitochon-
drial respiration and the regulation of many other cellular 
processes. Low levels of NO ·  are associated with processes 
critical to cellular preservation such as regulating cGMP-
mediated signaling, while high levels of NO· are associated 
with the disruption of cellular homeostasis and pathophysi-
ologic effects [ 50 ]. NO ·  competes with O 2  at complex IV 
and thus reversibly inhibits the terminal acceptor of the 
electron transfer chain, thereby reducing ATP production 
[ 51 ,  52 ]. NO ·  can also react with O  2  − ·   produced by complex 
IV to form peroxynitrite (ONOO − ). In the setting of reduced 
levels of intramitochondrial glutathione, this highly reactive 
compound can irreversibly bind to and inhibit complex I and 
reduce ATP production [ 53 ]. 

 Mitochondrial antioxidant enzymes such as manganese 
superoxide dismutase (MnSOD), thioredoxin (TRX), and 
glutathione (GSH) are essential to the maintenance of redox 
homeostasis. Increased ROS/RNS production will inactivate, 
deplete or simply overcome antioxidant systems in the mito-
chondria leading to widespread damage to lipids, proteins, 
and nucleic acids. MtDNA is particularly susceptible to oxi-
dative damage because of its close proximity to the site of 
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production of ROS/RNS. O  2  − ·   and NO ·  are highly labile and 
the damage they induce is diffusion-limited, thus the closer a 
potential target is to their production site the more vulnerable 
that target is to damage. All mtDNA encodes expressed 
genes. An oxidative modifi cation or mutation is therefore 
more likely to cause a functional defect in mtDNA than in 
nuclear DNA, which contains non-coding elements. Since 
the mtDNA genes encode proteins of the electron transport 
chain, transfer RNA and ribosomal RNA, oxidative stress- 
induced mutations are highly likely to cause defects in the 
proteins and processes of the electron transport chain with a 
subsequent reduction in ETC function and possibly an 
increase in ROS and RNS production. The perpetual cycle of 
oxidative and nitrosative stress-induced transcriptional, 
translational, and post-translational defects, leading to 
increased ROS and RNS production, causing further defects 
in RNA and protein production, has been termed the mito-
chondrial catastrophe cascade and is one pathway to either 
mitochondrial apoptosis or to unregulated destruction. 
A counter-regulatory mechanism to maintain redox homeo-
stasis is the ability of ROS and RNS to activate antioxidants, 
protecting against unmitigated oxidative and nitrosative 
damage. 

 This brief overview scarcely introduces the fundamental 
concepts of the modulation of cellular processes by ROS and 
RNS, their production, regulation, and clearance. As they are 
potent molecules that are rapidly produced in response to 
environmental changes, stimuli and metabolic needs of the 
cell, and are quickly cleared or neutralized and produced in 
close proximity to their sites of action, they can function as a 
nearly ideal signaling molecule or formidable toxins. It 
seems likely that current knowledge of the role of ROS and 
RNS in the maintenance of normal and critical cellular pro-
cesses refl ects just a small fraction of their regulatory effects 
and that the investigation of ROS and RNS as signaling mol-
ecules holds at least as much promise as the investigation of 
pathologic effects of oxidative and nitrosative stress. 
Fortunately, there are several excellent reviews of this topic 
for the interested reader [ 6 ,  54 – 57 ].   

    The Role of Reactive Oxygen Species 
and Reactive Nitrogen Species in Critical 
Illness 

    Sepsis 

 Despite advances in diagnosis, source control, support-
ive care and medical treatment, sepsis remains a common 
cause of morbidity and mortality in the pediatric intensive 
care unit with an estimated 42,000 cases of pediatric sepsis 
in the United States per year with attendant 10 % mortal-
ity [ 58 ]. The concept that oxidative and nitrosative stress are 

 important in the pathogenesis of sepsis is not new [ 59 – 61 ]. 
Despite nearly two decades of research into oxidative and 
nitrosative stress in sepsis, knowledge on the subject still 
seems to be in the incipient phase and it would appear there 
is yet much to learn before therapies targeted to the control 
of these underlying processes can be successfully imple-
mented. Studies of the pathogenesis, regulation and modula-
tion of oxidative and nitrosative stress hold great promise for 
a clinical entity that is both common and deadly. 

    Vascular Dysregulation in Sepsis 
 The development of clinical sepsis is dependent upon the 
nuanced interaction of a myriad of host, pathogen, and envi-
ronmental factors. One of the hallmarks of the disease is the 
development of multiple organ failure, including organs dis-
tant from the site of primary infection. One view of the cause 
of this organ failure has been that there is a maldistribution 
of blood fl ow in sepsis, with a loss of the peripheral auto-
regulation that normally ensures adequate perfusion of criti-
cal organs by directing blood fl ow to critical organs during 
times of stress and away from non-essential tissues. 

 Nitrosative stress and oxidative stress are thought to be 
key determinants of the endothelial dysfunction in septic 
shock. Both vasoconstrictor and vasodilator responses have 
been shown to be impaired in models of sepsis. As a result 
of decreased perfusing pressure due to altered arteriolar 
tone and microvascular plugging, individual organs fail due 
to an inadequate delivery of oxygen and substrate to meet 
the metabolic demands of the tissues, despite an overall 
normal to high cardiac output and oxygen carrying capac-
ity. In fact, low tissue oxygenation levels have been docu-
mented in several animal models of early sepsis, supporting 
the hypothesis that organ failure in sepsis results from an 
inadequate oxygen delivery to individual tissues with nor-
mal or high oxygen extraction [ 62 – 64 ]. The phenomenon 
of catecholamine-resistant hypotension is not uncommon in 
the management of pediatric septic shock. This condition is 
also seen in mouse models of sepsis. A series of experiments 
using genetically engineered mice defi cient in specifi c sub-
types of NOS led to the conclusion that nNOS and iNOS 
but not eNOS are responsible for oxidative and nitrosative 
stress in sepsis [ 65 ]. Unlike their wild type counterparts, 
only iNOS knockout mice had preserved vasoconstrictor 
response to angiotensin II and norepinephrine in sepsis, 
while only nNOS knockouts had a preserved vasoldilatory 
response. Despite preserved vascular tone, in this same set 
of experiments it was shown that capillary blood fl ow was 
not maintained in any NOS knockout strain in the septic 
state. However, knockout of a subunit of the ROS produc-
ing enzyme NADPH oxidase did preserve capillary blood 
fl ow in septic mice. Furthermore, in other experiments, 
infusion of a specifi c inhibitor of NADPH oxidase restored 
capillary blood fl ow in wild type mice after the induction 
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of sepsis [ 66 – 68 ]. Taken together the data from this set of 
experiments would lead to the conclusion that vascular dys-
regulation and decreased organ perfusion in sepsis is a ROS-
mediated disorder. 

 Microvascular plugging and disordered platelet, fi brin, 
and endothelial interactions are other contributors to tissue 
hypoxia in sepsis. As discussed in the preceding section on 
ROS and physiologic regulation, ROS induce a prothrombo-
genic state through (a) cell signaling pathways leading to 
altered gene transcription of endothelial cell adhesion mole-
cules such as P-selectin [ 69 ,  70 ] (b) activation of redox sensi-
tive pro-infl ammatory enzymes such as phospholipase A2 
and platelet activating factor, (c) oxidation and inactivation 
of tetrahydrobiopterin, a necessary cofactor for eNOS func-
tion [ 71 ,  72 ] and (d) inactivation of NO ·  [ 73 – 75 ]. 
Microvascular plugging and reduced capillary blood fl ow are 
important causes of tissue hypoxia due to the subsequent 
increase in the distance required for oxygen diffusion. 

 Many other examples of oxidative and nitrosative stress 
are found in the sepsis literature. Models of thermal injury 
plus tracheal instillation of bacteria have been shown to initi-
ate a pathophysiologic profi le closely resembling human 
ARDS and ALI with sepsis. In this model, injury is associ-
ated with increased markers of nitrosative and oxidative 
stress as well as hemodynamic and ventilatory changes char-
acteristic of human sepsis [ 76 ,  77 ]. Early, selective inhibition 
of nNOS with subsequent inhibition of iNOS using highly 
specifi c antibodies attenuated hemodynamic abnormalities, 
hypoxia, fl uid overload, tissue levels of lipid peroxidation 
products and normalized plasma nitrite/nitrate levels [ 78 ].  

    Cytopathic Hypoxia and Mitochondrial 
Dysfunction in Sepsis 
 An alternative explanation for the development of organ fail-
ure in septic shock is that there is a defect in oxygen utiliza-
tion instead of oxygen delivery. Cytopathic hypoxia is a term 
applied to the paradigm that cellular and organ dysfunction 
occur in sepsis due to an inability of the cell to use oxygen 
and generate ATP. Also referred to as cellular dysoxia, this 
theory postulates that sepsis-induced organ dysfunction 
results from an acquired defect in oxidative phosphorylation 
and subsequent energetic failure of the cell. This concept is 
supported by observations of normal or elevated tissue PO 2 s 
in skeletal muscle, ileal mucosa, and heart, as well as 
decreased oxygen extraction in mixed venous saturations or 
organ-specifi c venous return [ 64 ,  79 – 81 ]. 

 Cytopathic hypoxia provides a rational explanation for 
the clinical experience that patients with severe sepsis can 
have profound but often reversible organ failure in sepsis 
without evidence of ultrastructural damage, ischemia, or 
necrosis. Recently this has even been hypothesized to be a 
regulated, adaptive response to severe sepsis that promotes 
survival through the process of metabolic hibernation. Some 

intriguing literature on this subject can be found in recent 
publications [ 82 – 85 ]. 

 As discussed in the preceding section on ROS and RNS 
and the regulation of mitochondrial respiration, free radicals 
are able to reduce mitochondrial oxidative phosphorylation. 
Patients and animals with severe sepsis have been shown to 
have signifi cantly lower ATP concentrations, lower Complex 
I activity, elevated markers of lipid peroxidation, lower anti-
oxidant (glutathione and thioredoxin) levels, and increased 
nitric oxide production that correlate with severity of illness 
and mortality [ 61 ,  86 ,  87 ].  

    ROS and Nuclear Factor kappa-B in Sepsis 
 An increase in superoxide production has been documented 
in in vitro, animal and human studies of sepsis. Although 
superoxide is itself a weak oxidant it can exert signifi cant 
effects through stimulation of nuclear factor (NF)-kappa B. 
Activated NF-kappa B translocates to the nucleus where it 
binds to DNA and initiates transcription of proteins, particu-
larly those required for immune and infl ammatory regula-
tion. ROS and NF-kappa B have been investigated in models 
of sepsis. Peripheral monocytes in endotoxin-injected mice 
had higher ROS, a reduction in the reduced glutathione pool, 
and increased NF-kappa B activity compared with controls 
[ 88 ]. In a study of patients with severe sepsis, increased acti-
vation of NF-kappa B was measured in peripheral neutro-
phils and monocytes with the highest values found in the 
patients that subsequently died [ 89 ]. This was corroborated 
in a subsequent study by the same group which demonstrated 
that treatment of septic patients with N-acetylcysteine, a 
clinically used antioxidant that inhibits NF-kappa B activa-
tion in vitro, reduced NF-kappa B activity in peripheral 
monocytes and that this reduction was associated with a 
reduction of the proinfl ammatory cytokine IL-8, but not with 
changes in other cytokines measured [ 90 ]. It would thus 
seem that oxidative regulation of NF-kappa B is an important 
element in the development of clinical sepsis [ 91 ].  

    Antioxidants in Sepsis 
 Oxidative stress in sepsis is an imbalance of pro-oxidant 
and antioxidant processes with a resultant excess of pro-
oxidants that disrupt normal cell function. Not surprisingly, 
many models of sepsis and clinical studies have shown a 
reduction in antioxidant levels and activity. Superoxide dis-
mutase (SOD) catalyzes the dismutation of superoxide into 
hydrogen peroxide and oxygen. Levels of the intramitochon-
drial form of SOD, MnSOD, were signifi cantly elevated 
in patients with sepsis. Furthermore, patients that subse-
quently died had higher levels of mnSOD than survivors of 
sepsis [ 92 ,  93 ]. Thioredoxin (TRX) is a highly conserved 
antioxidant ubiquitous to plants, prokaryotes, and animals. 
Elevated levels of TRX have been demonstrated in patients 
with sepsis and septic shock. An excellent demonstration of 
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the role that TRX may play in the modulation of oxidative 
stress is to be found in the animal experiments of Brenner 
et al. This group showed elevation of TRX in a cecal liga-
tion and puncture (CLP) model of sepsis. Immediate post-
surgical treatment with a neutralizing antibody to TRX 
markedly decreased survival in mice, while administration 
of exogenous TRX was associated with a signifi cant survival 
benefi t. Administration of TRX later in the course of sepsis 
decreased mortality from CLP but was not protective to the 
extent seen with early administration [ 94 ].  

    Therapies Targeting Oxidative and Nitrosative 
Stress in the Treatment of Sepsis 
 Specifi c treatments for severe sepsis remain elusive. A pro-
spective, randomized, double blind placebo-controlled trial 
of 216 critically ill patients treated with the enteral anti- 
oxidants alpha-tocopherol and ascorbic acid (AA) demon-
strated that this treatment resulted in a reduction in markers 
of lipid peroxidation and improved 28 day survival [ 95 ]. This 
corroborated earlier studies in which it was reported that the 
administration of alpha-tocopherol and AA resulted in clini-
cal improvements in patients with trauma, sepsis, burns, and 
major surgeries [ 96 ,  97 ]. The potential role for the use of 
ascorbic acid in sepsis was recently the subject of a com-
prehensive review which presents evidence from in vitro 
and animal studies that ascorbic acid administration miti-
gates microvascular dysfunction in models of sepsis through 
eNOS mediated NO ·  production and scavenging of reac-
tive oxygen species [ 98 ]. The implementation of the use of 
these agents in pediatric patients with sepsis requires further 
investigation. 

 The control of nitrosative stress in sepsis is another area 
of long-standing active research. Several agents that effect 
NOS have been studied. Methylene blue is a non-selective 
inhibitor of NO-stimulate cGMP activity. Nearly 20 years 
of investigation into the potential therapeutic role of this 
agent in septic shock has not demonstrated convincing 
clinical benefi t. Small human studies have shown that the 
administration of methylene blue can reduce many of the 
cardiovascular abnormalities of septic shock [ 99 ,  100 ]. A 
multicenter, randomized placebo-controlled safety and effi -
cacy trial of 312 ICU patients with septic shock showed that 
the use of a non-selective NOS inhibitor could reverse the 
cardiovascular derangements in these patients. Furthermore, 
treatment was associated with a signifi cant increase in the 
proportion of subjects that had resolution of shock at 72 h 
post treatment, but not an increased 28 day survival [ 101 ]. 
However, another multicenter, randomized, placebo-con-
trolled double-blind study of the administration of another 
non-selective NOS inhibitor to patients with septic shock 
was halted after nearly 800 patients were enrolled as an 
interim analysis showed a signifi cantly higher mortality in 
the treatment group vs. control (59 % v. 49 % in the control 

group) [ 102 ]. This was mirrored in a murine study of the 
administration of a non-selective NOS inhibitor which also 
showed a statistically signifi cant increase in mortality in the 
treated versus untreated group [ 65 ]. The use of highly selec-
tive NOS inhibitors may be required to restore physiologic 
redox homeostasis. 

 More recently, a Phase II trial of a hemoglobin-based NO 
scavenger was shown to reverse many of the clinical effects 
and outcomes associated with septic shock without a need 
for increased medical interventions, indicating a lack of 
adverse effects [ 103 ]. Further demonstration of improved 
outcomes from well-designed clinical studies of patients 
treated with NO inhibitors will be needed for application to 
clinical practice. 

 Melatonin is a naturally occurring hormone with antioxi-
dant properties that is secreted by the pineal gland [ 104 , 
 105 ]. In distinction to adults, pediatric patients with sepsis 
have been demonstrated to maintain normal nocturnal secre-
tion of melatonin. Interestingly non-survivors and those with 
more a more severe clinical picture had signifi cantly higher 
levels of melatonin and signifi cantly lower levels of the pri-
mary metabolite [ 106 ]. Although one may speculate that an 
inability to utilize melatonin is associated with a worse out-
come in pediatric patients with sepsis the numbers are small 
and this data will need to be corroborated by other studies. 
Nonetheless, the concept of severe sepsis as a disorder of 
cellular antioxidant metabolism remains an intriguing area 
of investigation. 

 Mitochondrial-targeted antioxidants are a relatively 
recent development in the fi eld of mitochondrial research 
[ 107 – 109 ]. One potential explanation for the disappointing 
results of large-scale clinical trials performed to test the use 
of non-specifi c antioxidants in sepsis is that these exoge-
nously supplied compounds are unable to reach the intrami-
tochondrial sites of maximal ROS and RNS production and 
effect. Mitochondria have a strong negative membrane 
potential, and cationic mitochondrial antioxidants such as 
MitoQ have been shown to accumulate within mitochon-
dria [ 110 ]. Limited studies of these mitochondrial targeted 
antioxidants in in vitro and small animal models have dem-
onstrated lower ROS generation and restoration of near 
normal mitochondrial membrane potential under experi-
mental conditions relevant to sepsis, ischemia reperfusion, 
and aging [ 110 – 112 ]. A more recently developed class of 
targeted antioxidants uses small amino acid peptides to 
gain entry into the mitochondria. These have been shown to 
scavenge both reactive nitrogen and oxygen species. 
Although not yet tested in sepsis models, experimental data 
indicates benefi cial effects in ischemia-reperfusion and 
other models [ 113 ,  114 ]. 

 Over the last several years, a number of excellent reviews 
of oxidative and nitrosative stress in sepsis have been 
 published [ 82 – 84 ,  115 – 122 ].   
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    Traumatic Brain Injury and Epilepsy 

 Traumatic brain injury (TBI) is a common reason for ICU 
admission and remains a leading cause of childhood morbid-
ity and mortality. Improved management of children with 
TBI requires a consideration of the role of reactive oxygen 
species and reactive nitrogen species in the pathogenesis, 
treatment and recovery phase of these injuries. The study of 
oxidative and nitrosative stress in TBI has led to some 
encouraging new treatment modalities with the potential for 
reducing long term morbidity in pediatric patients with TBI. 
Many of these are a long way from clinical use but others, 
with cerebral cooling being a prime example, are already 
being investigated in pediatric intensive care units. 

 Brain tissue is particularly susceptible to oxidative 
stress due to the particular composition of lipids, the high 
mitochondrial content in neural tissues, a robust rate of 
cerebral oxygen consumption and limited neural antioxi-
dant stores. Traumatic brain injury (TBI) causes direct bio-
chemical and structural alterations in neural tissue that can 
result in acute seizures and chronic epilepsy. The abnormal 
excitotoxicity and hypermetabolism that characterizes 
acute seizure activity results in an overproduction of super-
oxide [ 123 ], lower ratios of glutathione and other anti-oxi-
dants [ 124 – 126 ], lipid oxidation [ 125 ], and mitochondrial 
DNA damage [ 127 ]. These fi ndings from chemoconvulsant 
models of eplilepsy have been corroborated by recent 
human studies in which increased lipid oxidation products 
[ 128 ], decreased mitochondrial electron transport chain 
function [ 129 ], and reduced glutathione stores [ 130 ] were 
identifi ed in patients with epilepsy. Oxidative modifi ca-
tions induced by excitotoxic damage can lead to neuronal 
loss through programmed death pathways or apoptotic 
pathways. The determination of the roles of ROS/RNS sig-
naling pathways of preapoptosis will permit a novel 
approach to the improvement of outcomes in patients with 
epilepsy and TBI. 

 The role of ROS production in the pathogenesis of TBI 
has been further supported by experiments performed using 
mice defi cient in the activity of the antioxidant enzyme 
superoxide dismutase (SOD). In a number of models of cere-
bral injury, SOD-defi cient mice had increased seizure sus-
ceptibility, encephalopathy, neuronal cell injury, and 
shortened lifespan following an injurious intervention com-
pared with wild-type mice subject to the same intervention 
[ 131 – 133 ]. Furthermore, over-expression or supplementa-
tion of SOD was protective against the development of neu-
ronal injury [ 134 – 136 ]. Experimental TBI has been shown to 
activate both intrinsic and extrinsic pathways of apoptosis 
and there are some excellent reviews on the relationship 
between traumatic brain injury, epilepsy, reactive oxygen 
and nitrogen species, the modulation of oxidative stress, and 
neuronal apoptosis [ 11 ,  137 – 139 ]. 

 Oxidative stress is thought to be a factor promoting the 
assembly of the mitochondrial permeability transition pore 
(mPTP) in neural tissue. Formation of the mPTP collapses 
the electron potential across the inner mitochondrial mem-
brane, uncouples the electron transport chain, promotes fur-
ther ROS production, and causes energetic failure and cell 
death [ 140 ]. Experiments such as this indicate that the devel-
opment of neuronal apoptosis can be seen as a ROS/RNS- 
mediated, mPTP-dependent process. 

 Infants and young children are known to have particular 
vulnerabilities to traumatic brain injury and its sequelae. The 
child’s proportionally larger cranial vault, less supportive 
bone and spine structures, more aqueous body tissues and 
dependence on caregivers for the identifi cation and treatment 
of injury are but a few of the characteristics well known to 
the pediatric intensivist that render the young child more 
prone to adverse outcome from TBI. To this list should be 
added a developmental immaturity of systems for redox 
homeostasis in brain tissue including lower levels of the anti- 
oxidants metallothioneins [ 141 ,  142 ] and superoxide dis-
mutases [ 143 ] that have been demonstrated in juvenile brains 
in humans and animals [ 144 ]. 

    Therapies for Traumatic Brain Injury and Epilepsy 
 ROS and RNS have been shown to participate in the patho-
genesis of traumatic brain injury and epilepsy. This has led 
to the investigation of means to manipulate oxidative and 
nitrosative stress as potential therapies. An early study using 
an infant rat model of the shaken baby syndrome demon-
strated a signifi cant increase in cortical lipid peroxidation 
products and histological damage associated with TBI. The 
administration of an antioxidant- lipid peroxidation inhibitor 
reduced the lipid peroxidation injury and hemorrhage but did 
not mitigate ultimate cortical atrophy [ 145 ]. Another study 
of an inhibitor of lipid peroxidation in TBI demonstrated a 
reduction in markers of oxidized lipids and nitrosative stress 
as well as an improvement in measures of mitochondrial 
function [ 126 ]. A more general therapeutic intervention of 
current great clinical interest to the pediatric intensivist, 
cerebral cooling, may possibly exert its therapeutic effect 
through the modulation of nitrosative and oxidative stress. In 
a rodent model of fl uid percussive injury, animals random-
ized to the cerebral cooling group had higher antioxidant 
enzyme activities, lower levels of markers of lipid peroxida-
tion, lower iNOS expression and lower markers of nitrosative 
stress when compared with animals receiving normothermic 
fl uids. The hypothermic group also had smaller infarction 
zones and improved functional testing compared with nor-
mothermic animals [ 146 ]. Hypothermic treatment attenuated 
oxidative stress in children with severe TBI with preservation 
of CSF antioxidant levels and decreased  protein  oxidation 
[ 147 ]. However, a multi-center, randomized, Phase III trial 
of hypothermia in pediatric TBI was recently  terminated at 
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interim analysis due to futility [ 148 ]. Thus, the role of hypo-
thermia in clinical TBI remains uncertain. 

 The role of oxidative and nitrosative stress in epilepsy is 
an additional area of active investigation. Some studies have 
used TBI as an inducer of epilepsy but many use chemical 
induction models which may have less relevance to pediatric 
seizures. Nonetheless, SOD-mimetics have demonstrated 
some success in animal models of encephalopathy and sei-
zures [ 133 ,  149 ]. Promising results have been seen with 
therapies that inhibit the reactions of transition metals and 
ROS and the generation of O  2  − ·  . The interaction of ROS and 
RNS with intracellular transition metals is a source of highly 
potent oxidizing molecules. Using a model of chemical- 
induced status epilepticus in the rat, synthetic iron chelators 
were used and resulted in improved outcomes as manifested 
by a reduction in markers of mitochondrial oxidative stress 
and mitochondrial DNA damage, as well as preservation of 
hippocampal cells structure [ 150 ]. 

 The ketogenic diet has been used for years for the treat-
ment of epilepsy, often with signifi cant clinical improve-
ment. The ketogenic diet promotes the production and 
utilization of ketones for metabolic substrate. It has also been 
shown to decrease production or ROS, improve mitochon-
drial redox state and activity as well as stimulate the synthe-
sis of the endogenous antioxidant glutathione in rodent and 
human studies [ 151 – 154 ].       
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        Introduction 

 Ischemia and reperfusion injury plays a critical role in sev-
eral clinical conditions, including myocardial infarction, 
cerebral ischemia, stroke, solid organ transplantation, soft 
tissue fl aps, extremity reimplantation, hemorrhagic and other 
cardiovascular shock conditions with low cardiac output. 
A dramatic reduction of oxygen supply may cause ischemia 
in a whole organ (global ischemia) or defi ned tissue territo-
ries (focal ischemia) and rapidly results in cell metabolic 
derangement, molecular alterations and dysfunction 

sequelae. If not reversed within a short period of time, the 
cellular dysmetabolism progresses to complete depletion of 
the energetic pools, accumulation of toxic substances and 
eventually to cell death. In all clinical conditions of isch-
emia, the main therapeutic intervention requires restoration 
of the blood fl ow (reperfusion) and/or recovery of the normal 
oxygen levels (re-oxygenation). Once perfusion is re- 
established tissue ischemia is generally reversed. However, 
a paradoxical injury process is elicited that can be simply 
characterized as an exaggerated infl ammatory response lead-
ing to cellular death and organ dysfunction. Although the 
mechanisms underlying the phenomenon of ischemia and 
reperfusion injury have not been precisely defi ned, toxicity 
by reactive oxygen free radicals and oxidants, leukocyte- 
endothelial cell adhesion, and a marked infl ammatory reac-
tion have been implicated in the process of injury. The 
endothelium is damaged in the early minutes after reperfu-
sion, i.e. before neutrophils accumulate and before tissue 
necrosis fully develops, and this suggests that endothelial 
injury is a crucial event in the post-ischemic infl ammatory 
cascade. Neutrophil adherence to vascular endothelium is 
then an important event initiating further leukocyte  activation 
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dition associated with low cardiac output or scarce oxygen utilization. While ischemia itself 
causes tissue damage, reperfusion may exacerbate this damage by inducing an infl amma-
tory response and further contributing to tissue injury. Protection of tissues against injury by 
ischemia and reperfusion is, therefore, an issue of utmost clinical interest. This chapter 
provides a critical and comprehensive overview of the molecular and cellular mechanisms 
that lead to ischemia and reperfusion injury.  
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and release of cytodestructive agents (reactive species or 
enzymes), which in turn leads to amplifi cation of the endo-
thelial damage and to parenchyma or tissue injury.  

    Metabolic Derangements of Ischemia 

    Alteration of Oxygen Supply 

 Cells of all tissues undergo irreversible injury and death when 
deprived of oxygen and other nutrients. Oxygen delivery 
(DO 2 ) depends upon two variables: volume fl ow rate of blood 
(as determined by the cardiac output [CO]) and arterial oxy-
gen content (CaO 2 ) [ 1 ]. Therefore, tissue  ischemia  may result 
as a consequence of arterial occlusion within the perfusion 
territory of an affected vessel or may be induced by insuffi -
cient tissue perfusion due to limited pump fl ow (Table  24.1 ). 
However, in some clinical conditions inadequate tissue ener-
getic metabolism may derive by an increase in total body 
oxygen consumption (VO 2 ). For example, during septic 
shock, oxygenation of the splanchnic territory may be inade-
quate even in the presence of normal hepatic- splanchnic 
blood fl ow. This event is due to a major increase in metabolic 
demand and impaired oxygen extraction [ 2 ]. Tissue  hypoxia  
may also occur as a result of reduced content or saturation of 
hemoglobin (i.e., severe anemia). In conditions of ischemia, 
energy failure develops rapidly and removal of toxic metabo-
lites is often compromised. On the contrary, in conditions of 
hypoxia metabolic substrate delivery and energy production 
can continue and waste removal is maintained. Therefore, 
ischemia is a more deleterious event than hypoxia.

       Energy Failure and Calcium Overload During 
Ischemia 

 Although quantitative and kinetic features of ischemic injury 
are different for each specialized cell type, several metabolic 
responses are shared (Fig.  24.1 ). Immediately upon ischemia, 
a time-dependent cascade of metabolic events occurs. The 

fi rst event is a rapid depletion of intracellular adenosine tri-
phosphate (ATP) stores and other high-energy phosphate 
compounds (such as creatine phosphate in the heart). The cell 
shifts from oxidative metabolism to an ineffi cient anaerobic 
glycolysis, producing only 2 mol of ATP/mol of glucose 
instead of the 38 mol of ATP normally produced during aero-
bic metabolism. This collapse of high-energy phosphate com-
pounds impairs the energy-dependent cell processes, such as 
membrane ion pumps (Na + /H +  exchanger) and protein syn-
thesis. Within seconds or minutes, these abnormalities 
become suffi ciently severe to reduce cell function. For exam-
ple, in the heart this metabolic derangement translates into 
reduction of the contractile force generated by actin- myosin 
cross-bridge formation; in the gut altered intestinal absorptive 
function is associated with translocation of bacteria from the 
intestine to the lymphatic vessels and blood stream.

   Anaerobic glycolysis leads to glycogen depletion 
and lactate accumulation, which, in conjunction with 
increased inorganic phosphates from ATP hydrolysis, 
reduce intracellular and extracellular pH. Membrane 
depolarization and failure of ATP- dependent ion pumps 
leads to efflux of potassium and influx of sodium and 
calcium. Increase of intracellular sodium concentration 
is accompanied by water influx into the cell, leading to 
swelling of the cytoplasm and organelles, such as mito-
chondria and endoplasmic reticulum. At this point if oxy-
gen supply is restored, cell injury is reversible. However 
if ischemia persists, cell injury may become irreversible. 
Increase of cytosol and mitochondrial concentration of 
calcium overcomes the cell calcium-exporting capac-
ity. Mitochondria show amorphous matrix densities and 
granular dense bodies of calcium phosphate, which are 
considered the earliest sign of irreversible ischemic cell 
injury. Mitochondria play an important role in ischemic 
damage. Indeed, the excessive energy demand is likely 
to represent a crucial factor in the ensuing irreversible 
damage of cells, especially in cardiomyocytes, where 
the cell volume occupied by mitochondria is the greatest 
among all the cell types. A major role in the progres-
sion towards cell death might be attributed to the opening 

 Reduction of DO 2   Increase of VO 2  

 Reduction of CaO 2   Reduction of CO 

 Artery occlusion  Hypovolemic shock  Sepsis 
 Solid organ transplantation  Cardiogenic shock  Septic shock 
 Tissue and limb reimplantation  Cardiopulmonary bypass 
 Severe hypotension  Congestive heart failure 
 Hypobaric conditions  Dysrhythmias 
 Drug-induced vasoconstriction 
 Anemia 
 Hemorrhage 

  Table 24.1    Clinical conditions 
of cell hypoxia/ischemia  
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of the   mitochondrial permeability transition pore , which 
besides abolishing  mitochondrial ATP production ampli-
fies the damage by causing NAD +  release. 

 The cytosol and mitochondrial calcium overload causes 
activation of a number of enzymes (proteases, phospholi-
pase, ATPase), and disrupts mitochondrial and lysosomal 
membranes, further uncoupling mitochondrial oxidative 
phosphorylation and promoting the release of other acid 
hydrolases [ 3 ]. Cell death then occurs mainly by necrosis 
and is associated with widespread leakage of cellular 
enzymes or proteins across the cell membrane and into the 
plasma, which may provide important diagnostic tools of 
cell damage (such as the serum increase of creatine kinase 
and troponin levels for the diagnosis of myocardial infarc-
tion). However, apoptosis is also a major contributor of cell 
death and is activated by release of pro-apoptotic compo-
nents from the altered mitochondria.   

    The Reperfusion Injury 

 Restoration of blood fl ow or oxygen supply is a mandatory 
therapeutic approach to resuscitate an ischemic tissue and can 
result in recovery of cell function if the cell is reversibly injured. 
Paradoxically, reoxygenation initiates a cascade of events that 
may lead to additional cell injury known as  reperfusion injury . 
At least four major components contribute to reperfusion 
injury: oxidative and nitrosative stress, endothelial dysfunction, 
neutrophil activation and complement activation. 

    Oxidative and Nitrosative Stress 

 A delicate balance between intracellular oxidants and anti-
oxidants likely infl uences many physiological functions of 
the cell. However, this balance is altered during reperfusion. 
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  Fig. 24.1    Metabolic events and cellular derangement during ischemia. 
After reduction of oxygen supply, mitochondrial oxidative phosporyla-
tion is decreased with subsequent decrease in ATP generation and rate 
of glycolysis, and a progressive loss of glycogen content and decrease 
of protein synthesis. Accumulation of lactate and increased inorganic 
phosphates from ATP hydrolysis reduce intracellular and extracellular 
pH and cause membrane depolarization. This energy collapse impairs 
the membrane ion pumps resulting in increase of intracellular levels of 
Na + , Ca 2+  and infl ux of water, and decrease of intracellular levels of K + . 
Water infl ux into the cell leads to swelling of the cytoplasm and 

 organelles, such as mitochondria and endoplasmic reticulum, further 
impairing mitochondrial oxidative phosporylation and protein synthe-
sis. The cytosol calcium overload causes activation of a number of 
enzymes (proteases, phospholipase, ATPase) and disrupts lysosomal 
membranes, further promoting the release of other acid hydrolases. 
Protein digestion by these lysosomal enzymes causes cellular damage 
at the cytoskeleton, nucleus and plasma membrane. After cell death, 
disruption of cell membrane leads to leakage of intracellular enzymes 
and proteins into the extracellular milieu such as creatine kinase (CK), 
lactate dehydrogenase (LDH) and others       
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The restoration of oxygen supply to the ischemic tissue is 
responsible for a further cellular dysmetabolism since it 
induces the production of potent reactive species. Endothelial 
cells represent the fi rst target of this event. The reactive spe-
cies include reactive oxygen and nitrogen species such as 
superoxide (O 2  − ), hydrogen peroxide (H 2 O 2 ), oxidized lipo-
proteins, lipid peroxides, nitric oxide (NO) and peroxynitrite 
(ONOO) [ 4 ,  5 ]. Reactive species can be formed by several 
mechanisms; they can be produced by reduction of molecu-
lar oxygen in altered mitochondria; by enzymes such as xan-
thine oxidase (XO), NAD(P)H oxidase, cytochrome P450, 
nitric oxide synthetase (NOS) and cyclo-oxygenase (COX); 
and by auto-oxidation of catecholamines. Briefl y, the pro-
duction of oxyradicals starts early in the ischemic period in 
mitochondria with altered redox balance in endothelial or 
parenchymal cells and is further enhanced during reperfu-
sion by a massive activation of XO in endothelial cells, and 
NAD(P)H oxidase in infi ltrated neutrophils [ 4 ]. 

 These reactive species mediate tissue injury by two main 
mechanisms: directly by inducing damage of important cel-
lular macromolecules, and indirectly by activating signal 
transduction pathways, which are responsible for the produc-
tion of infl ammatory mediators and/or apoptotic mediators. 

    Direct Oxidative and Nitrosative Injury: 
Damage of Macromolecules, DNA and Activation 
of Poly (ADP-ribose) Polymerase-1 (PARP-1) 
 As highly reactive species, free radicals and oxidants induce 
oxidation of sulfhydryl groups and thioethers, as well as 
nitration and hydroxylation of aromatic compounds, thus 

infl uencing the structure and function of many enzymes, pro-
teins, lipids and DNA [ 6 ,  7 ]. For instance, lipid peroxidation 
results in disruption of the cell membrane as well as the 
membranes of cellular organelles, and causes the release of 
highly cytotoxic products such as malondialdehyde. 
Modifi cation of proteins by reactive oxygen and nitrogen 
species can cause inactivation of critical enzymes and can 
induce denaturation that renders proteins nonfunctional. For 
instance, tyrosine nitration induced by peroxynitrite or nitro-
gen derivatives may lead to dysfunction of superoxide dis-
mutase and cytoskeletal actin [ 6 ]. Oxidation of sulfhydryl 
groups is responsible for the inhibition of critical mitochon-
drial enzymes [ 8 ] (Fig.  24.2 ).

   Another important interaction occurs with nucleic 
acids, with the production of 8-hydroxydeoxyguanosine, 
8- nitroguanine and the occurrence of DNA fragmentation 
[ 9 ]. The occurrence of DNA breakage results in the activa-
tion of the nuclear enzyme poly (ADP-ribose) polymerase-1 
(PARP-1), which further amplifi es tissue damage [ 10 ,  11 ] 
(Fig.  24.2 ). PARP-1 is a chromatin-associated nuclear 
enzyme, which possesses putative DNA repair function in 
eukaryotic cells. The enzyme is composed of three func-
tional domains: an N-terminal DNA binding domain that 
binds to DNA strand breaks, a central automodifi cation 
domain containing auto-poly (ADP-ribosyl)ation sites, and 
a C-terminal catalytic domain. Binding of the N-terminal 
domain to DNA nicks and breaks activates the C-terminal 
catalytic domain that, in turn, cleaves NAD +  into ADP-
ribose and nicotinamide. PARP-1 covalently attaches ADP-
ribose to various nuclear proteins and PARP-1 itself and 

 Reactive oxygen and nitrogen species

Lipids Proteins

DNA damage

PARP-1 activation

Ribosylation
of polu-ADP

Altered gene
expression

ATP/NAD+
depletion

Cell Injury

Enzymes are
activated/deactivated

Integrity of ionic gradient
is difficult to maintain

Oxidation vitamin E

Lipid peroxidation

Membrane damage

Altered receptor
functionality

Damaged ion
transport system

Thiol oxidation
Carbonyl formation

Nitrosylation

DNA

  Fig. 24.2    Direct cellular injury 
by reactive oxygen and nitrogen 
species. Free radicals and 
oxidants may induce oxidation, 
carbonyl formation and 
nitrosylation, infl uencing the 
structure and function of many 
enzymes, proteins, lipids and 
DNA. DNA damage results in 
the activation of the nuclear 
enzyme poly (ADP-ribose) 
polymerase-1 (PARP-1), which 
causes depletion of the NAD +  
and ATP energetic pools and 
alteration of gene expression       
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then extends the initial ADP-ribose group into a nucleic 
acid-like polymer, poly-(ADP)ribose. Extensive poly(ADP-
ribosyl)ation can be induced by a wide variety of infl amma-
tory stimuli including reactive species [ 12 ,  13 ]. Although 
poly(ADP- ribosyl)ation is an attempt of the cell to repair 
DNA, it appears that this process may be more harmful than 
benefi cial. Once activated, in response to nicks and breaks 
in the strand DNA, PARP-1 initiates an energy consum-
ing cycle, which rapidly depletes the intracellular NAD +  
and ATP energetic pools, slows the rate of glycolysis and 
mitochondrial respiration, and progresses to a loss of cel-
lular viability postulated as a  suicide phenomenon  [ 13 ]. 
Several experimental reports have demonstrated that acti-
vation of PARP-1 is a major cytotoxic pathway of tissue 
injury in different pathologies associated with ischemia and 
reperfusion injury, and infl ammation. Genetic deletion and 
pharmacological inhibition of PARP-1 has been shown to 
attenuate tissue injury in rodents after myocardial, cerebral 
and splanchnic infarction, cardiopulmonary bypass, sep-
sis, hemorrhagic shock, diabetes, and other conditions of 
infl ammation [ 10 – 15 ]. In addition to the energetic failure, 
PARP-1 activation and poly(ADP-ribosyl)ation may also 
cause tissue damage by playing a role in gene expression. 
Experimental reports have suggested that PARP-1, by direct 
protein interaction and/or by poly(ADP-ribosyl)ation, alters 
the function of a variety of transcription factors, including 
the pro-infl ammatory factors nuclear factor-κB (NF-κB) 
and activator protein-1 (AP-1), and the cytoprotective heat 
shock factor-1 (HSF-1), thus modulating the gene expres-
sion of several infl ammatory mediators [ 12 ,  16 ,  17 ]. 

 Clinical studies have reported that elevated plasma levels 
of the oxidative DNA adduct 8-hydroxydeoxyguanosine 
increase in adult patients with myocardial infarction and 
reperfusion during primary percutaneous coronary interven-
tion and are associated with enhanced activation of PARP-1 
in circulating leukocytes [ 18 ]. In a randomized, placebo- 
controlled, single-blind study in patients undergoing primary 
percutaneous coronary intervention, administration of a 
PARP inhibitor was safe and was associated with a trend of 
blunting infl ammation [ 19 ].  

    Indirect Oxidative and Nitrosative Injury: 
The Interactive Role of Oxidants with Protein 
Kinases, Phosphatases and Transcription Factors 
 Another mechanism by which reactive oxygen and nitrogen 
species can induce tissue damage is via regulation of tran-
scription pathways that regulate the pro-infl ammatory profi le 
of the cell. The exact intracellular molecular signaling mech-
anism of action of reactive oxygen and nitrogen species has 
not been completely characterized. However, it appears that 
reactive species may regulate cellular function through 
changes of critical thiol groups or aminoacid residues of 
mitogen-activated protein kinases and their regulatory 

 phosphatases, which are important components of an exten-
sive network of interconnected signal transduction pathways 
[ 20 ,  21 ]. Mitogen-activated protein kinases mediate the 
transduction of extracellular signals from the receptor levels 
to the nuclear transcription factors. These kinases activate 
each other by sequential steps of phosphorylation; whereas 
their inactivation is mediated by phosphatases through 
dephosphorylation. At the downstream of this cascade, oxi-
dant sensitive kinases include the extracellular signal-regu-
lated kinase 1 and 2 (ERK 1/2), c-Jun amino-terminal kinase 
(JNK), P-38, and inhibitor κB kinase (IKK) [ 22 ]. 
Phosphorylation of ERK, JNK, P-38 and IKK activates 
nuclear proteins and transcription factors. 

 At the nuclear level, one critical transcription factor is 
NF-κB. NF-κB is ubiquitously found in all mammalian cells, 
and is central to the activation of several cytokines and infl am-
matory modulators in ischemia and reperfusion. NF-κB is 
usually present in the cytoplasm of the cell in an inactive 
state, bound to a related inhibitory protein known as inhibitor 
κBα (IκBα). A common pathway for the activation of NF-κB 
occurs when its inhibitor protein IκBα is phosphorylated by 
IKK [ 23 ]. Phosphorylated IκBα is targeted for rapid ubiquiti-
nation, and then degraded by the 26S  proteasome. Degradation 
of IκBα unmasks the nuclear translocation sequence of 
NF-κB, allowing NF-κB to enter the nucleus, resulting in 
direct transcription of target genes [ 23 ]. 

 Activator protein-1 (AP-1), another nuclear transcription 
factor, is also purportedly regulated by reactive species and 
is involved in the transcriptional expression of several genes 
involved in infl ammation. AP-1 is a collective term referring 
to dimeric transcription factors commonly composed of 
c-Jun and c-Fos, or other activating subunits. AP-1 activation 
also requires phosphorylation of its subunits by JNK [ 24 ]. 

 These signaling cascades are rapid and enable the cells to 
respond to environmental changes by inducing a prompt pro-
duction of infl ammatory mediators, such as cytokines, adhe-
sion molecules, chemokines and metabolic enzymes, thus 
determining the functional outcome in response to stress. It 
is important to note that several of the infl ammatory media-
tors, which are regulated by NF-κB (e.g., TNFα and IL-1), 
and/or AP-1 can in turn further activate these transcription 
factors, thus creating a self-maintaining infl ammatory cycle 
that increases the severity and the duration of the infl amma-
tory response [ 23 – 25 ] (Fig.  24.3 ). Activation of NF-κB and 
AP-1 has been demonstrated during reperfusion in ischemic 
brain, heart and liver and in conditions of sepsis and hemor-
rhagic shock in several experimental studies [ 16 ,  17 ,  26 – 28 ]. 
This data has been confi rmed in humans, since nuclear 
 translocation of NF-κB, in correlation with increase of AP-1 
has been found in cardiac biopsies of adult patients with 
unstable angina [ 29 ]. Nuclear translocation of NF-κB has 
been found in myocardial tissue samples of infants and 
 children with congenital heart disease before and after 
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 cardiopulmonary bypass, thus suggesting the contribution of 
infl ammation to cardiac dysfunction [ 30 ]. The potential 
causative role of NF-κB activation in reperfusion injury is 
also supported by several studies in rodents demonstrating 
that pharmacological inhibitors of NF-κB exerts benefi cial 
effects in models of myocardial ischemia and reperfusion 
injury, hemorrhagic shock and sepsis [ 23 ,  31 ]. These reports 
suggest that targeting nuclear transcription factors may rep-
resent an effective therapeutic approach in the treatment of 
ischemia and reperfusion. However, this hypothesis remains 
to be confi rmed in human studies.

        Sources of Reactive Oxygen and Nitrogen 
Species 

    Mitochondrial Production 
 The production of oxyradicals starts early in the ischemic period 
in mitochondria with altered redox balance. During ischemia, 
the metabolic reduction of the adenine nucleotide pool leaves 
the mitochondrial carrier in a more fully reduced state, which 
results in electron leakage from the respiratory chain. This 
increase in electron leakage reacts with residual molecular oxy-
gen entrapped within the inner mitochondrial membrane, yield-
ing to superoxide radical production. Re-introduction of oxygen 
with reperfusion re-energizes the mitochondria, but electron 
leakage further increases because of the ADP low content, 
enabling more reactions with molecular oxygen [ 4 ].  

    Xanthine Oxidase 
 The xanthine oxido-reductase enzyme system plays an 
 important role in the catabolism of purine. It is mostly local-
ized in the vascular endothelial, smooth muscle, and epithe-
lial cells and exists in two interconvertible forms;  xanthine 

dehydrogenase (XDH) and xanthine oxidase (XO) [ 32 – 34 ]. 
During ischemia, XDH is converted to the oxidase form by a 
protease activated by the intracellular overload of calcium. At 
the same time, ATP is degraded to hypoxanthine, which accu-
mulates in the ischemic tissue. During reperfusion, with the 
presence of large quantities of molecular oxygen and high 
concentrations of hypoxanthine, XO yields to a burst of 
superoxide (Fig.  24.4 ). The xanthine oxido-reductase enzyme 
system has been shown to catalyze the reduction of nitrates 
and nitrites to nitrites and NO, respectively, thus also 
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  Fig. 24.3    Activation of signal transduction pathways. 
Oxygen and nitrogen reactive species and several 
infl ammatory mediators are potent stimuli for the 
activation of a cascade of mitogen-activated kinases. At 
the downstream of this cascade, the inhibitor κB kinase 
(IKK) phosphorylates inhibitor κB (IκBα) allowing its 
ubiquinitation and degradation. This event unmasks the 
nuclear factor-κB (NF-κB), which is free to translocate 
into the nucleus to initiate gene transcription. Similarly, 
once activated, c-Jun amino-terminal kinase (JNK) 
phosphorylates c-Jun allowing its dimerization with c-Fos, 
thus forming the transcription factor activator protein-1 
(AP-1). Activation of both NF-κB and AP-1 induces 
production of infl ammatory mediators, such as cytokines, 
adhesion molecules, enzymes (i.e., COX-2 and iNOS) and 
apoptotic modulators       

Ischemia Reperfusion

XDH

XO

ATP

O2

O-2

Xanthine

Ca2+-protease

HYpoxanthine

  Fig. 24.4    Formation of superoxide anion (O 2  − ) by xanthine oxidase 
(XO). During ischemia, xanthine dehydrogenase (XDH) is converted to 
XO by a Ca 2+ -dependent protease. At the same time, ATP is degraded to 
hypoxanthine. During reperfusion, in the presence of large quantities of 
oxygen (O 2 ) and hypoxanthine, XO produces large amounts of O 2  −        

 

 

M.J. Hobson and B. Zingarelli



257

 contributing to NO generation during ischemic conditions 
and during reperfusion [ 35 ,  36 ]. The hypothesis that genera-
tion of superoxide by XO may play a pathogenetic role in 
reperfusion injury has been supported by studies demonstrat-
ing that inactivation of XO with allopurinol ameliorates 
reperfusion-induced tissue damage in experimental animals 
and adult patients with myocardial infarction [ 37 ]. However, 
the role of XO in reperfusion injury in various organs is not 
fully confi rmed. For example, there are no conclusive data to 
determine whether allopurinol has clinically important bene-
fi ts for newborn infants with hypoxic-ischemic encephalopa-
thy [ 38 ]. Furthermore, it appears that the conversion of XDH 
to XO is too slow to play a major role in the pathogenesis of 
ischemia and reperfusion injury in the liver [ 39 ]. The distribu-
tion of the XO among tissues varies variably with very low 
activity detected in the human heart, where it is located in the 
endothelium only, but not in the myocytes [ 40 ]. Interestingly, 
elevated plasma levels of XO have been reported in patients 
subjected to ischemia and reperfusion induced by limb tour-
niquets [ 41 ,  42 ], liver transplantation [ 43 ], or with small 
intestine infarct [ 44 ]. These circulating levels may bind to 
endothelial cells of distant sites and contribute to initiate oxi-
dative damage in organs remote from the original ischemic 
tissue [ 34 ]. Therefore, because XO is present mainly in endo-
thelial cells and as a circulating form in the plasma, 
XO-derived free radicals may play a role in mediating neutro-
phil adhesion by activating signal transduction pathways to 
the endothelium rather than directly inducing tissue damage.

       Oxidative Burst from the Infi ltrated Neutrophils: 
The NAD(P)H Oxidase 
 Secondary to endothelial activation, the local accumulation 
and activation of neutrophils signifi cantly enhances local 
production of reactive oxygen species. Neutrophils contain 
the complex enzyme NAD(P)H oxidase which is a rich 
source of both superoxide and the potent oxidizing and chlo-
rinating agent HOCl [ 4 ].  

    Nitric Oxide and Nitrosative Stress 
 Nitric oxide (NO) is a highly reactive gas and is synthesized 
from L-arginine by a family of enzymes known as NO syn-
thase (NOS). Three isoforms of NOS have been identifi ed: 
neuronal (nNOS or type 1), inducible (iNOS or type 2) and 
endothelial (eNOS or type 3) [ 45 ]. The eNOS and nNOS 
 isoforms are constitutively expressed, calcium/calmodulin 
dependent, and produce low amount of NO. The iNOS iso-
form is a calcium/calmodulin-independent enzyme, which is 
responsible for a high output of NO and is expressed in almost 
every cell type in response to infl ammatory cytokines and 
growth factors during diverse pathological conditions includ-
ing sepsis, hemorrhagic shock, trauma and ischemia. 

 Under normal conditions, the constitutive forms of NOS 
release low concentrations of NO, which are critical to 

 normal physiology. For example, the nNOS-derived NO acts 
as a neurotransmitter and a second messenger. The eNOS- 
derived NO is the physiological mediator of vascular tone. 
Once formed by vascular endothelial cells, NO diffuses to 
adjacent smooth muscle cells and activates soluble guanyl-
ate cyclase, producing cGMP and reducing intracellular 
calcium concentration, thus resulting in vasodilatation. The 
endothelium- derived NO also scavenges oxygen free radi-
cals, inhibits platelet aggregation and leukocyte adherence, 
and inhibits smooth muscle proliferation, thus maintaining 
normal tissue perfusion and vascular permeability. In the 
cardiomyocytes, under physiological conditions, both con-
stitutive forms of NOS (type 1 and 3) have been described to 
release NO, which regulates cardiac function through direct 
effects on several aspects of cardiomyocyte contractility, 
from the fi ne regulation of excitation-contraction coupling 
(with positive inotropic and lusitropic effects) to modulation 
of (presynaptic and postsynaptic) autonomic signaling and 
mitochondrial respiration [ 45 ,  46 ]. 

 It is well established that ischemia and reperfusion results 
in alteration of the NO pathway which may be summarized 
in two main events: (i) impairment of eNOS activity, and (ii) 
induction of iNOS (Fig.  24.5 ). After prolonged ischemia, 
and immediately at the onset of reperfusion, the burst of oxi-
dants and the release of pro-infl ammatory cytokines cooper-
ate to reduce NO production from the constitutive eNOS, by 
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  Fig. 24.5    Impairment of nitric oxide (NO) synthesis during ischemia 
and reperfusion. Oxygen and nitrogen reactive species and several 
infl ammatory mediators may reduce NO production from the constitu-
tive eNOS, thus impairing vascular relaxation to endothelium- 
dependent vasodilators and predisposing the endothelium to platelet 
aggregation and leukocyte adhesion. In severe ischemia and reperfusion 
high levels of NO may be produced by iNOS. Cytotoxic effects may be 
mediated directly by NO and/or indirectly by peroxynitrite, which is 
formed from the reaction of NO with superoxide. NO and peroxynitrite 
may inhibit the mitochondrial respiratory chain, induce nitrosylation of 
proteins and enzymes, and cause cell apoptosis and/or necrosis       
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scavenging effects and by reducing eNOS mRNA stability 
and expression, respectively [ 47 – 49 ]. Thus, reduction of NO 
release from the reperfusion-injured endothelium impairs 
vascular relaxation to endothelium-dependent vasodilators 
and predisposes the vascular endothelium to platelet aggre-
gation and leukocyte adhesion. This early attenuation of 
endothelium-dependent vasodilatation has been considered a 
sensitive marker of endothelial dysfunction after ischemia 
and reperfusion in the heart and other vascular beds. Because 
of the very important effects of NO on vascular tone and 
thrombogenicity, drugs that can modulate NO levels have 
been used as therapeutic agents for the various angina syn-
dromes for a long time and are also used in congestive heart 
failure and patients with left ventricular dysfunction. 
Nitrovasodilators, such as nitroprusside, that act by donating 
NO spontaneously, or glyceryl trinitrite and isosorbide dini-
trate, that release NO after metabolic conversions, are able to 
activate guanylate cyclase and elevate cGMP in the vascula-
ture, thus providing favorable hemodynamic effects, includ-
ing vasodilatation, reduction of myocardial work, and 
reduction of oxygen consumption [ 50 ].

   However, in severe ischemia and reperfusion high levels 
of NO are produced by iNOS and may be responsible for 
potentially noxious effects. Cytotoxic effects may be medi-
ated directly by NO and/or indirectly by reactive NO-derived 
byproducts. In fact, when NO is produced in massive out-
burst, it reacts with superoxide to form the toxic oxidant per-
oxynitrite. Peroxynitrite causes oxidation of sulfhydryls, 
lipid peroxidation, RNA and DNA breakage [ 8 ,  9 ,  14 ], reacts 
with thiols, inhibits the mitochondrial respiratory chain by 
inactivating complexes I-III and induces nitration of tyrosine 
residues in proteins to form nitrotyrosine, thus altering pro-
tein structure and function. In the highly oxidative milieu of 
the reperfused tissue, in addition to peroxynitrite several 
other chemical reactions, involving nitrite, hypochlorous 
acid and peroxidases can induce tyrosine nitration and con-
tribute to tissue damage [ 9 ]. Furthermore, NO can react with 
oxygen to yield other reactive intermediates. The nitrosative 
reactive species contribute then to cell dysfunction and death. 
The deleterious effects are mainly related to mitochondrial 
damage, collapse of the energetic capacity, and induction of 
apoptosis by releasing proteins from the mitochondria, and 
necrosis by lysis of plasma membrane [ 5 – 9 ]. However, the 
role of NO in ischemia and reperfusion injury is not com-
pletely known since several experimental studies with inhib-
itors of NO synthesis have reported controversial data [ 5 ]. It 
appears that multiple factors, such as NO concentration, 
redox status of the cell, NO-superoxide radical ratio, and 
length of ischemia will determine whether NO serves as a 
cytoprotective or cytotoxic agent. Certainly, in acute condi-
tions of ischemia, small amounts of the endothelium-derived 
NO are important for the regulation of microvascular perme-
ability and maintenance of local perfusion. On the contrary, 

in severe prolonged ischemia and reperfusion overproduc-
tion of NO may mediate deleterious effects.  

    Other Sources 
 It has been suggested that the ischemia and reperfusion- induced 
calcium overload activates phopholipases, which degrade cell 
membrane phospholipids releasing arachidonic acid [ 4 ]. 
Formation of prostaglandins and leukotrienes from arachidonic 
acid involves electron transfer that can initiate the formation of 
free radicals. Auto-oxidation of catecholamines may also con-
tribute to oxygen free radicals, especially in ischemic myocar-
dium, where catecholamines are released in abundance [ 4 ]. In 
ischemia-induced neurodegenerative disorders, the metabo-
lism of dopamine produces reactive oxygen species (peroxide, 
superoxide, and hydroxyl radical), and a potent reactive qui-
none moiety [ 51 ]. However, the precise contribution of arachi-
donic acid metabolites and oxidation of catecholamines in 
reperfusion-induced oxidative stress is not completely known.  

    Alteration of Anti-oxidant Mechanisms 
 Decreased anti-oxidant activity may also contribute to the 
increase of reactive species. Under physiological conditions, 
several cellular mechanisms counterbalance the production of 
reactive species, including enzymatic and non-enzymatic path-
ways [ 52 ]. The enzymatic pathways are catalase and glutathi-
one peroxidase, which coordinate the catalysis of hydrogen 
peroxide to water, and superoxide dismutase (SOD), which 
facilitate the formation of H 2 O 2  from superoxide. The non-
enzymatic pathways include intracellular anti- oxidants such as 
vitamins C, E, and β(beta)-carotene, ubiquinone, glutathione, 
lipoic acid, urate and cysteine. Thioredoxin and thioredoxin 
reductase form an additional redox regulatory system since 
they catalyze the regeneration of antioxidant molecules, such 
as ubiquinone (Q10), lipoic and ascorbic acid. However, these 
defense mechanisms fail when the reperfusion-induced robust 
generation of reactive species exceeds the cellular anti-oxidant 
activity [ 31 ]. In addition, intracellular levels of glutathione 
decline with a concomitant accumulation of the oxidized and 
inactive form of glutathione (GSSG). Maladaptative decreases 
of other non-enzymatic antioxidants may also occur. For 
instance, plasma levels of ascorbate [ 53 ] and atria levels of 
vitamin E are reduced in patients after cardiopulmonary bypass 
[ 31 ,  54 ]. Anti-oxidant capacity is also reduced in the plasma or 
in the venous effl uent of reperfused myocardium in patients 
with short episodes of myocardial ischemia [ 55 ].   

    The Endothelial Dysfunction and Neutrophil 
Infi ltration 

 The event of reperfusion is frequently associated with early 
endothelial dysfunction. The dysfunction appears to be triggered 
by the endothelial generation of a large burst of  oxidant  molecules 
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and amplifi ed by accumulation of neutrophils into injured tissue. 
Secondary to oxidative stress and impairment of the NO path-
ways, vascular permeability increases and leads to edema forma-
tion and enhancement of interstitial pressure. When these 
detrimental changes occur in capillaries and arterioles, the local 
circulation of blood may be impaired, a phenomenon known as 
 no-refl ow . In the earliest stages of reperfusion after ischemia, 
neutrophils moving out of the circulation into infl amed tissue 
play a physiological role in the destruction of foreign antigens 
and remodeling of injured tissue. Nevertheless, neutrophils may 
augment damage to vascular and parenchymal cellular elements 
by the release of proteolytic enzymes (elastase, collagenase, 
cathepepsin, hyaluronidase), free radicals and proinfl ammatory 
mediators. Furthermore, neutrophils physically plug capillaries 
and small arterioles, thereby contributing to the no- refl ow phe-
nomenon and exacerbating the ischemic damage [ 56 ,  57 ]. 

    Expression of Adhesion Molecules on Endothelial 
Surface: Loss of Endothelial Barrier Function 
 The localization of neutrophils to reperfused tissue after isch-
emia involves a sequence of three complex steps coordinated 
by endothelial adhesion molecules, which are  recognized by 

specifi c receptors on the leukocyte membrane (Fig.  24.6 ). 
Three families of adhesion molecules have been identifi ed: 
the selectins, the immunoglobulin gene superfamily and the 
integrins [ 58 ]. The initial interaction between leukocytes and 
endothelium is transient, resulting in the  rolling  of leuko-
cytes along the vessel wall. Leukocyte rolling is promoted 
by the selectin family of adhesion glycoproteins, which are 
found on endothelial cells (P- and E-selectin), leukocytes 
(L-selectin), and platelets (P-selectin). P-selectin is consti-
tutively expressed and located within Weibel-Palade bod-
ies in the vascular endothelium and platelets. Therefore, it 
is rapidly translocated to the cell surface after exposure to 
hydrogen peroxide, peroxynitrite, thrombin, histamine or 
complement. E-selectin is synthetized after stimulation with 
pro-infl ammatory cytokines (TNFα and IL-1) and expressed 
on the endothelial cells after several hours after ischemia and 
reperfusion injury. The corresponding ligands for selectins 
on the surface of the leukocyte are sialylated Lewis x  and A 
blood group antigens. In addition to endothelial cells, leuko-
cytes also express a selectin (L-selectin), which participates 
in low affi nity interactions with P- and E-selectin during the 
rolling phase [ 58 ,  59 ].

Resting state

Inactive integrin

Neutrophil

Endothelial
cells

TransmigrationSelection
counterreceptor

Constitutive
ICAM-1

expression
Induced
ICAM-1

expression
VCAM-1,

PECAM-1,
ICAM-1

expression

Selection
expression

Activated
integrin

Ischemia and reperfusion

Rolling

Adhesion

  Fig. 24.6    Kinetics of neutrophil interaction with endothelium and infi ltra-
tion into parenchymal tissue. During resting state no interaction exists 
between neutrophils and endothelium: the endothelium expresses low lev-
els of intercellular adhesion molecule-1 (ICAM-1); whereas neutrophils 
express inactive integrins and low levels of selectin counter-receptors. After 
ischemia and reperfusion, a sequence of three complex steps coordinates 
neutrophil infi ltration. The initial step is the  rolling  of neutrophils along the 

vessel wall and is promoted by selectins. The rolling neutrophils then 
become activated by local factors generated by the endothelium, resulting 
in their  adhesion  to the vessel wall. Finally, this fi rm attachment allows the 
 transmigration  of the neutrophil from the endothelium into the tissue. 
Adhesion and transmigration are mediated by the interaction of β(beta) 2 - 
and β(beta) 1 -integrins on the surface of neutrophils with immunoglobulin 
gene superfamily members, such as ICAM-1, VCAM-1 and PECAM-1       

 

24 Ischemia-Reperfusion Injury



260

   The rolling leukocytes then become activated by local 
factors generated by the endothelium, resulting in their arrest 
and  fi rm adhesion  to the vessel wall. The list of activating 
factors includes cytokines, chemoattractants (e.g., leukotri-
ene B4, C5a, platelet activating factor) and chemoattractive 
chemokines, which bind to and activate integrins on leuko-
cyte. Finally, this fi rm attachment allows the  transmigration 
or diapedesis  of the leukocyte from the endothelium into the 
tissue [ 59 ]. 

 Firm adhesion and transmigration are mediated by the 
interaction of β 2 - (also known as CD11/CD18) and β 1 - 
integrins on the surface of leukocytes with immunoglobulin 
gene superfamily members expressed by endothelium [ 58 ]. 
The intercellular adhesion molecules (ICAMs), ICAM-
1, ICAM-2 and ICAM-3, the vascular cellular adhesion 
molecule- 1 (VCAM-1) and the platelet-endothelial cell 
adhesion molecule (PECAM) are members of the immuno-
globulin superfamily. The CD11/CD18 family of integrins 
is the counter-receptor for ICAM-1 and ICAM-2, whereas 
VCAM-1 binds to the integrin  very late activation antigen-4  
(VLA4 group/β 1 -integrin) found on leukocytes [ 60 ]. 

 ICAM-1 is constitutively expressed (at low levels) on the 
surface of endothelial cells and is responsible for the fi rm 
adhesion of neutrophils. Its surface expression is enhanced 
during infl ammation in vivo on endothelial cells after expo-
sure to oxidants or cytokines with maximal expression 
occurring within 4 h and persisting at least 24 h [ 60 ]. In addi-
tion to endothelial cells, ICAM-1 is also present on leuko-
cyte, epithelial cells, cardiomyocytes and fi broblasts, thus 
contributing to the tissue margination of leukocytes [ 61 ]. 

 VCAM-1 is not constitutively expressed on unstimulated 
endothelial cells. Exposure to infl ammatory mediators or 
cytokines results in rapid upregulation. The VCAM-1 mes-
sage levels reach a sustained high level by 2–3 h and gradu-
ally diminish over several days [ 60 ,  62 ]. Since VCAM-1 
binds circulating monocytes and lymphocytes expressing the 
VLA4 group, the relatively delayed and sustained VCAM-1 
response to cytokine may correspond to the switch to prefer-
ential adhesion and infi ltration of mononuclear leukocytes 
typical of chronic infl ammatory processes. 

 In this complex machinery of leukocyte traffi cking, plate-
lets also accumulates in the vessels resulting in further 
impairment of endothelial function and microcirculation. In 
fact, circulating platelets roll and adhere to the endothelium 
or subendothelial matrix using similar adhesion molecules 
and release substances that are able to cause further chemo-
taxis and migration of circulating leukocytes [ 63 ]. Since the 
abnormal sequestration of leukocytes is a central component 
in the development of reperfusion injury, therapeutic agents 
that block leukocyte-endothelial interactions, such as anti-
bodies raised against adhesion molecules, have been used to 
inhibit the infl ammatory response in a number of animal 
models of myocardial, splanchnic, cerebral, and liver 

 reperfusion damage after ischemia [ 64 ]. In the clinical set-
ting, however, very few studies have tested the effi cacy of 
antibodies against adhesion molecules in organ transplanta-
tion,  hemorrhagic shock and myocardial infarction with 
minor or unsatisfactory results [ 61 ,  64 – 67 ].  

    Loss of Endothelial Barrier: The Injury 
Vicious Cycle  
 Therefore, production of oxygen and nitrogen reactive spe-
cies, endothelial injury, activation of neutrophil-attractive 
factors, and neutrophil infi ltration (leading to further produc-
tion of reactive species and proteolitycal enzymes) constitute 
a vicious cycle, which is ultimately responsible for endothe-
lial and parenchymal injury. In the early phase of reperfusion 
(1–3 h after reperfusion), neutrophils are present mainly in 
the intravascular space (attached to the endothelium) and 
play an important role in the endothelial injury associated 
with reperfusion. At later stages, neutrophils emigrate into 
the tissues and exacerbate parenchymal damage. In this posi-
tive feedback cycle, reactive species activate a variety of oxi-
dant processes, such as activation of signal transduction 
pathways, induction of peroxidation and DNA injury.   

    Complement Activation 

 The complement system is an important pathway of innate 
immune defense and infl ammation [ 68 ]. It is composed of 
more than 30 plasma proteins, glycoproteins, soluble or 
membrane bound receptors. The complement system can be 
activated by three pathways: classical, lectin-binding and 
alternative pathway (Fig.  24.7 ). The classical pathway is ini-
tiated by antigen/antibody complex and/or infl ammatory 
proteins such as C-reactive protein and serum amyloid pro-
tein. The alternative pathway is initiated by surface mole-
cules containing carbohydrates and lipids. The lectin-binding 
pathway is initiated by the binding of mannose-binding lec-
tin protein (MBL) resulting in activation of MLB-associated 
serine-proteases (MASPs). Data from numerous experimen-
tal animal studies of ischemia and reperfusion injury in dif-
ferent organ systems, as well as, clinical studies support the 
concept that activation of complement is a crucial pathoge-
netic event of tissue injury [ 69 ,  70 ]. All three pathways are 
activated in ischemia and reperfusion injury and seem to be 
involved in an organ-dependent manner [ 71 ]. Complement 
activation has been demonstrated in myocardial infarction, 
ischemia of the intestine, hindlimb, kidney, liver, hemor-
rhagic shock and sepsis. In the case of cardiopulmonary 
bypass procedure, contact of blood with artifi cial surfaces of 
the bypass equipment can also activate complement proteins. 
Under physiological conditions, endothelial cells contain 
proteins (decay accelerating factor and membrane cofactor 
protein), which protect against complement injury. However, 
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endothelial dysfunction during reperfusion may alter these 
protective mechanisms.

   Complement activation results in a unidirectional cascade 
of enzymatic and biochemical reactions mediated by serine 
proteases leading to the formation of biologically active fac-
tors. In this cascade, the two terminal byproducts of comple-
ment activation, C5a and the complex C5b-C59, also known 
as the terminal membrane attack complex (MAC), are 
believed to mediate tissue injury. C5a is one of the most 
 pro- infl ammatory peptides with pleiotropic functions 
(Table  24.2 ). C5a serves as a powerful  chemoattractant  for 
neutrophils, monocytes and macrophages, where it binds on 
the C5aR receptor, and causes activation of adhesion mole-
cules, thus increasing their adhesiveness and aggregation. 
C5a stimulates oxidative burst in neutrophils, the release of 
lysosomal enzymes and pro-infl ammatory cytokines in mac-
rophages and monocytes, and activates the coagulation path-
way [ 69 ]. C5a can also bind to specifi c C5aR receptor in 
epithelial cells and activate the release of infl ammatory 
mediators, such as cytokines [ 72 ]. C5a and MAC cause 
changes in the circulation and the vascular wall since they 
induce expression of adhesion molecules on endothelial cells 

and decrease the release of NO causing vasoconstriction [ 73 , 
 74 ], thus amplifying the loss of vascular homeostasis and the 
endothelial dysfunction [ 71 ]. C5a and MAC activate plate-
lets and favor the formation of procoagulant thrombin [ 69 ]. 
C3a and C5a, as well as C4a, also have  anaphylatoxin activ-
ity . Anaphylatoxins cause increased vascular permeability, 
smooth muscle contraction, and mast cell degranulation.

   The effects of complement inhibition have also been 
tested in several clinical trials. A recent systematic review 
and meta-analysis of trials using pexelizumab, a C5 comple-
ment monoclonal antibody, has reported that there is no clear 
benefi t of adding pexelizumab to currently available thera-
pies for ST elevation myocardial infarction. However, pex-
elizumab appears to reduce the risk of death in patients 
undergoing coronary artery bypass grafting [ 75 ].  

    Toll-Like Receptors and Damage Associated 
Molecular Patterns 

 Another class of molecules inherent in the regulation of 
ischemia- reperfusion injury is that of the toll-like receptors 
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Alternative pathway  Fig. 24.7    Pathways of complement activation. The 
complement system can be activated by the classical, 
the lectin-binding and the alternative pathway. The 
classical pathway is initiated by immune complexes 
and/or infl ammatory proteins such as C-reactive protein 
and serum amyloid. The lectin-binding pathway is 
initiated by the binding of mannose-binding lectin 
protein (MBL) resulting in activation of MLB-
associated serine-proteases (MASPs). The alternative 
pathway is initiated by surface molecules of pathogens 
containing carbohydrates and lipids. All three pathways 
are activated in a unidirectional cascade of enzymatic 
reactions mediated by serine proteases leading to the 
formation of active factors. The three pathways 
converge at the generation of C3b and the terminal 
byproducts, C5a and the complex C5b-C59, also 
known as the terminal membrane attack complex 
(MAC), which mediate pro-infl ammatory actions and 
cell lysis       

 Leukocyte activation  Platelet activation  Endothelial dysfunction  Other effects 

 Chemoattraction  Thromboxane release  Adhesion molecules 
expression 

 Cyclo-oxygenase and 
lipo-oxygenase activation 

 CD11b expression  P-selectin expression  Prothrombinase 
activation 

 PGDF release 

 Oxidative burst  von Willebrand factor 
and IIb/IIIa release 

 Reduction of NO  Cell lysis 
 Proteases release 
 Histamine release  Prothrombinase activation 
 Cytokine production 
 Prostaglandin release 
 Thromboxane release 

  Table 24.2    Pro-infl ammatory 
activities of C5a and MAC  
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(TLRs). Originally discovered for their role in the innate 
immune response to infection, TLRs recognize and bind an 
array of microbial molecular patterns, including peptides, 
lipopolysaccharide, and DNA [ 76 ]. Binding and activation of 
these receptors leads to recruitment of various intracellular 
adaptor molecules, and ultimately activation of the NF-κB 
pathway with subsequent pro-infl ammatory cytokine produc-
tion [ 77 ]. However, recent evidence suggests that endogenous 
tissue components released during stress or ischemia may also 
activate TLR-mediated pathways, thus implicating the role of 
TLRs in the pathogenesis of ischemia-reperfusion injury [ 78 ]. 
These endogenous signals have been termed danger-associ-
ated molecular patterns (DAMPs). Cellular necrosis and acti-
vation of extracellular matrix proteases in the ischemic tissue 
leads to release DAMPs into the surrounding environment 
[ 79 ]. Several possible DAMPs, which serve as TLR ligands, 
have been identifi ed and include heat shock protein 60, cardiac 
myosin, and high-mobility group box 1 [ 79 ,  80 ]. 

 TLR expression has been observed in all cellular compo-
nents of ischemia-reperfusion injury, including leukocytes, 
endothelial cells, and cardiomyocytes [ 81 ]. Circulating 
TLRs may play a prominent role as well. Genetic defi ciency 
of TLR2 and TLR4 has shown to decrease infarct size and 
improve cardiac function in animals subjected to myocardial 
ischemia-reperfusion [ 82 ]. These cardioprotective effects are 
also associated with reduced local and systemic levels of 
infl ammatory cytokines [ 83 ,  84 ]. TLR receptors have also 
been implicated in the pathogenesis of renal and hepatic 
ischemia and reperfusion injury [ 85 ,  86 ]. Given the role of 
TLRs in the pathophysiology of ischemia and reperfusion 
injury, TLR antagonists have been tested as therapeutic 
agents in experimental studies; treatment with eritoran, 
a TLR4 specifi c antagonist, resulted in decreased infarct size 
and reduced NF-κB translocation in myocardial ischemia 
and reperfusion [ 87 ] and amelioration of post-reperfusion 
acute kidney injury [ 88 ]. Whether these antagonists may 
hold promising in the clinical setting is yet to be proven.  

    Matrix Metalloproteinases 

 Matrix metalloproteinases (MMP) comprise a class of zinc- 
dependent peptidases that have historically been recognized 
for their role in remodeling of the extracellular matrix in sev-
eral biologic processes, including embryogenesis, wound 
healing, infl ammation, and angiogenesis [ 89 ,  90 ]. Matrix 
metalloproteinases are further classifi ed based on their partic-
ular proteolytic substrates, and currently there are 28 recog-
nized enzymes. Ubiquitous to virtually all tissues, matrix 
metalloproteinases are synthesized as inactivated zymogens 
with an inhibitory pro-peptide domain that shields the zinc- 
containing catalytic site [ 89 ]. Various extracellular matrix pro-
teases facilitate removal of the pro-peptide domain, thus 

allowing activation. In contrast, negative regulation of protein-
ase activity is predominantly under the control of four distinct 
tissue inhibitors of metalloproteinases (TIMP 1-4) [ 91 ]. 

 Matrix metalloproteinases have been increasingly rec-
ognized as mediators of ischemia-reperfusion injury. For 
example, in hepatic ischemia and reperfusion, matrix metal-
loproteinase activation leads to disrupted tissue architecture 
and hepatic fi brosis [ 92 ]. Adult patients undergoing ortho-
topic liver transplant were shown to have elevated levels 
of MMP-9 5 min following graft reperfusion, and this rise 
correlated with elevated aspartate aminotransferase lev-
els, suggesting a role for metalloproteinase-induced graft 
reperfusion injury [ 93 ]. Elevated MMP-9 expression has 
been found in renal allograft biopsies in pediatric and adult 
patients, where it is associated with signs of acute cellular 
rejection [ 94 ]. Elevated levels of MMP-8 and MMP-9 have 
also been described after cardiac surgery with cardiopulmo-
nary bypass in children with congenital heart disease [ 95 ]. 

 While matrix metalloproteinases have traditionally been 
viewed as active proteases in the extracellular matrix, recent 
evidence suggests that they also put forth prominent infl uence 
in the intracellular environment [ 89 ]. Oxidative stress, in par-
ticular, can upregulate intracellular MMP-2 and MMP-9 activ-
ity, and this has been shown to contribute to myocardial 
ischemia and reperfusion injury. The formation of reactive 
oxygen and nitrogen species upon reperfusion is a key step in 
the activation of these enzymes [ 96 ]. Activated MMP-2 within 
the cardiac myocyte has been shown to localize to the sarco-
mere and degrade cardiac troponin I [ 97 ] and to inversely cor-
relate with cardiac mechanical dysfunction [ 98 ]. In a study of 
adult patients undergoing coronary artery bypass graft surgery, 
MMP-2 and -9 activity was increased in right atrial tissue 
biopsied after reperfusion from aortic cross-clamping; further-
more, MMP-2 levels were associated with worsened cardiac 
function following reperfusion [ 99 ]. The contribution of 
matrix metalloproteinases to ischemia and reperfusion injury 
is also infl uenced by a regulatory imbalance between the pro-
teinases and their endogenous inhibitors TIMP-1 and TIMP-4, 
which are inactivated upon peroxynitrite formation [ 100 ,  101 ]. 
Several pharmacologic inhibitors of matrix metalloproteinases 
exist, including o-phenanthroline, GM-6001, batimastat and 
the tetracycline class of antibiotics [ 102 ]. To date, some stud-
ies have reported promising results with these inhibitors in the 
treatment of periodontal wound repair [ 103 ] and post-opera-
tively following endovascular aortic aneurysm repair [ 104 ].   

    Cellular and Molecular Defenses Against 
Cell Injury 

 During ischemia and reperfusion, cellular and molecular 
defense mechanisms are also deployed in order to counter- 
act the infl ammatory response and refl ect the attempt of the 
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cell to adapt within the hypoxic and dysmetabolic environ-
ment. These cytoprotective mechanisms have generated par-
ticular interest in the research fi eld, since they may provide a 
reasonable base for developing novel therapeutic approaches 
for reperfusion injury. 

    The Hypoxia-Inducible Factor-1 (HIF-1) 

 Defi ciency of oxygen directly activates the nuclear tran-
scription factor hypoxia-inducible factor-1 (HIF-1), which 
regulates gene expression of several mediators that render 
the cell capable to survive and function within a hypoxic 
environment. Under normoxic conditions, this factor is 
unstable and inactive; however, during hypoxia HIF-1 is 
stabilized and binds to the promoter regions of many cyto-
protective genes. The list of genes includes genes for glu-
cose transporters and glycolytic enzymes, thereby 
enhancing the capacity for anaerobic metabolism, and 
angiogenic growth factors for capillary formation and 
revascularization [ 105 ].  

    The Heat Shock Response 

 The heat shock response is a highly conserved cellular 
response to injury. This cellular defense mechanism is 
characterized by the increased expression of heat shock 
proteins (HSPs) that provide cytoprotection from infl am-
matory insults, including oxidative stress, viral infection, 
and ischemia- reperfusion injury. In eukaryotic cells, the 
production of HSPs is regulated at the nuclear level by the 
transcription heat shock factor-1 (HSF-1). Under physio-
logical conditions, HSF-1 is a phosphorylated monomer 
located mainly in the cytoplasm. Activation of HSF-1 is 
induced by a variety of environmental stresses in the pres-
ence of elevated intracellular calcium and active protein 
kinases. Once activated, HSF-1 is translocated into the 
nucleus, forms trimers and binds to DNA to drive tran-
scription of HSPs [ 106 ]. The function of HSPs has been 
linked to their role as molecular chaperones. These macro-
molecules bind to denatured or misfolded proteins, pro-
moting their correct refolding, preservation or degradation 
[ 107 ]. Their cytoprotective mechanisms have been proven 
in several experimental studies. For instance, the HSP-70 
directly protects against myocardial damage, improves 
metabolic recovery, and reduces infarct size in hearts of 
transgenic mice subjected to ischemia and reperfusion 
[ 107 ,  108 ]. Another important HSP is the HSP- 32, also 
known as heme-oxygenase 1 (HO-1). The cytoprotective 
HO-1 has been documented as a successful therapeutic 
strategy in a number of transplantation models. The bene-
fi cial effect of HO-1 is mediated through an anti-oxidant 

mechanism. HO-1 removes a pro-oxidant (heme) while 
generating a putative anti-oxidant (bilirubin), carbon 
monooxide and iron ions [ 109 ].  

    The Reperfusion Injury Salvage Kinase 
(RISK) Pathway 

 Ischemia and reperfusion has also been shown to activate 
anti-apoptotic kinase signaling cascades, such as the kinases 
phosphoinositide-3 kinase (PI3K)-Akt and ERK 1/2, which 
have been implicated in cellular survival and referred as the 
reperfusion injury salvage kinase (RISK) pathways [ 110 ]. 
These kinases regulate cell proliferation, differentiation and 
survival. Although chronic activation of these pathways has 
been implicated in cardiac hypertrophy, activating these pro- 
survival kinases at the time of reperfusion or during ischemic 
preconditioning has been demonstrated to confer cardiopro-
tection against reperfusion injury. The cardioprotective mech-
anism of Akt seems to be related to the targeting of apoptotic 
modulators. For example, Akt inhibits the pro- apoptotic pro-
teins BAD and BAX, thus preventing the release of mitochon-
drial cytochrome  c  in response to an apoptotic stimulus and 
infl uences the activity of caspases [ 110 ].  

    Autophagy 

 As the intracellular environment becomes deranged during 
ischemia and reperfusion, cellular upregulation of autophagy 
may provide a protective response mechanism. Autophagy, 
or “self-digestion,” involves the degradation of damaged cel-
lular organelles by the formation of the autophagosome; 
a double-membrane vesicle, which encircles cellular debris 
and then fuses to the lysosome. The subsequent hydrolysis 
provides the cell new substrate for energy production and 
regeneration of healthy organelles [ 111 ]. Autophagy has 
been shown to play a role in the ischemia and reperfusion of 
several organs, including the heart, kidney, liver, and brain 
[ 112 – 115 ]. 

 A basal level of autophagy exists for routine cellular 
maintenance, but the process may be upregulated in the face 
of starvation and stress [ 112 ]. Highly coordinated, interre-
lated signaling pathways serve to regulate autophagy. 
Numerous autophagy-specifi c genes, termed  Atg  genes, have 
critical functions in the initiation and progression of the 
autophagic pathway [ 116 ]. On the contrary, the mammalian 
target of rapamycin (mTOR) has negative regulatory infl u-
ences on autophagy [ 117 ]. 

 There are numerous triggers which upregulate autophagy 
during the pathophysiologic process of ischemia and reperfu-
sion injury. The fi rst and most logical stimulus is deprivation 
of cellular nutrients, including the depletion of high-energy 
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phosphate stores [ 118 ]. Additional triggers include increased 
intracellular calcium, generation of reactive oxygen species, 
opening of the mitochondrial permeability transition pore, 
and endoplasmic reticulum stress [ 112 ]. 

 While autophagy is known to be upregulated in response 
to ischemia and reperfusion, considerable debate exists as to 
whether this process is protective versus detrimental to the 
cell. Several autophagy-induced mechanisms advantageous 
to cellular survival have been outlined. The clearance of 
toxic protein aggregates and damaged mitochondria have 
been shown to provide a feedback mechanism for the synthe-
sis of newer, more healthy organelles [ 119 ]. Furthermore, the 
breakdown products of autophagy can be employed for the 
generation of ATP, synthesis of proteins, and production of 
glutathione [ 119 ,  120 ]. Despite these apparent advantages, it 
may be that the consequences of autophagy during ischemia 
and reperfusion are dependent on various circumstances, 
including the phase of ischemia or reperfusion, the duration 
of ischemia, and the particular vascular bed involved [ 121 ]. 
A complex, dual role for autophagy in ischemia-reperfusion 
injury has also been proposed. For example, the induction of 
autophagy during myocardial ischemia enhanced myocyte 
survival; in contrast, upregulation of autophagy during the 
reperfusion phase worsened myocardial injury [ 118 ]. 

 Resveratrol, a polyphenol found in grapes, wines, peanuts 
and fruits, has been of recent therapeutic interest due its anti- 
oxidant, anti-infl ammatory properties and maintenance of 
mitochondrial function [ 122 ]. Resveratrol functions as a 
free-radical scavenger and has been shown to provide cardio-
protection during myocardial ischemia and reperfusion by 
altering redox signaling pathways [ 123 ]. Current evidence 
also suggests that resveratrol protects against ischemia and 
reperfusion injury through induction of autophagy via inhi-
bition of mammalian target of rapamycin (mTOR) [ 123 ].  

    Endogenous Hydrogen Sulfi de Production 

 The endogenous gas hydrogen sulfi de (H 2 S) has struck recent 
interest for its potential role in ameliorating ischemia- 
reperfusion injury. Similar to nitric oxide and carbon monox-
ide, H 2 S is a lipid soluble “gasotransmitter” with the ability 
to modulate intracellular targets after freely crossing the cel-
lular membrane [ 124 ]. Production of H 2 S comes from three 
separate enzymes: cystathionine ®(beta)-synthase, cystathi-
onine ©(gamma)-lyase, and 3-mercaptopyruvate sulfur 
transferase. While previously labeled as a toxic compound, 
H 2 S has now been shown to be endogenously produced at 
low levels within the body and has several important physi-
ologic functions. For example, H 2 S within the central ner-
vous system functions as a neuromodulator [ 125 ]; intestinal 
H 2 S induces smooth muscle relaxation within the splanchnic 
circulation [ 126 ]. 

 Beyond its endogenous physiologic role, H 2 S has also 
shown to be protective against ischemia and reperfusion injury 
in the heart, liver and kidneys in a variety of experimental 
studies [ 127 – 130 ]. Several cellular mechanisms account for 
the protective effects of this gas. Endogenous cerebral H 2 S has 
been shown to act as a free radical scavenger, thereby inhibit-
ing peroxynitrite within cerebral tissue [ 131 ]. In the setting of 
myocardial ischemia and reperfusion injury, several mecha-
nisms are at work. Preconditioning with NaHS, serving as an 
H 2 S donor, can lead to activation of the RISK pathway, thus 
protecting the myocyte from apoptosis [ 132 ]. Furthermore, 
H 2 S-preconditioning in rat myocytes has been shown to reduce 
intracellular calcium [ 133 ]. Lastly, H 2 S donors have the poten-
tial to reduce leukocyte infi ltration into reperfused tissues by 
interrupting their interaction at the vascular endothelium 
[ 134 ]. Given these multiple mechanisms, H 2 S may serve as a 
potential therapeutic target in ischemia and reperfusion injury. 
However, current diffi culties in translating this molecule into a 
therapeutic application includes their potential to affect other 
enzyme systems, as well as its reduced selectivity to organs 
and its limited cell membrane permeability [ 135 ].  

    The Ischemic Preconditioning Response 

 Of particular biological and clinical relevance is the phe-
nomenon known as  ischemic preconditioning response . As 
noted originally in 1986 [ 136 ], multiple brief ischemic epi-
sodes (i.e., preconditioning) protect the heart from a subse-
quent sustained ischemic insult. Human clinical trials using 
ischemic preconditioning have been successfully carried out 
in the fi elds of cardiac, hepatic, and pulmonary surgery. 
Epidemiologic data exist to support the existence of 
preconditioning- induced neuroprotection in humans. Human 
skeletal muscle has been preconditioned experimentally, as 
have human proximal tubule renal cells. Additionally, pre-
conditioning is not confi ned to one organ, but can also limit 
infarct size in remote, non-preconditioned organs ( remote 
preconditioning ). At present, there is no evidence for isch-
emic preconditioning occurring in the human intestine, 
although animal studies attest to the possibility [ 137 ,  138 ]. 

 The protective effects of preconditioning occur in a well 
described bi-phasic kinetic. Tissue protection appears within 
minutes and lasts only 2–3 h (early phase or fi rst window of 
protection), but reappears 24 h after the preconditioning 
stimulus (late phase or second window of protection) [ 139 ]. 
Within the early phase, cytoprotective mechanisms depend 
mainly on post-translational modifi cations of pre-existing 
cellular proteins. Late preconditioning is a genetic repro-
gramming of the organ that involves the simultaneous activa-
tion of multiple stress-responsive genes and  de novo  synthesis 
of several proteins, which ultimately results in the development 
of a protective phenotype. Sublethal ischemic insults release 
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chemical signals (NO, adenosine, and reactive oxygen spe-
cies) that trigger a series of signaling events (e.g., activation 
of protein kinases and NF-κB and culminates in increased 
synthesis of iNOS, COX-2, HO-1, SOD, and probably other 
cytoprotective proteins.   

    Conclusion 

 In clinical therapy of acute infarction of an organ or tissue, 
reperfusion has proven to be the only way to limit infarct 
size by restoring the fractional uptake of oxygen to main-
tain the rate of cellular oxidation. However, restoration of 
fl ow is accompanied by the detrimental manifestations of 
reperfusion injury, which infl uences the degree of recovery. 
Reperfusion injury refers to an extremely complex situa-
tion that had not occurred during the preceding ischemic 
period. The existence of such damage has clinical rele-
vance, as it would imply the possibility of improving recov-
ery with specifi c interventions applied only at the time of 
reperfusion. Therefore, knowledge of the precise sequence 
of biochemical and molecular events of reperfusion could 
lead to rational treatments designed to prevent or delay cell 
death. However, at the present time, there is no simple 
answer to the question of what determines cell death and 
the failure to recover cell function after reperfusion. The 
analysis of the current experimental data suggests the exis-
tence of a self-amplifying vicious cycle, which is governed 
by reactive species and involves cellular effectors (endothe-
lial and parenchymal cells, neutrophils, platelets), infl am-
matory mediators and components of the coagulation and 
complement cascade. In this cycle, endogenous cytoprotec-
tive mechanisms also intervene to counter-act infl amma-
tion. As described throughout this chapter, the current 
experimental research has raised the exciting prospect that 
pharmacological intervention aimed to interrupt the vari-
ous levels of this vicious cycle (such as the use of anti-
oxidants, antibodies against adhesion molecules, inhibition 
of PARP-1 and NF-κB, induction of heat shock response, 
autophagy or ischemic preconditioning) may ameliorate 
cell dysfunction and prevent death. However, the predict-
ability of in vivo experimentation in animals and its extrap-
olation to man is a function of the genetic kinship. Large 
clinical trials are needed to determine whether these novel 
therapeutic interventions may be benefi cial to the patient.     
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    Abstract 

 Pediatric cardiac arrest is an infrequent but potentially devastating event. While return of 
spontaneous circulation (ROSC) is the immediate objective, the ultimate goal is survival 
with meaningful neurologic outcome. Once a perfusing rhythm is established, the pediatric 
cardiac arrest victim requires expert critical care to optimize organ function, prevent sec-
ondary injury, and maximize the child’s potential for recovery. Common post-resuscitation 
conditions include acute lung injury, myocardial dysfunction, hepatic and renal insuffi -
ciency, and hypoxic-ischemic encephalopathy. This constellation is described by the term 
“post-cardiac arrest syndrome” and resembles the systemic infl ammatory response seen in 
sepsis or major trauma. Children may have single organ failure or multi-organ dysfunction, 
and the need for critical care therapies may delay accurate evaluation of neurologic status 
and limit prognostic ability. Pediatric post-resuscitation therapies are not typically evidence- 
based given the paucity of randomized trials and heterogeneous nature of the patient popu-
lation. Goals of care include normalizing physiologic and metabolic status, preventing 
secondary organ injury, and diagnosing and treating the underlying cause of the arrest. 
Therapeutic hypothermia has been shown to mitigate the severity of brain injury for adults 
following sudden arrhythmia induced cardiac arrest and neonates following resuscitation 
from hypoxic-ischemic encephalopathy at birth, but the role of targeted temperature control 
in pediatric post- arrest care is an area of active investigation. There is no single diagnostic 
test or set of criteria to accurately predict neurologic outcome, providing a challenging situ-
ation for critical care specialists and families alike.  
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        Introduction 

 The immediate objective of pediatric cardiopulmonary 
resuscitation is return of spontaneous circulation (ROSC), 
while the ultimate goal is survival with a favorable neuro-
logic outcome. Once a perfusing rhythm is established, the 
pediatric cardiac arrest victim requires critical care focused 
to optimize organ function, prevent secondary injury, and 
maximize the child’s potential for recovery. Common post- 
resuscitation conditions include acute lung injury, myo-
cardial dysfunction, hepatic and renal insuffi ciency, and 
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seizures/encephalopathy. The extent of neurologic injury 
may be initially diffi cult to assess due to multi-organ system 
failure following hypoxia-ischemia and reperfusion. In the 
pediatric intensive care unit (PICU), the most common cause 
of death following admission after cardiac arrest is hypoxic- 
ischemic encephalopathy [ 1 ,  2 ], which is also responsible for 
the most signifi cant morbidity in survivors. 

 Considerations for post-resuscitation care are impacted 
by whether the resuscitation occurs out-of-hospital or in- 
hospital, since the epidemiology and etiology for pediatric 
cardiac arrest differ in these settings. Out-of-hospital arrest 
is more likely to be asphyxial in origin, in which cardiac 
arrest is the end result of progressive hypoxia and ischemia. 
Multiple cohort studies of out-of-hospital pediatric car-
diac arrests have found that most were of respiratory origin 
[ 3 – 12 ]. A recent report from 11 North American sites par-
ticipating in the Resuscitation Outcomes Consortium (ROC) 
found that the incidence of non-traumatic out-of-hospital car-
diac arrest in patients <20 years of age was 8.04 per 100,000 
person- years, and was signifi cantly higher among infants 
than children or adolescents [ 5 ]. The initial cardiac rhythm 
was asystole or pulseless electrical activity (PEA) in 82 % 
of patients, and the most common etiology was an asphyx-
ial event such as drowning or strangulation. In systematic 
reviews, trauma and sudden infant death syndrome remain 
the most common causes of pediatric out-of-hospital cardiac 
arrest [ 3 ,  13 ]. Survival ranges from 6.4 to 12 %, with rates of 
neurologically-intact survival of only 2.7–4 % [ 3 – 6 ,  13 ]. 

 Pediatric cardiac arrest in the inpatient setting is more likely 
to be witnessed or to occur in a monitored setting, but a high 
proportion of patients have pre-existing co- morbidities [ 14 ]. 
Not surprisingly, the highest incidence of in-hospital pediatric 
cardiac arrest is in the PICU, affecting 1–6 % of patients admit-
ted [ 15 ,  16 ]. Regardless, the outcome from in- hospital arrest is 
consistently better than for out-of-hospital events. A 2006 
report of 880 pediatric inpatient arrests from a voluntary 
national registry found survival to hospital discharge was 27 %, 
while a 2009 review of 353 in-hospital cardiac arrests reported 
a survival to discharge rate of 48.7 % [ 17 ,  18 ]. The etiology of 
pediatric in-hospital arrest differs from out-of-hospital events 
in that cardiac conditions (including shock) are as likely as 
respiratory failure to be the immediate cause of the arrest (61–
72 %) [ 12 ,  17 ]. Asystole and PEA account for 24–64 % of the 
initial cardiac rhythms. Interestingly, infants and children who 
are resuscitated from inpatient cardiac arrest have a high likeli-
hood of favorable neurologic outcome, with results ranging 
from 63 to 76.7 % in two recent studies [ 17 ,  18 ].  

    Post-cardiac Arrest Syndrome 

 Recent advances in the understanding of pathophysi-
ologic events following return of circulation have led to 
the description of the “post-cardiac arrest syndrome” [ 19 ]. 

This  condition is characterized by myocardial dysfunction, 
neurologic impairment, and endothelial injury that resem-
ble infl ammatory conditions such as sepsis (capillary leak, 
fever, coagulopathy, vasodilation). The series of events dur-
ing reperfusion can be divided into four phases: (1) immedi-
ate (fi rst 20 min after ROSC); (2) early post-arrest (20 min 
through 6–12 h after resuscitation); (3) intermediate phase 
(6–12 h through 72 h post-arrest); and (4) recovery phase 
(beyond 72 h). Some experts have included a fi fth phase, that 
of rehabilitation after discharge from an acute care setting 
(Fig.  25.1 ).

      Pathophysiology of the Post-arrest 
Reperfusion State 

 The post-cardiac arrest syndrome results from two distinct 
but serial events – a period of ischemia, during which cardiac 
output and oxygen delivery are profoundly compromised, 
followed by a period of tissue and organ reperfusion. At the 
time of cardiac arrest, oxygen extraction increases in an 
effort to compensate for reduced delivery. As demand rap-
idly exceeds supply, tissue hypoxia triggers anaerobic 
metabolism and lactate production. At the cellular level, 
hypoxia limits oxidative phosphorylation and mitochondrial 
ATP production. As a result, ATP-dependent membrane 
functions such as maintenance of ion gradients begin to fail. 
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The resultant depolarization permits opening of voltage- 
dependent channels leading to entry of calcium, sodium, and 
water into the cell. Cellular injury and death follow, with tis-
sues demonstrating high oxygen consumption at most risk. 

 Lopez-Herce et al. described the progression of physio-
logic and biochemical changes occurring in an infant swine 
model of asphyxial arrest [ 20 ]. At 10 min after discontinua-
tion of mechanical ventilation, arterial pH had decreased 
from a median of 7.40 to 7.09, PaO 2  was unmeasurable, and 
PaCO 2  had increased from a median of 41 to 80 mmHg. 
Lactate increased from 0.8 to 5.7 mmol/L. After transient 
tachycardia and hypertension from increased systemic vas-
cular resistance (SVR), progressive bradycardia and hypo-
tension occurred with no measureable systemic blood 
pressure by 10 min. After 10 min, subjects were resuscitated 
with conventional CPR and one of four vasoconstrictor regi-
mens (epinephrine alone, terlipressin alone, epinephrine + 
terlipressin, or no medications). ROSC was achieved in just 
over one-third of the animals within 20 min. Following 
ROSC, there was an initial brief recovery of cardiac index, 
SVR, and mean arterial pressure (MAP), followed by a pro-
gressive decline. Over the fi rst 30 min after ROSC, arterial 
and venous pH increased but did not return to baseline, and 
lactate remained elevated. 

 Following ROSC, a complex cascade of biochemical 
events occurs as blood fl ow and oxygen delivery are restored. 
The major pathophysiologic processes include endothelial 
activation and formation of oxygen-free radicals. Endothelial 
activation by ischemia/reperfusion results in upregulation 
of infl ammatory mediators (e.g., leukocyte adhesion mol-
ecules, procalcitonin, C-reactive protein, cytokines, TNF-α 
[alpha]) and downregulation of anti-infl ammatory agents 
such as nitric oxide and prostacyclin [ 21 – 23 ]. Coupled with 
activation of the complement and coagulation cascades, this 
systemic response leads to capillary leak, intravascular coag-
ulation, and impaired vasomotor regulation. 

 Although restoration of oxygen delivery is one objec-
tive of cardiopulmonary resuscitation, the post-resuscitation 
exposure of ischemic tissue to high concentrations of oxygen 
can be injurious due to generation of oxygen-free radicals. 
During ischemia, intracellular concentrations of hypoxan-
thine are increased; with the restoration of tissue oxygen-
ation, hypoxanthine is converted to xanthine with oxygen 
radicals produced as a byproduct. Furthermore, ischemic tis-
sue becomes depleted of natural anti-oxidant defenses such 
as nitric oxide, superoxide dismutase, glutathione peroxidase, 
and glutathione reductase. In an infant rat model of asphyxial 
arrest, animals resuscitated with 100 % oxygen during and 
after CPR showed decreased hippocampal reduced glutathi-
one, increased activity of manganese superoxide dismutase, 
and increased cortical lipid peroxidation [ 24 ]. Reactive oxy-
gen species have multiple negative effects and can modulate 
signaling molecules including protein kinases, transcription 
factors, receptors, and pro- and anti- apoptotic factors [ 25 ]. 

The use of anti-oxidant therapy or other infl ammatory modu-
lators to prevent or reduce the post- cardiac arrest syndrome 
is a promising area of research, primarily in animal models. 
Multiple agents have been studied including nitric oxide, 
N-acetylcysteine, erythropoietin, steroids, cyclosporine, 
ascorbic acid, trimetazidine and diazoxide [ 26 – 29 ]. 

 Activation of the infl ammatory cascade, with suppression 
of anti-infl ammatory defense mechanisms, interferes with 
endothelial relaxation and promotes vasoconstriction and 
microvascular thrombosis. At the vital organ level this results 
in secondary ischemic injury [ 30 ]. In its most severe form, 
ischemia-reperfusion injury results in multiple organ system 
dysfunction (MODS), a common cause of delayed mortality 
following resuscitation from cardiac arrest. Individually, 
infants and children may demonstrate different patterns of 
organ injury, with neurologic and cardiac dysfunction most 
prevalent.  

    Post-resuscitation Care of the Respiratory 
System 

 Oxygenation and ventilation are key components of resusci-
tation from pediatric cardiac arrest. In the out-of-hospital 
setting, bag-mask ventilation is typically the initial airway 
management technique. Advanced life support teams may be 
trained and authorized to perform more invasive airway sup-
port such as supraglottic airway devices or tracheal intuba-
tion. Pre-hospital intubation for children with cardiac or 
respiratory arrest is an area of ongoing controversy. A large 
prospective randomized trial showed no difference in sur-
vival or neurologic outcome if children were intubated vs. 
ventilated via bag and mask for respiratory failure, respira-
tory arrest, or cardiac arrest. In the intubation group there 
was a high rate of failed intubations and unrecognized 
esophageal intubations. Critics of this study note that the 
EMS providers who participated in the study received 6 h of 
classroom and mannequin training, suggesting that the 
results could be partly attributed to lack of profi ciency as 
opposed to the intervention itself [ 31 ]. 

 If the infant or child was tracheally intubated during 
resuscitation, the fi rst priority is to confi rm appropriate tra-
cheal tube position, patency, and security. Children who are 
intubated at a referring hospital prior to transport are more 
likely to have a right mainstem intubation than if they were 
intubated in a tertiary PICU (13.4 % vs. 3.9 %) [ 32 ]. Pre- 
hospital providers frequently select tracheal tubes that are 
either too large or too small for the patient’s size [ 33 ]. 
A  tracheal tube that is too small for the child may hinder 
adequate ventilation and oxygenation due to excessive glot-
tic air leak and loss of tidal volume and end-expiratory pres-
sure. Consideration should be given to reintubating the 
patient with a larger and/or a cuffed tracheal tube. A tracheal 
tube that is oversized, especially one with an infl ated cuff, 
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can injure the tracheal mucosa and increase the risk of com-
plications such as subglottic stenosis. In addition to defl ating 
the cuff, consideration should be given to replacing the tube 
under controlled circumstances with an age-appropriate size, 
weighing the risks and benefi ts of removing an existing air-
way. If a cuffed tracheal tube was used for intubation, cuff 
pressures should be measured and adjusted to the recom-
mended level of ≤20 cm H 2 O. 

 Regurgitation of gastric contents is common during car-
diopulmonary resuscitation, leading to risk for aspiration. 
Refl ux of acidic gastric material into the pharynx can occur 
even without active vomiting, especially when patients are 
in the supine position and have loss of lower esophageal 
sphincter tone. Regurgitation was reported in 20 % of adult 
patients who survived cardiac arrest and received bystander 
CPR, of whom 46 % had radiographic evidence of aspira-
tion [ 34 ]. Aspiration of gastric contents or blood was docu-
mented on autopsy in 29 % of adult non-survivors after CPR 
[ 35 ]. Specifi c circumstances such as near-drowning are asso-
ciated with a high incidence of regurgitation. Computerized 
tomography of the chest in drowning victims of multiple 
ages revealed evidence of pulmonary aspiration in 60 % of 
victims [ 36 ]. 

 Bag-mask ventilations frequently result in gastric insuf-
fl ation and distension and are the recommended initial tech-
nique for pediatric airway management during cardiac arrest 
[ 37 ]. The use of cricoid pressure, often advocated to reduce 
the risk of aspiration during positive-pressure ventilation and 
tracheal intubation, may not be as effective as once believed. 
Studies in anesthetized children suggest that the primary 
effect of cricoid pressure is to prevent gastric insuffl ation 
during mask ventilation, although there are no data about its 
effi cacy during pediatric cardiac arrest [ 38 ,  39 ]. 

 Following cardiac arrest, children are at risk for develop-
ment of acute lung injury (ALI) and acute respiratory dis-
tress syndrome (ARDS) as a result of reperfusion injury of 
the lung and, potentially, pulmonary aspiration. ALI and 
ARDS are clinical diagnoses and are distinguished by the 
degree of impairment of oxygenation: a PaO 2 /FiO 2  ratio of 
<300 denotes ALI, while a PaO 2 /FiO 2  ratio of <200 is used to 
defi ne ARDS [ 40 ]. ALI and ARDS are characterized by 
decreased lung compliance and increased alveolar-capillary 
permeability in the setting of a normal pulmonary arterial 
occlusion pressure, resulting in surfactant deactivation, pul-
monary edema and infi ltrates, and hypoxemia. True cardio-
genic pulmonary edema is more likely to occur in adults 
after resuscitation from cardiac arrest, possibly related to the 
common precipitating factor of coronary artery occlusion 
and myocardial infarction with resultant depressed myocar-
dial function. 

 The goals of mechanical ventilation in the pediatric 
patient after cardiac arrest include provision of adequate 
ventilation and oxygenation while minimizing the risk of 

ventilator-induced lung injury (barotrauma or volutrauma). 
Optimal ventilation and oxygenation parameters following 
resuscitation from pediatric cardiac arrest are unknown. In 
general, ventilation is considered acceptable if there is an 
adequate pH (≥7.30). Hyperventilation should be avoided to 
minimize the risk of further lung injury and to prevent sec-
ondary cerebral ischemia. Use of capnography for non- 
invasive assessment of ventilation may be misleading if there 
is increased dead space related to reduced pulmonary blood 
fl ow or parenchymal lung disease; in such situations arterial 
blood gas measurement is a more accurate method to mea-
sure PaCO 2 . 

 Following return of spontaneous circulation, current 
American Heart Association guidelines recommend that 
the inspired oxygen concentration be progressively reduced 
based on pulse oximetry [ 37 ]. In the presence of a normal 
hemoglobin concentration, an arterial oxygen saturation of 
>94 % is typically suffi cient for the infant or child post- arrest. 
In cases of severe anemia or hemorrhage, higher inspired 
oxygen concentrations may be appropriate until adequate 
oxygen carrying capacity is restored. Since an arterial oxy-
gen saturation of 100 % could correspond with a PaO 2  any-
where between ~80 and 500 mmHg, pediatric resuscitation 
guidelines also recommend using 99 % as an upper limit for 
arterial oxygen saturation. Because the use of 100 % oxygen 
is a common default practice during intra- and interfacility 
transfer, whenever possible, providers should be advised to 
titrate FiO 2  to achieve the goal arterial oxygen saturations. 

 Exposure to high concentrations of oxygen may result in 
arterial hyperoxia, increasing the risk for oxygen free-radical 
formation and oxidative injury during reperfusion. Evidence 
from animal models and, more recently, human studies dem-
onstrate that post-arrest hyperoxia worsens neurologic out-
come [ 41 – 43 ]. Kilgannon et. al. reviewed >6,000 adult 
non-traumatic cardiac arrest patients who survived to  hospital 
admission, and categorized them by the fi rst PaO 2  obtained 
in the ICU. Patients who were hyperoxic, defi ned as a PaO 2  
>300 mmHg, had a higher in-hospital mortality compared 
with patients who were normoxic (PaO 2  60–300 mmHg) or 
hypoxic (PaO 2  <60 mmHg). Even after controlling for mul-
tiple confounders, hyperoxia was an independent risk factor 
for mortality with an odds ratio of 1.8. The same investiga-
tors studied the relationship between post-resuscitation PaO 2  
as a continuous variable and in-hospital mortality. 
Interestingly, the median post-resuscitation PaO 2  was 
231 mmHg with an interquartile range of 149–349 mmHg. 
Using multivariable analysis, they demonstrated that for 
each 100 mmHg increase in PaO 2  during the fi rst 24 h of 
admission there was a 24 % increase in mortality. 

 For patients with acute lung injury or ARDS, a lung protec-
tive strategy is typically employed using pressure- controlled 
ventilation. The components of a lung protective strategy 
include: (1) low tidal volumes (5–6 mL/kg), (2) limited 
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 plateau pressures (≤30 cm H 2 O), (3) optimal PEEP to restore 
and maintain functional residual capacity, and (4) exposure 
to non-toxic concentrations of oxygen (FiO 2  ≤ 0.6). A cer-
tain degree of respiratory acidosis is tolerated, an approach 
termed permissive hypercapnea. The level of hypercarbia 
that is acceptable may be infl uenced by other organ system 
concerns such as cerebral edema from hypoxic- ischemic 
brain injury. Cerebral blood vessel reactivity to carbon diox-
ide is preserved in comatose adult patients following cardiac 
arrest, so extremes of hypo- and hyperventilation should be 
avoided [ 44 ]. 

 The initial maneuver for a patient with persistent hypox-
emia is the escalation of PEEP in an effort to increase func-
tional residual capacity and reduce intrapulmonary shunting. 
Those who remain hypoxemic or develop extrapulmonary 
air leak may be candidates for a trial of high frequency oscil-
latory ventilation (HFOV). Use of HFOV frequently requires 
neuromuscular blockade, however, which hampers ongoing 
neurologic assessment. Another therapeutic consideration is 
surfactant replacement therapy, which was found to decrease 
mortality in a recent meta-analysis of children with acute 
respiratory failure [ 45 ]. The optimal dosing, frequency, and 
duration of therapy have not been determined.  

    Post-resuscitation Care of the Cardiovascular 
System 

 Except for very brief episodes of cardiac arrest, most patients 
will demonstrate some impact of cardiac arrest on post- 
resuscitation circulatory status. Initial assessment should 
focus on the rate and rhythm, blood pressure, peripheral per-
fusion, and end-organ function (mental status, pupillary 
exam, urine output). An inappropriately slow heart rate asso-
ciated with hypotension requires urgent treatment to prevent 
deterioration. Underlying causes of persistent bradycardia to 
consider include hypothermia, hypoxia, acidosis, electrolyte 
disturbances, hypoglycemia, toxins, or increased intracranial 
pressure. Appropriate management is directed at treating the 
suspected etiology and the use of pharmacologic agents to 
increase heart rate, such as adrenergic agents or vagolytic 
agents, or use of electrical pacing. 

 Tachycardia is commonly observed after resuscitation 
from cardiac arrest and may be multifactorial, resulting from 
use of β [beta]-adrenergic agents, early myocardial dysfunc-
tion, and cardiac rhythm disturbances. In general, tachycar-
dia is well tolerated in infants and children, and treatment to 
control rate is indicated only if the patient has a tachyar-
rhythmia that results in hemodynamic compromise. 
Tachyarrhythmias should be managed according to the rele-
vant treatment protocols depending on the type of rhythm 
and the patient’s clinical status. Patients who are hypotensive 
in the setting of supraventricular or ventricular tachycardia 

should receive immediate synchronized cardioversion, with 
or without sedation depending on the level of consciousness 
[ 37 ]. If the patient is normotensive, pharmacologic therapy 
can be attempted while closely monitoring the patient’s 
hemodynamic status. Other causes for tachyarrhythmias 
should also be considered, including central venous catheter 
position, electrolyte or metabolic derangements, hyperpy-
rexia, and adverse effects of adrenergic agents. Increased 
myocardial oxygen consumption associated with tachyar-
rhythmias may result in myocardial ischemia, and a 12-lead 
ECG may identify ST-segment changes or pre-excitation that 
could signal risk for further rhythm disturbances. Expert 
consultation with a pediatric cardiologist is recommended 
for guidance regarding anti-arrhythmic and other therapies. 

 Myocardial dysfunction occurs in most adults and chil-
dren following resuscitation from cardiac arrest, a condition 
known as “myocardial stunning.” Despite the restoration of 
myocardial blood fl ow and oxygen delivery, echocardio-
graphic evidence of myocardial dysfunction typically persists 
for 24–48 h following resuscitation [ 46 ]. The pathophysiol-
ogy of this reperfusion injury is characterized by cardiac tis-
sue edema and decreased contractility with low cardiac index. 
Hemodynamic studies of children following near-drowning 
have demonstrated an increase in atrial and ventricular end-
diastolic fi lling pressures as well as systemic and pulmonary 
vascular resistance [ 47 ]. In animal models, the degree of myo-
cardial dysfunction is correlated with the duration of cardiac 
arrest and is more severe when cardiac arrest is due to ventric-
ular fi brillation compared with asphyxia [ 48 ,  49 ]. Post-arrest 
troponin levels are inversely correlated with ejection fraction 
and survival in pediatric patients following resuscitation from 
cardiac arrest [ 50 ]. Pediatric animal studies suggest that the 
use of adult defi brillation doses leads to greater myocardial 
dysfunction and higher levels of troponin leak than attenuated 
pediatric doses [ 51 ]. 

 The goals of hemodynamic support following resus-
citation from cardiac arrest are to restore and maintain 
end-organ perfusion and oxygen delivery. Those children 
who are suspected of having inadequate preload due to 
volume loss may receive isotonic fl uids in small boluses 
of 5–10 mL/kg, titrated to signs of improved hemodynam-
ics such as resolving tachycardia and improved peripheral 
perfusion. Frequent reassessment after each fl uid bolus is 
essential to avoid excessive increases in cardiac fi lling pres-
sures that could lead to pulmonary edema and worsening gas 
exchange. Patients resuscitated from cardiac arrest in the 
setting of trauma or hemorrhage may benefi t from resusci-
tation with blood products such as packed red blood cells 
to replete low blood volume and increase oxygen-carrying 
capacity. Optimization of preload is best accomplished using 
invasive monitoring in the critical care setting. Placement of 
a catheter with the tip in the SVC or IVC permits monitor-
ing of central venous pressure to estimate right-sided fi lling 
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pressures. Femoral venous lines in the infrahepatic IVC have 
shown good correlation with right atrial fi lling pressures in 
cohorts of pediatric cardiac patients and critically ill children 
in the ICU setting even with changes in mean airway pres-
sure and PEEP [ 52 – 55 ]. 

 Inotropic and vasoactive infusions are the mainstay of 
therapy for post-arrest myocardial dysfunction. These 
agents improve cardiac output and oxygen delivery by 
increasing myocardial contractility and by either increasing 
or decreasing systemic vascular resistance. Despite the fre-
quent use of vasoactive infusions for post-resuscitation 
myocardial support, to date there is no data to establish that 
such therapy improves patient outcome. The choice of 
agent depends on the individual patient’s physiologic status 
and the presence or absence of hypotension. Most children 
with post- resuscitation myocardial dysfunction will have 
low cardiac output and high systemic vascular resistance 
and will benefi t from medications that increase contractil-
ity and reduce afterload. If the patient is normotensive, ino-
dilator drugs such as milrinone may improve cardiac output 
and end-organ perfusion with less myocardial oxygen cost 
compared with adrenergic inotropic agents. If the patient is 
hypotensive, afterload reduction is not likely to be tolerated 
and the use of agents with both inotropic and vasoconstric-
tive actions may be necessary to restore adequate end-organ 
perfusion pressure. 

 Medications used to manage post-arrest myocardial dys-
function are listed in Table  25.1 , along with their primary 
hemodynamic effects. Most of the vasoactive agents listed 
have the potential to increase heart rate, either primarily or 
secondarily, which may limit their benefi t due to associated 
increases in myocardial oxygen consumption. Among the 
adrenergic agents, signifi cant tachycardia is less likely with 
norepinephrine. Use of milrinone may result in refl ex tachy-
cardia due to afterload reduction, which can generally be 
managed with judicious volume administration. The exclu-
sive use of pure vasoconstrictor agents such as phenyleph-
rine and vasopressin is not recommended for post-arrest 
myocardial dysfunction because these agents increase after-
load without supporting contractility; however, for those 
patients who demonstrate refractory vasodilation in the post- 
arrest period, the use of vasopressin in conjunction with an 
inotropic agent may be benefi cial [ 56 ]. Patients who remain 
hypotensive despite volume resuscitation and vasoactive 
infusions should be evaluated for adrenal insuffi ciency, 
which has been reported as a feature of the post-cardiac 
arrest syndrome.

   Levosimendan is a relatively new inotropic agent that 
has been studied for treatment of congestive heart failure 
in adults. The drug acts as an inodilator by increasing myo-
cardial sensitivity to calcium and by activation of peripheral 
vascular ATP-dependent potassium channels. Animal  studies 

   Table 25.1    Vasoactive agents for post-resuscitation myocardial dysfunction   

 Type  Receptors  Physiologic effect  Dose range 

 Dopamine  Endogenous 
catecholamine 

 Dopaminergic agonist  Renal and splanchnic 
vasodilation 

 2–5 mcg/kg/min 

 β [beta]-1 and -2 agonist  Positive inotropy and 
chronotropy 

 5–10 mcg/kg/min 

 α [alpha]-agonist  Vasoconstriction  10–20 mcg/kg/min titrated to effect 
 Dobutamine  Synthetic catecholamine  β [beta]-1 and -2 with intrinsic 

α [alpha]-adrenergic agonist 
and antagonist activity 

 Positive inotropy and 
chronotropy; may cause 
systemic vasodilation 

 2–20 mcg/kg/min titrated to effect 

 Epinephrine  Endogenous 
catecholamine 

 β [beta]-1 and -2  Positive inotropy and 
chronotropy; vasodilation 
at low doses 

 Low dose: 0.1–0.3 mcg/kg/min; 

 α [alpha]-1 and -2 agonist  At higher infusion rate 
causes potent 
vasoconstriction 

 High dose: 0.3–1 mcg/kg/min 
titrated to effect 

 Levosimendan  Calcium-sensitizer  Increases cardiac myocyte 
sensitivity to calcium; opens 
potassium channels on vascular 
smooth muscle 

 Positive inotropy, 
vasodilation 
(“inodilator”) 

 Loading dose: 12–24 mcg/kg over 
10 min; infusion: 0.1–0.2 mcg/kg/
min 

 Milrinone  Phosphodiesterase type 
III (PDE III) inhibitor 

 No receptor; PDE III enzyme 
inhibition increases myocardial 
cAMP and intracellular calcium 

 Positive inotropy, 
vasodilation 
(“inodilator”) 

 Load: 50–75 mcg/kg over 
10–60 min; infusion: 0.5–0.75 mcg/
kg/min 

 Norepinephrine  Endogenous 
catecholamine 

 β [beta]-1 and -2 agonist  Positive inotropy and 
chronotropy; 
vasoconstriction 

 0.1–2 mcg/kg/min titrated to effect 

 α [alpha]-1 and -2 agonist 
 Vasopressin  Endogenous posterior 

pituitary peptide hormone 
 V 1  (vascular smooth muscle), 
V 2  (renal) 

 Vasoconstriction, 
anti-diuresis 

 0.17–10 milliunits/kg/min 
(0.01–0.6 units/kg/h) 
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comparing levosimendan with dobutamine demonstrated 
a greater increase in left ventricular ejection fraction with 
levosimendan [ 57 ]. Several published case series of pediat-
ric patients with post-cardiopulmonary bypass ventricular 
dysfunction describe improvement in cardiac output and 
decreased catecholamine requirements when levosimendan 
was utilized [ 58 ,  59 ]. 

 The physiologic endpoints for post-resuscitation myocar-
dial support are not well established for pediatric patients. 
Improved peripheral perfusion, normalization of heart rate, 
normotension, and adequate urine output are accepted clini-
cal signs of improving cardiac function. Serum or whole 
blood lactate concentrations are laboratory markers of oxy-
gen delivery and should improve as cardiac output normal-
izes unless there is impairment of oxygen utilization (as in 
sepsis) or reduced lactate metabolism (as in acute hepatic 
insuffi ciency). Echocardiography, while helpful in evaluat-
ing systolic function, is less reliable at demonstrating dia-
stolic dysfunction and is of limited usefulness since it can 
only be performed at discrete points in time. 

 Placement of a central venous catheter with its tip in the 
superior vena cava allows the use of SVC oxygen saturations 
to assess the adequacy of oxygen delivery to the tissues. 
Proper measurement of SvcO 2  requires that co-oximetry be 
performed on a sample of venous blood from the SVC cath-
eter to yield a measured (versus calculated) oxygen satura-
tion. In the setting of normal arterial oxygen saturations and 
an adequate hemoglobin concentration, SvcO 2  refl ects the 
adequacy of cardiac output. Normal SvcO 2  is between 70 
and 80 %; an SvcO 2  <60 % is evidence for excess oxygen 
extraction in the setting of low cardiac output. 

 Patients with severe post-arrest myocardial dysfunc-
tion may also benefi t from interventions to reduce oxygen 
consumption such as temperature control, sedation and 
analgesia, and neuromuscular blockade. If indicated by labo-
ratory measurements, normalization of glucose, calcium, 
 magnesium and phosphorous may also support myocardial 
contractility and prevent secondary cardiac arrhythmias [ 60 ].  

    Post-resuscitation Neurologic Management 

 Hypoxic-ischemic brain injury is one of the major factors 
contributing to mortality after cardiac arrest [ 1 ] and arguably 
the most important determinant of meaningful survival. 
Despite improved survival rates compared to adults [ 17 ], 
children resuscitated from cardiac arrest have a signifi cant 
risk of mortality with a majority of survivors having poor 
neurological outcome [ 3 – 5 ,  12 ]. Post-cardiac arrest brain 
injury has been designated to describe the spectrum of neu-
rologic dysfunction observed after cardiac arrest [ 19 ], the 
mitigation and management of which has become an intense 
focus of basic and clinical research [ 61 ]. 

    Pathophysiology 
 The mechanisms of post-cardiac arrest brain injury are com-
plex [ 62 ] and are at interplay with the other components of 
the post-cardiac arrest syndrome [ 19 ,  61 ]. However, despite 
extensive knowledge of the molecular mechanisms involved 
in hypoxic-ischemic injury, interventions to preserve affected 
neuronal cells remain elusive. Furthermore, the degree of 
injury itself depends on many factors including duration of 
cardiac arrest and patient age [ 63 ]. 

 Ischemic neurologic injury is known to involve a three- 
part process [ 61 ]. During the initial phase of cessation of 
cerebral blood fl ow, oxygen, glucose and ATP are rapidly 
depleted from cellular stores [ 61 ,  64 ,  65 ] and toxic metab-
olites accumulate [ 65 ]. As a result, there is disruption of 
calcium homeostasis, glutamate release and neuronal hyper-
excitability [ 61 ,  62 ,  66 ]. Elevation of intracellular calcium 
activates multiple enzymatic pathways resulting in further 
cell injury and death [ 61 ]. This occurs during conditions of 
total ischemia observed in cardiac arrest, as well as during 
the period of less severe ischemia accompanying effective 
cardiopulmonary resuscitation. While restoration of cere-
bral blood fl ow remains the foremost goal in management of 
cardiac arrest, there is compelling evidence that signifi cant 
injury occurs upon brain reperfusion, resulting in a second 
phase of the injury process [ 63 ]. During the fi rst few minutes 
after return of circulation there is hyperemia of the cerebral 
tissue [ 19 ], with associated lipid peroxidation, formation of 
oxygen free radicals, infl ammatory injury and ongoing dis-
ruption of calcium homeostasis, glutamate release and enzy-
matic pathway activation. Apoptosis is a major consequence 
of injury during this stage [ 61 ]. Following the reperfusion 
stage is a period of cerebral hypoperfusion that can last for 
hours after resuscitation [ 67 ,  68 ]. Studies in adult patients 
have shown impaired cerebral autoregulation during this 
period [ 69 ,  70 ] with experimental pediatric animal models 
confi rming these fi ndings [ 71 ]. As a result, cerebral blood 
fl ow is dependent on systemic blood pressure so that avoid-
ance of hypotension and efforts to minimize cerebral oxygen 
demands (e.g. sedation, seizure control, temperature control) 
are critical to avoid compounding neuronal injury [ 19 ,  69 ]. 
The exact cerebral blood fl ow required to optimize oxygen 
delivery is diffi cult to determine for any individual patient 
and likely changes over time [ 19 ]. Near-infrared spectros-
copy (NIRS) is a non-invasive technology that has offered 
promise in determining individualized optimal cerebral 
blood fl ow to avoid cerebral hypoxia and ongoing neuronal 
ischemia [ 65 ,  72 ,  73 ]. 

 Cerebral edema is also known to compromise cerebral 
oxygen delivery by elevating intracranial pressure [ 74 ] and 
reducing cerebral perfusion pressure. Within hours after 
the initial ischemic injury from cardiac arrest, the infl am-
matory process increases vascular permeability and dis-
rupts the blood-brain barrier causing cerebral edema [ 62 ]. 
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This  pathophysiologic process, however, is not consistently 
associated with an increase intracranial pressure in the post-
cardiac arrest patient [ 75 ,  76 ]. Furthermore, there is no data 
to support the use of routine intracranial pressure monitoring 
for management of the post-cardiac arrest patient [ 19 ].  

    Clinical Manifestations 
 Clinical manifestations of post-cardiac arrest brain injury in 
the critical care setting include disorders of arousal and con-
sciousness, myoclonus, movement disorders, autonomic 
storms, neurocognitive dysfunction, seizures and brain death 
[ 19 ,  61 ,  77 – 79 ]. Of these, seizures represent an important 
manageable cause of secondary neuronal injury in the post- 
cardiac arrest patient. Seizures are known to increase cere-
bral metabolic demand and subsequent ischemic injury [ 80 ]. 
Seizures may be partial, generalized tonic-clonic or myo-
clonic [ 61 ], the latter of which has been associated with more 
severe cortical injury and worse prognosis [ 81 ,  82 ]. A pro-
spective study of EEG monitoring in children undergoing 
therapeutic hypothermia after cardiac arrest reported an 
occurrence of electrographic seizures in 47 % of patients 
[ 83 ]. Studies of critically ill pediatric patients at risk of sei-
zures from multiple diagnoses undergoing long-term video 
electroencephalography showed that seizures are relatively 
common in these patients [ 84 ,  85 ]. Most of these seizures 
were only detected by long-term EEG monitoring and missed 
by beside caregivers [ 85 ] and many of the suspected seizures 
by bedside staff were actually not epileptic seizures [ 84 ], 
both advocating a lower threshold for obtaining long-term 
EEG in patients at risk for seizures, including those in the 
post-cardiac arrest state. This coincides with the American 
Heart Association Guidelines recommending EEG evalua-
tion in comatose adult patients after ROSC [ 86 ].  

    Management 
 Management of post-resuscitation brain injury involves ther-
apies focused on preservation of cerebral blood fl ow and 
oxygen delivery and prevention of secondary brain injury by 
decreasing metabolic demand [ 62 ]. With regards to the for-
mer, the focus should be on avoidance of systemic arterial 
hypotension, avoidance of signifi cant hypoxia with target 
oxygen saturation of 94 % or higher, ventilation to normo-
capnia, and management of cerebral edema [ 19 ,  62 ,  86 ]. Due 
to its effect on cerebral perfusion, the use of intentional 
hyperventilation should be reserved as temporizing rescue 
therapy in the setting of impending cerebral herniation [ 37 ]. 
With regards to the management of global cerebral edema in 
the post-cardiac arrest state, no trials exist to guide therapy in 
this specifi c population. Standard therapy involves promo-
tion of venous drainage by elevation of the head of the bed to 
30° and midline head position, avoidance of hypotonic fl uid 
administration [ 87 ] and avoidance of hyperglycemia [ 62 ]. 
Animal models of cardiac arrest have demonstrated enhanced 

cerebral blood fl ow after ROSC with use of hypertonic saline 
compared to normal saline, however, this is yet to be 
described in human studies [ 88 ]. 

 Therapies directed at the prevention of secondary injury 
by decreasing metabolic demand include seizure control, 
analgesia, sedation and neuromuscular blockade, tempera-
ture control including therapeutic hypothermia and other 
neuroprotective measures. Prompt and aggressive treatment 
with conventional anti-convulsant regimens should be 
employed for seizure management in the post-resuscitation 
period. There have been no studies examining the role of 
prophylactic anti-convulsants; however, clinical and sub- 
clinical seizures should be treated aggressively with standard 
anti-convulsants such as benzodiazepines, fosphenytoin, 
levetiracetam, valproate and barbiturates [ 61 ], the latter of 
which may be needed for induction of pharmacologic coma 
for refractory seizures. All anti-convulsants should be used 
with vigilance towards managing the expected side effect of 
systemic hypotension and reduction in cerebral perfusion 
pressure. 

 There is no data to support routine use of sedation, anal-
gesia or neuromuscular blockade to protect the brain from 
secondary injury in the post-cardiac arrest patient; however, 
some or all of the above may be required for safety and ease 
of mechanical ventilation and/or to facilitate achievement of 
therapeutic hypothermia (see below). Sedation and analgesia 
may reduce cerebral oxygen consumption and metabolic 
rate, improving matching of cerebral oxygen demand with 
supply. Propofol is not recommended for routine use as an 
anti-convulsant or sedative in pediatric patients due to the 
risk of propofol infusion syndrome [ 89 ,  90 ]. Use of pediatric 
sedation scales can be used to titrate sedative and analgesic 
medications [ 91 ,  92 ]. When neuromuscular blockade is nec-
essary, use of EEG monitoring should be considered in order 
to detect masked seizure activity [ 19 ,  62 ]. 

 Hyperthermia occurs commonly after neurological injury 
in humans and is associated with worse neurological out-
comes [ 93 – 100 ] likely related to increased cerebral oxygen 
consumption and cellular destruction [ 101 ]. These fi ndings 
have been documented in pediatric patients as well with tem-
peratures ≥38 °C in the fi rst 24 h after ROSC with associated 
unfavorable neurological outcome [ 102 ]. AHA guidelines 
recommend aggressive fever control with antipyretics and 
cooling devices in the post-resuscitation period [ 37 ,  86 ]. 

 Beyond the clear recommendation for fever control in the 
post-cardiac arrest pediatric patient comes the question of 
use of therapeutic hypothermia. Therapeutic hypothermia 
is believed to work by reducing cerebral metabolism, sup-
pressing neurological excitotoxicity, suppressing infl amma-
tion and vascular permeability, mitigating cell destructive 
enzymes and improving cerebral glucose metabolism 
[ 62 ,  64 ]. Mild induced hypothermia has been shown to 
improve  neurological outcome in comatose adults after 
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resuscitation from cardiac arrest associated with ventricular 
fi brillation [ 103 ,  104 ]. Similar outcomes were observed with 
hypothermia therapy in newborns with hypoxic-ischemic 
encephalopathy [ 105 ,  106 ]. With regards to the pediatric 
population, no prospective clinical trials have been pub-
lished to date evaluating effi cacy of therapeutic hypothermia 
in survivors of cardiac arrest, although a large multi-center 
trail is currently in progress [ 107 – 109 ]. A trial evaluating 
effect of therapeutic hypothermia on outcome after trau-
matic brain injury in pediatric patients showed no improve-
ment in outcome with a trend towards increased mortality in 
the hypothermia group [ 110 ]. Retrospective studies of use 
of hypothermia after pediatric cardiac arrest have shown no 
benefi t or harm, however, both called for a prospective, ran-
domized trial to determine effi cacy of therapeutic hypother-
mia after pediatric cardiac arrest [ 111 ,  112 ]. A feasibility trial 
of therapeutic hypothermia using a standard surface cooling 
protocol in pediatric patients after cardiac arrest showed fea-
sibility and set the stage for future investigations of therapeu-
tic hypothermia for cardiac arrest in children [ 113 ]. 

 As therapeutic hypothermia is likely safe with tempera-
tures in the range of 32–34 °C [ 114 ], the AHA recommends 
consideration of this intervention for children who remain 
comatose after resuscitation from cardiac arrest [ 87 ]. In 
spite of these recommendations, a survey of pediatric critical 
care providers demonstrated that therapeutic hypothermia 
was not widely used in this population and that the methods 
for utilization were variable [ 115 ]. Post-arrest hypothermia 
protocols, when initiated, should involve rapid initiation of 
cooling, continuous temperature monitoring and gradual 
rewarming. Side effects may include shivering, hemody-
namic complications, electrolyte derangements, hyperglyce-
mia, mild coagulopathy and risk of infection [ 62 ]. 

 Numerous pharmacologic neuroprotective strategies 
have been proposed to improve neurological outcome after 
ischemic injury. No benefi t has been observed in human tri-
als involving barbiturates, glucocorticoids, calcium channel 
blockers, lidofl azine, benzodiazepines and magnesium sul-
fate [ 86 ,  116 ]. One trial showed improved survival and a trend 
towards improved neurologic outcome when coenzyme Q10 
was used as an adjunct to therapeutic hypothermia [ 117 ].  

    Prognosis 
 For survivors of cardiac arrest, neurological prognosis is one 
of the most important factors guiding physicians and families 
in determining the appropriate level of care for the patient. 
Data that may be used when predicting outcome include 
historical features, clinical examination, neuroimaging, neu-
rophysiologic studies and biochemical markers [ 118 ,  119 ]. 
In a report of the Quality Standards Subcommittee of the 
American Academy of Neurology, a practice parameter 
was created after systematic review of available evidence 
of neurological outcome in comatose adult survivors after 

cardiopulmonary resuscitation for use in prognostication 
in such patients. Pupillary light response, corneal refl exes, 
motor responses to pain, myoclonic status epilepticus, serum 
neuron-specifi c enolase, and somatosenory evoked potential 
studies were shown to reliably assist in accurately predict-
ing poor outcome. Notably, this practice parameter was not 
derived from patients treated with therapeutic hypother-
mia [ 118 ]. No similar report has been created for pediatric 
patients, however, a recent literature review of all available 
evidence in domains used to provide prognostic information 
in children with coma due to hypoxic ischemic encepha-
lopathy, of which post-resuscitation brain injury would be 
included, suggests that abnormal exam signs (pupil reactiv-
ity and motor response), absent N 2 O waves bilaterally on 
somatosensory evoked potentials, electrocerebral silence 
or burst suppression patterns on electroencephalogram, 
and abnormal magnetic resonance imaging with diffusion 
restriction in the cortex and basal ganglia are all individually 
highly predictive of poor outcome and when used in com-
bination are even more predictive. This predictive accuracy 
can be improved by waiting 2–3 days after the event [ 119 ]. 
When evaluating prognostic indicators to predict neurologic 
outcome, attention should be paid to confounding factors 
that may affect the clinical neurological examination such 
as renal failure, liver failure, shock, metabolic acidosis and 
therapeutics such as sedatives, neuromuscular blockers and 
induced hypothermia [ 118 ].   

    Blood Glucose Management 

 Blood glucose derangements are common in adults and 
children after resuscitation from cardiac arrest. Studies in 
adult survivors of cardiac arrest demonstrated an association 
between post-arrest hyperglycemia and poor survival with 
unfavorable neurological outcomes [ 120 – 123 ]. Adult stud-
ies of out-of-hospital cardiac arrest survivors also observed 
worse outcomes with the administration of glucose- 
containing fl uids during cardiopulmonary resuscitation 
[ 124 ]. A large retrospective registry report on adults with 
in- hospital cardiac arrest found an association with mortality 
if non-diabetic patients were either hyperglycemic  or  hypo-
glycaemic [ 125 ]. 

 Recent studies in adults resuscitated from out-of-hospital 
cardiac arrest indicate that post-cardiac arrest patients may 
be treated optimally by maintaining blood glucose concen-
tration below 8 mmol/L (144 mg/dL) [ 126 – 128 ]. Ninety sur-
vivors of out-of-hospital cardiac arrest due to ventricular 
fi brillation were cooled and randomized into two treatment 
groups: a strict glucose control group (SGC), with a blood 
glucose target of 4–6 mmol/L (72–108 mg/dL), and a moder-
ate glucose control group (MGC), with a blood glucose tar-
get of 6–8 mmol/L (108–144 mg/dL). Both groups were 
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treated with an insulin infusion for 48 h. Episodes of moder-
ate hypoglycemia (<3.0 mmol/L or <54 mg/dL) occurred in 
18 % of the SGC group and 2 % of the MGC group 
( P  = 0.008); however, there were no episodes of severe hypo-
glycemia (<2.2 mmol/L or <40 mg/dL). There was no differ-
ence in 30-day mortality between the groups ( P  = 0.846). 

 Strict control of blood glucose to 4.4–6.1 mmol/L (80–
110 mg/dL) with intensive insulin therapy reduced over-
all mortality in critically ill adults in a surgical ICU and 
appeared to protect the central and peripheral nervous sys-
tems [ 129 ,  130 ]. In a subsequent medical ICU study, how-
ever, the overall mortality was similar in both the intensive 
insulin and control groups [ 131 ]. Among those patients 
with a longer ICU stay (≥3 days), intensive insulin therapy 
reduced the mortality rate from 52.5 % (control group) to 
43 % ( P  = 0.009). However, use of intensive insulin therapy 
to maintain normoglycemia of 4.4–6.1 mmol/L (80–110 mg/
dL) was associated with more frequent episodes of hypogly-
cemia and some have cautioned against its routine use in the 
critically ill [ 132 ,  133 ]. Finally, a large, multi-center trial of 
critically ill adults (NICE-SUGAR) showed an increase in 
90-day mortality for patients who received tight glycemic 
control [ 134 ]. 

 It is presently unknown if post-arrest hyperglycemia or 
administration of glucose in the peri-resuscitation period 
causes harm in children. A limited study in pediatric survi-
vors of cardiac arrest demonstrated the occurrence of post- 
arrest hyperglycemia (mean blood glucose concentrations 
>150 mg/dL or >8.3 mmol/L) in more than two-thirds of 
children within the fi rst 24 h after the arrest. Limited retro-
spective studies in critically ill, non-diabetic children indi-
cate that hyperglycemia frequently occurs in these children 
and is independently associated with morbidity and mortality 
[ 135 – 137 ], but it unknown if the observed hyperglycemia is 
a surrogate marker of the severity of the child’s illness injury 
rather than a cause of poor outcome. Two of these studies 
additionally demonstrated that hypoglycemia and increased 
glucose variability were also associated with higher mortal-
ity [ 137 ,  138 ]. 

 To date there has been only one randomized controlled 
trial of insulin management in critically ill pediatric patients 
using a heterogenous group that was randomized to receive 
intensive insulin therapy vs. insulin for a threshold level of 
hyperglycemia [ 139 ]. The results of this study were favor-
able towards intensive insulin therapy, with shorter ICU stay, 
lower rates of secondary infection, and lower unadjusted 
30-day ICU mortality. In the absence of specifi c pediatric 
data examining the effi cacy and safety of intensive glycemic 
control following cardiac arrest, current recommendations 
are to target a normal range of blood glucose concentration. 

 Signifi cant hyperglycemia is an indication for intravenous 
insulin infusion, although there is no consensus on a specifi c 
threshold for initiation of insulin. When using insulin in the 

post-resuscitation period, intensive blood glucose monitor-
ing is essential to avoid hypoglycemia. Hypoglycemia poses 
a greater risk to the relatively immature pediatric brain com-
pared with adults, especially in the setting of cardiac arrest 
with ischemia/reperfusion injury. The use of therapeutic 
hypothermia can further increase the risk for glucose 
derangements.  

    Acid-Base and Electrolyte Management 

 Acid-base and electrolyte abnormalities are commonly seen 
during and after recovery from cardiac arrest. These include, 
but are not limited to, metabolic acidosis, hyperkalemia, ion-
ized hypocalcemia, and hypomagnesemia. Severe acidosis 
and other electrolyte disturbances may adversely affect car-
diac function and vasomotor tone. Prompt recognition and 
correction of acid-base and electrolyte abnormalities in the 
post-arrest state is important to minimize the risk of arrhyth-
mias and to support myocardial function. 

 Metabolic acidosis may be present prior to cardiac arrest 
as a result of inadequate oxygen delivery and is further exac-
erbated by tissue hypoxia and ischemia occurring during the 
low fl ow arrest state. Although metabolic acidosis may have 
widespread effects on cellular and organ function, the use of 
buffers during or immediately after pediatric cardiac arrest is 
generally not recommended. The administration of sodium 
bicarbonate leads to production of carbon dioxide and water; 
rapid diffusion of carbon dioxide may result in intracellular 
acidosis that is deleterious, especially to the brain. In addi-
tion, serum alkalosis shifts the oxyhemoglobin dissociation 
curve to the left, inhibiting oxygen delivery to the tissues. 

 The use of sodium bicarbonate in adults experiencing out-
of- hospital cardiac arrest remains controversial [ 140 – 142 ]. 
While one large multi-center trial found that earlier and more 
frequent use of sodium bicarbonate was associated with 
higher early survival rates and better long-term outcome 
[ 141 ], other studies have shown no benefi t from administra-
tion of sodium bicarbonate during and after cardiac arrest 
[ 143 – 145 ]. A prospective randomized controlled trial exam-
ined the use of buffer therapy (Tribonat) in the setting of car-
diac arrest in adults and did not observe an improved outcome 
compared with saline [ 146 ]. There have been no prospective 
studies of the use of sodium bicarbonate during pediatric car-
diac arrest, but two large retrospective studies of in and out-
of- hospital arrests found an association between bicarbonate 
use and mortality [ 11 ,  18 ]. 

 In general, management of post-arrest metabolic acidosis 
caused by increased lactate and other metabolic acids con-
sists of restoring adequate tissue perfusion and oxygen deliv-
ery, while assuring adequate ventilation. Oxygen delivery is 
optimized by supporting cardiac output, as described in the 
previous section, and ensuring adequate oxygen content. An 
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anion gap acidosis that does not improve in response to sup-
portive care suggests an ongoing source of acid production 
such as ischemic bowel, or a respiratory chain disorder such 
as cyanide poisoning. Patients with a non-anion gap meta-
bolic acidosis following cardiac arrest may be hyperchlore-
mic from the use of large volumes of normal saline during 
resuscitation. Metabolic acidosis due to chloride administra-
tion is generally well tolerated and is associated with better 
outcomes than other forms of acidosis in critically ill patients 
[ 147 ,  148 ]. Treatment with bicarbonate is not usually indi-
cated and the acidosis improves with restriction of chloride 
intake. There is limited evidence to support the use of buffer 
therapy in the post-resuscitation phase. Bicarbonate therapy 
may be indicated to manage renal tubular acidosis, charac-
terized by a non-anion gap acidosis with elevated urine pH. 
There are specifi c conditions in which active correction of 
acidosis may by benefi cial, such as the patient with pulmo-
nary hypertension or the child with certain toxic ingestions 
(eg: tricyclic antidepressants). Continued alkalinization 
may also be considered for treatment of associated condi-
tions such as rhabdomyolysis, hyperkalemia, and tumor lysis 
syndrome. 

 Prolonged cardiac arrest may be associated with ionized 
hypocalcemia, which appears to be time-dependent and 
perhaps related to intracellular sequestration of calcium 
[ 149 ,  150 ]. Hypocalcemia may also result from the rapid 
administration of blood products, which contain high con-
centrations of citrate that bind free calcium. Documented 
ionized hypocalcemia is an indication for treatment with 
exogenous calcium, as hypocalcemia negatively affects 
myocardial contractility and can contribute to post-arrest 
arrhythmias [ 151 ,  152 ]. Other indications for calcium 
administration include cardiac arrest in the setting of sus-
pected or documented hyperkalemia or calcium-channel 
blocker overdose. Despite the potential benefi ts to of cal-
cium for documented hypocalcemia, excess calcium admin-
istration may be harmful. During ischemia and reperfusion, 
calcium channels become more permeable, allowing infl ux 
of calcium. Increased intracellular calcium activates a 
number of secondary messengers leading to apoptosis 
and necrosis; indeed, intracellular calcium accumulation 
is thought to be the fi nal common pathway for cell death 
[ 153 ]. A recent registry report of children experiencing in-
hospital pediatric cardiac arrest observed that calcium use 
during resuscitation was associated with reduced survival 
to discharge and unfavorable neurologic outcome [ 154 ]. 
Given the retrospective nature of the study it is not possible 
to know if this association is based on effects of calcium 
or the use of calcium for patients who are unresponsive to 
other resuscitative measures. However, multiple adult stud-
ies, both randomized controlled trials and cohort studies, 
showed no benefi t of calcium administration during cardiac 
arrest [ 155 ]. 

 Magnesium is an important ion in cardiac conduction and 
plays a role in smooth and skeletal muscle tone. Magnesium 
is recommended for shock-refractory cardiac arrest due to 
the ventricular arrhythmia torsades de pointes, but there are 
confl icting data on its role in treating other rhythm distur-
bances. A pilot study of magnesium in adults with in- hospital 
cardiac arrest who were unresponsive to other measures 
demonstrated greater return of spontaneous circulation and 
more favorable neurologic outcome [ 156 ]; however, other 
studies have not demonstrated any difference in outcome 
[ 157 ,  158 ]. One randomized trial of magnesium administra-
tion in the post-resuscitation period found no benefi t [ 159 ]. 
There have been no studies evaluating magnesium use dur-
ing or after pediatric cardiac arrest. 

 Hyperkalemia following cardiac arrest may be secondary 
to metabolic acidosis as by hydrogen ions move intracellu-
larly in exchange for potassium. This form of hyperkalemia 
responds readily to correction of acidosis and typically does 
not require other treatment. Hyperkalemia may also occur 
due to muscle or tissue injury related to the underlying cause 
of cardiac arrest such as trauma, prolonged seizures, or elec-
trical shock. If life-threatening hyperkalemia requires treat-
ment, the most effective methods to reduce serum 
concentration are the use of sodium bicarbonate and the infu-
sion of insulin and glucose. These measures temporarily 
reduce extracellular potassium concentration but do not alter 
total body potassium; refractory hyperkalemia may require 
the use of hemodialysis for defi nitive correction. Resin bind-
ers and loop diuretics will also reduce potassium burden but 
their onset of action is more gradual. Calcium may be used to 
temporarily antagonize the adverse electrophysiologic 
effects of hyperkalemia by stabilizing myocyte membranes.  

    Immunologic Disturbances and Infection 

 Evidence of a “systemic infl ammatory response syndrome” 
(SIRS) and endothelial activation triggered by whole-body 
ischemia and reperfusion in patients successfully resuscitated 
after cardiac arrest has been demonstrated in humans as early 
as 3 h after cardiac arrest [ 160 ]. Biochemical changes include 
a marked increase in plasma cytokines and soluble receptors 
such as interleukin-1ra (IL-1ra), interleukin-6 (IL- 6), inter-
leukin-8 (IL-8) [ 161 ,  162 ], interleukin-10 (IL-10), and soluble 
tumor necrosis factor receptor II, and were more pronounced 
in nonsurvivors. Additionally, plasma endotoxin was noted 
in about half of patients studied, possibly due to transloca-
tion through sites of intestinal ischemia and reperfusion dam-
age [ 160 ,  163 ]. Studies have also shown increases in soluble 
intracellular adhesion molecule-1, soluble vascular- cell adhe-
sion molecule-1 and P and E selectins suggesting neutrophil 
activation and endothelial injury [ 163 – 165 ], with additional 
studies demonstrating direct evidence of  endothelial injury 
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and infl ammation with elevation of endothelial micropar-
ticles with the fi rst 24 h after ROSC [ 166 ]. This infl amma-
tory response from endothelial damage has been implicated 
in the vital organ dysfunction often witnessed after cardiac 
arrest [ 167 ]. Interestingly, in light of this immune activation, 
hyporesponsiveness of circulating leukocytes has also been 
noted in patients with cardiac arrest, a condition referred to as 
endotoxin tolerance. While possibly protective against over-
whelming infl ammation, endotoxin tolerance may contribute 
to immune paralysis with an increased risk of nosocomial 
infection [ 163 ]. 

 Along with the possible immune dysfunction mentioned 
above, survivors of cardiac arrest have multiple risk factors 
for infection, including prolonged ICU stays, organ dysfunc-
tion, and invasive procedures [ 168 ]. Infectious complications 
in survivors of cardiac arrest are common [ 168 – 170 ] and 
have been associated with increased duration of mechanical 
ventilation and length of hospital stay [ 168 ,  169 ]. These 
infections may be even more frequent after therapeutic hypo-
thermia [ 168 ]. Pneumonia is the most commonly reported 
infection [ 168 – 170 ] followed by bacteremia [ 168 ,  170 ] with 
 Staphylococcus  aureus being the most commonly isolated 
pathogen for all types of infection [ 168 – 170 ]. With regards 
to bacteremia, several studies have shown a signifi cant pro-
portion to be of intestinal origin, suggesting bacterial trans-
location from gut ischemia as a source [ 171 ,  172 ]. While 
there is no evidence to support the routine use of prophylac-
tic antibiotics in critically ill survivors of cardiac arrest, vigi-
lance for the possibility of infection and prompt evaluation 
and treatment are necessary to minimize further morbidity in 
this vulnerable population.  

    Coagulation Abnormalities 

 Studies in both animals and humans have shown marked acti-
vation of the coagulation cascade [ 173 ] without balanced 
activation of anti-thrombotic factors or endogenous fi brinoly-
sis following cardiac arrest [ 174 ,  175 ]. Specifi cally, the pro-
fi le of systemic coagulation abnormalities includes increased 
thrombin-antithrombin complexes, reduced antithrombin, 
protein C and protein S, activated thrombolysis (plasmin-
antiplasmin complex) and inhibited thrombolysis (increased 
plasminogen activator inhibitor-1) [ 173 ]. In addition to alter-
ations in the coagulation system, marked platelet activation 
occurs during and after cardiopulmonary resuscitation as evi-
denced by elevation of tissue-factor levels as well as low lev-
els of tissue factor pathway inhibitor [ 176 – 179 ]. These 
hematologic derangements contribute to microcirculatory 
fi brin formation and microvascular thrombosis resulting in 
impairment of capillary perfusion and further organ and neu-
rologic dysfunction [ 173 ,  179 ]. Furthermore, these changes 
are more prominent in those dying from early refractory 
shock and those with early inpatient mortality [ 173 ]. 

 Therapeutic interventions directed at these hemostatic 
disorders have been reported in the literature. Thrombolytic 
therapy has been shown to improve cerebral microcircula-
tory perfusion in animal studies [ 180 ] and a meta-analysis 
suggested that thrombolysis during cardiopulmonary resus-
citation can improve survival rate to discharge and neuro-
logical outcome [ 181 ]. However, a recent randomized 
clinical trial in adult patients showed no improvement in sur-
vival or neurological outcome with use of thrombolytic ther-
apy in out-of-hospital cardiac arrest [ 182 ]. There are no 
studies examining the effects of cardiac arrest on the coagu-
lation system in pediatric patients, making it diffi cult to rec-
ommend the routine use of heparin or thrombolytic therapies 
in this population.  

    Gastrointestinal Management 

 Gastrointestinal manifestations after cardiac arrest and cardio-
pulmonary resuscitation include those of a traumatic nature as 
well as those related to ischemic injury to the visceral organs. 
While traumatic injuries to the abdominal viscera following 
chest compressions are rare, case reports have described bowel 
injury [ 183 ], rupture and laceration of the liver [ 183 ,  184 ], 
gastric rupture [ 185 ], esophageal injury [ 186 ], splenic lacera-
tion and rupture [ 187 ] and injury to the biliary tract [ 188 ]. 
Awareness of the possibility of these rare but critical injuries is 
important in the post-cardiac arrest survivor. 

 With regards to ischemic injuries, the intra-abdominal 
organs seem to tolerate longer periods of ischemia than the 
heart and the brain [ 171 ]. With this in mind, however, mes-
enteric ischemia with injury to visceral organs has been well 
described, attributed to periods of no or low cardiac output as 
well as splanchnic vasoconstriction from use of vasoactive 
agents during resuscitation [ 189 ]. Associated complications 
include feeding intolerance, bacteremia related to bacterial 
translocation [ 172 ] and need for therapeutic intervention 
such as endoscopy [ 190 ] and bowel resection [ 191 ]. Reports 
have described gut dysfunction, endoscopic evidence of 
mucosal injury, transient hepatic dysfunction, colonic isch-
emia and necrosis, and acute pancreatitis, all of which may 
be consequences of mesenteric ischemia [ 171 ,  190 – 192 ]. 
Management of these injuries is largely supportive; in par-
ticular, intestinal ischemia is likely to be diffuse rather than 
focal, limiting the role for surgical intervention. 

 In addition to issues specifi cally related to cardiopulmo-
nary resuscitation and the post-resuscitation syndrome, 
attention to general issues concerning gastrointestinal man-
agement in critically patients remains important. Early gut 
protection with proton pump inhibitors or H-2 blockers has 
been shown to decrease the risk of bleeding complications in 
critically ill adults [ 193 ] with less convincing evidence in 
children [ 194 ], but may be considered as part of routine 
intensive care in the post-cardiac arrest patient. Providing 
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early enteral nutrition remains another important goal in the 
critically ill child [ 195 ,  196 ] with vigilance towards signs of 
feeding intolerance that may be related to gut dysfunction 
from mesenteric ischemia. The same precautions that are 
used for other critically ill patients with hypotension and 
hemodynamic instability apply when considering enteral 
nutrition in the post-cardiac arrest patient [ 197 ].  

    Acute Kidney Injury 

 Acute kidney injury (AKI) is common in adults following 
cardiac arrest [ 198 ], especially in patients with post- 
resuscitation cardiogenic shock [ 199 ]. Risk factors include 
duration of cardiac arrest, administration of vasoconstrictor 
agents, and pre-existing renal insuffi ciency [ 200 ,  201 ]. The 
use of therapeutic hypothermia may transiently delay recov-
ery of renal function, but does not increase the incidence or 
renal failure or need for renal replacement therapy [ 202 ,  203 ]. 
There are no pediatric studies describing the incidence of 
AKI or to examine the role of renal replacement therapies 
following cardiac arrest. In general, the indications for renal 
replacement therapy in cardiac arrest survivors are the same 
as those used for other critically ill patients [ 204 ].  

    Endocrinologic Abnormalities 

 As the post-resuscitation state has been described as a 
“sepsis- like” syndrome [ 160 ], multiple studies have looked 
at the hormonal response to cardiac arrest. Relative adrenal 
insuffi ciency has been well described in critically ill children 
and adults, particularly those with systemic-infl ammatory 
syndrome and vasopressor-dependent shock [ 205 – 207 ] with 
the dysfunction occurring at the level of the hypothalamus, 
pituitary and/or adrenal gland [ 207 ]. While a consensus on 
diagnostic criteria to defi ne adrenal insuffi ciency in critical 
illness is lacking [ 205 ], the presence of adrenal insuffi ciency 
after cardiac arrest may be associated with poor outcome 
[ 208 – 214 ]. In spite of this, relative adrenal insuffi ciency may 
be under-evaluated in the post-cardiac arrest state in clinical 
practice [ 215 ]. Management of relative adrenal insuffi -
ciency in all critically ill patients involves the consideration 
of supplementation with corticosteroids. Studies evaluating 
the use of corticosteroids in adults with septic shock and 
relative adrenal insuffi ciency have been controversial 
[ 216 ,  217 ]. In patients with cardiac arrest, two small studies, 
one in animals and one in humans, demonstrated an improved 
rate of return of spontaneous circulation (ROSC) when sub-
jects were treated with hydrocortisone during resuscitation 
[ 218 ,  219 ]. With regards to the post-resuscitation phase, a 
single trial investigating steroid therapy with vasopressin 
showed a survival benefi t, however, interpretation of results 
specifi c to steroids was not possible [ 220 ]. There have been 

no trials performed evaluating the use of corticosteroids 
alone in the post-resuscitation phase. Therefore, although 
relative adrenal insuffi ciency likely commonly exists after 
ROSC, there is not evidence to recommend routine use of 
corticosteroids in this patient population. A special consider-
ation may need be taken in patients who have received 
etomidate as an induction agent prior to intubation, given its 
known adrenally suppressive effects [ 221 ]. 

 Abnormalities in thyroid function have also been well 
described in critically ill patients following a variety of ill-
nesses including trauma, sepsis, myocardial infarction, as 
well as following cardiopulmonary bypass and in brain death 
[ 222 ,  223 ]. These have been characterized as “euthyroid sick 
syndrome” and “non-thyroidal illness syndrome” [ 222 ] indi-
cating an etiologic condition other than the thyroid axis 
itself. This state of abnormal thyroid homeostasis has also 
been demonstrated after cardiac arrest in both animals and 
humans [ 223 – 229 ] with alterations noted to be more pro-
nounced after longer periods of resuscitation [ 226 ]. 
Controversy exists as to whether the thyroid function abnor-
malities noted in non-thyroidal illness syndromes, like car-
diac arrest, represent an adaptive response that should be left 
alone or a maladaptive response that needs to be treated. As 
such, no convincing literature exists to support the restora-
tion of normal serum thyroid hormone concentrations in 
critically ill patients with non-thyroidal illness syndromes 
[ 222 ]. In cardiac arrest specifi cally, animal studies have sug-
gested that thyroid hormone replacement after cardiac arrest 
may improve cardiac output, oxygen consumption [ 224 ,  229 ] 
and neurologic outcome [ 225 ] with the type of thyroid hor-
mone replacement being important [ 223 ], however, no 
human evidence suggests that routine replacement of thyroid 
hormone after cardiac arrest improves outcomes.   

    Conclusion 

 The relative infrequency of events and diverse etiologies 
of pediatric cardiac arrest have hampered the perfor-
mance of randomized, controlled trials to assess intra- and 
post- cardiac arrest treatment strategies. For these rea-
sons, many recommendations are based on animal stud-
ies, extrapolation from adult data, or expert consensus. 
Fortunately, several multi- center trials are in progress, so 
that post-resuscitation care guidelines are more likely to 
be evidence-based in the future.     

   References 

     1.       Laver S, Farrow C, Turner D, Nolan J. Mode of death after admis-
sion to an intensive care unit following cardiac arrest. Intensive 
Care Med. 2004;30(11):2126–8.  

    2.    Schindler MB, Bohn D, Cox PN, et al. Outcome of out-of-hospital 
cardiac or respiratory arrest in children. N Engl J Med. 1996;
335(20):1473–9.  

25 Post-resuscitation Care



284

       3.    Donoghue AJ, Nadkarni V, Berg RA, et al. Out-of-hospital pediat-
ric cardiac arrest: an epidemiologic review and assessment of cur-
rent knowledge. Ann Emerg Med. 2005;46(6):512–22.  

   4.    Young KD, Gausche-Hill M, McClung CD, Lewis RJ. A prospec-
tive, population-based study of the epidemiology and outcome 
of out-of-hospital pediatric cardiopulmonary arrest. Pediatrics. 
2004;114(1):157–64.  

     5.    Atkins DL, Everson-Stewart S, Sears GK, et al. Epidemiology and 
outcomes from out-of-hospital cardiac arrest in children: the 
Resuscitation Outcomes Consortium Epistry-Cardiac Arrest. 
Circulation. 2009;119(11):1484–91.  

    6.    Kitamura T, Iwami T, Kawamura T, et al. Conventional and chest-
compression- only cardiopulmonary resuscitation by bystand-
ers for children who have out-of-hospital cardiac arrests: a 
prospective, nationwide, population-based cohort study. Lancet. 
2010;375(9723):1347–54.  

   7.    Ong ME, Stiell I, Osmond MH, et al. Etiology of pediatric out-of- 
hospital cardiac arrest by coroner’s diagnosis. Resuscitation. 
2006;68(3):335–42.  

   8.    Sirbaugh PE, Pepe PE, Shook JE, et al. A prospective, population- 
based study of the demographics, epidemiology, management, and 
outcome of out-of-hospital pediatric cardiopulmonary arrest. Ann 
Emerg Med. 1999;33(2):174–84.  

   9.    Park CB, Shin SD, Suh GJ, et al. Pediatric out-of-hospital cardiac 
arrest in Korea: a nationwide population-based study. Resuscitation. 
2010;81(5):512–7.  

   10.    Kuisma M, Suominen P, Korpela R. Paediatric out-of-hospital 
cardiac arrests – epidemiology and outcome. Resuscitation. 
1995;30(2):141–50.  

    11.    Moler FW, Donaldson AE, Meert K, et al. Multicenter cohort study 
of out-of-hospital pediatric cardiac arrest. Crit Care Med. 
2011;39(1):141–9.  

      12.    Moler FW, Meert K, Donaldson AE, et al. In-hospital versus out-of- 
hospital pediatric cardiac arrest: a multicenter cohort study. Crit 
Care Med. 2009;37(7):2259–67.  

     13.    Young KD, Seidel JS. Pediatric cardiopulmonary resuscitation: a 
collective review. Ann Emerg Med. 1999;33(2):195–205.  

    14.    Reis AG, Nadkarni V, Perondi MB, Grisi S, Berg RA. A prospec-
tive investigation into the epidemiology of in-hospital pediatric car-
diopulmonary resuscitation using the international Utstein reporting 
style. Pediatrics. 2002;109(2):200–9.  

    15.    de Mos N, van Litsenburg RR, McCrindle B, Bohn DJ, Parshuram 
CS. Pediatric in-intensive-care-unit cardiac arrest: incidence, sur-
vival, and predictive factors. Crit Care Med. 2006;34(4):1209–15.  

    16.    Parra DA, Totapally BR, Zahn E, et al. Outcome of cardiopulmo-
nary resuscitation in a pediatric cardiac intensive care unit. Crit 
Care Med. 2000;28(9):3296–300.  

       17.    Nadkarni VM, Larkin GL, Peberdy MA, et al. First documented 
rhythm and clinical outcome from in-hospital cardiac arrest among 
children and adults. JAMA. 2006;295(1):50–7.  

      18.    Meert KL, Donaldson A, Nadkarni V, et al. Multicenter cohort 
study of in-hospital pediatric cardiac arrest. Pediatr Crit Care Med. 
2009;10(5):544–53.  

              19.    Neumar RW, Nolan JP, Adrie C, et al. Post-cardiac arrest syn-
drome: epidemiology, pathophysiology, treatment, and prognos-
tication. A consensus statement from the International Liaison 
Committee on Resuscitation (American Heart Association, 
Australian and New Zealand Council on Resuscitation, European 
Resuscitation Council, Heart and Stroke Foundation of Canada, 
InterAmerican Heart Foundation, Resuscitation Council of Asia, 
and the Resuscitation Council of Southern Africa); the American 
Heart Association Emergency Cardiovascular Care Committee; the 
Council on Cardiovascular Surgery and Anesthesia; the Council 
on Cardiopulmonary, Perioperative, and Critical Care; the Council 
on Clinical Cardiology; and the Stroke Council. Circulation. 
2008;118(23):2452–83.  

    20.   Lopez-Herce J, Fernandez B, Urbano J, et al. Hemodynamic, respi-
ratory, and perfusion parameters during asphyxia, resuscitation, and 
post-resuscitation in a pediatric model of cardiac arrest. Intensive 
Care Med. 2011;37(1):147–55.  

    21.    Eltzschig HK, Collard CD. Vascular ischaemia and reperfusion 
injury. Br Med Bull. 2004;70:71–86.  

   22.    Niemann JT, Rosborough JP, Youngquist S, et al. Cardiac function 
and the proinfl ammatory cytokine response after recovery from car-
diac arrest in swine. J Interferon Cytokine Res. 2009;29(11):749–58.  

    23.    Los Arcos M, Rey C, Concha A, Medina A, Prieto B. Acute-phase 
reactants after paediatric cardiac arrest. Procalcitonin as marker of 
immediate outcome. BMC Pediatr. 2008;8:18.  

    24.    Walson KH, Tang M, Glumac A, et al. Normoxic versus hyperoxic 
resuscitation in pediatric asphyxial cardiac arrest: effects on oxida-
tive stress. Crit Care Med. 2011;39(2):335–43.  

    25.    Gore A, Muralidhar M, Espey MG, Degenhardt K, Mantell LL. 
Hyperoxia sensing: from molecular mechanisms to signifi cance in 
disease. J Immunotoxicol. 2010;7(4):239–54.  

    26.    Incagnoli P, Ramond A, Joyeux-Faure M, Pepin JL, Levy P, Ribuot 
C. Erythropoietin improved initial resuscitation and increased sur-
vival after cardiac arrest in rats. Resuscitation. 2009;80(6):696–700.  

   27.    Minamishima S, Kida K, Tokuda K, et al. Inhaled nitric oxide 
improves outcomes after successful cardiopulmonary resuscitation 
in mice. Circulation. 2011;124(15):1645–53.  

   28.    Charalampopoulos AF, Nikolaou NI. Emerging pharmaceutical 
therapies in cardiopulmonary resuscitation and post-resuscitation 
syndrome. Resuscitation. 2011;82(4):371–7.  

    29.    Tsai MS, Huang CH, Tsai CY, et al. Ascorbic acid mitigates the 
myocardial injury after cardiac arrest and electrical shock. Intensive 
Care Med. 2011;37(12):2033–40.  

    30.    Carden DL, Granger DN. Pathophysiology of ischaemia- 
reperfusion injury. J Pathol. 2000;190(3):255–66.  

    31.    Gausche M, Lewis RJ, Stratton SJ, et al. Effect of out-of-hospital 
pediatric endotracheal intubation on survival and neurological out-
come: a controlled clinical trial. JAMA. 2000;283(6):783–90.  

    32.    Nishisaki A, Marwaha N, Kasinathan V, et al. Airway management 
in pediatric patients at referring hospitals compared to a receiving 
tertiary pediatric ICU. Resuscitation. 2011;82(4):386–90.  

    33.    Easley RB, Segeleon JE, Haun SE, Tobias JD. Prospective study of 
airway management of children requiring endotracheal intubation 
before admission to a pediatric intensive care unit. Crit Care Med. 
2000;28(6):2058–63.  

    34.    Virkkunen I, Ryynanen S, Kujala S, et al. Incidence of regurgi-
tation and pulmonary aspiration of gastric contents in survivors 
from out-of-hospital cardiac arrest. Acta Anaesthesiol Scand. 
2007;51(2):202–5.  

    35.    Lawes EG, Baskett PJ. Pulmonary aspiration during unsuc-
cessful cardiopulmonary resuscitation. Intensive Care Med. 
1987;13(6):379–82.  

    36.    Christe A, Aghayev E, Jackowski C, Thali MJ, Vock P. Drowning–
post-mortem imaging fi ndings by computed tomography. Eur 
Radiol. 2008;18(2):283–90.  

        37.    Kleinman ME, Chameides L, Schexnayder SM, et al. Part 14: 
pediatric advanced life support: 2010 American Heart Association 
Guidelines for Cardiopulmonary Resuscitation and Emergency 
Cardiovascular Care. Circulation. 2010;122(18 Suppl 3):
S876–908.  

    38.    Moynihan RJ, Brock-Utne JG, Archer JH, Feld LH, Kreitzman TR. 
The effect of cricoid pressure on preventing gastric insuffl ation in 
infants and children. Anesthesiology. 1993;78(4):652–6.  

    39.    Salem MR, Wong AY, Mani M, Sellick BA. Effi cacy of cricoid 
pressure in preventing gastric infl ation during bag-mask ventilation 
in pediatric patients. Anesthesiology. 1974;40(1):96–8.  

    40.    Wheeler AP, Bernard GR. Acute lung injury and the acute 
respiratory distress syndrome: a clinical review. Lancet. 2007;
369(9572):1553–64.  

M.E. Kleinman and M.G. van der Velden



285

    41.    Balan IS, Fiskum G, Hazelton J, Cotto-Cumba C, Rosenthal RE. 
Oximetry-guided reoxygenation improves neurological outcome 
after experimental cardiac arrest. Stroke. 2006;37(12):3008–13.  

   42.    Kilgannon JH, Jones AE, Parrillo JE, et al. Relationship between 
supranormal oxygen tension and outcome after resuscitation from 
cardiac arrest. Circulation. 2011;123(23):2717–22.  

    43.    Kilgannon JH, Jones AE, Shapiro NI, et al. Association between 
arterial hyperoxia following resuscitation from cardiac arrest and 
in-hospital mortality. JAMA. 2010;303(21):2165–71.  

    44.    Buunk G, van der Hoeven JG, Meinders AE. Cerebrovascular reac-
tivity in comatose patients resuscitated from a cardiac arrest. 
Stroke. 1997;28(8):1569–73.  

    45.    Duffett M, Choong K, Ng V, Randolph A, Cook DJ. Surfactant 
therapy for acute respiratory failure in children: a systematic review 
and meta-analysis. Crit Care. 2007;11(3):R66.  

    46.    Kern KB, Hilwig RW, Rhee KH, Berg RA. Myocardial dysfunction 
after resuscitation from cardiac arrest: an example of global myo-
cardial stunning. J Am Coll Cardiol. 1996;28(1):232–40.  

    47.    Hildebrand CA, Hartmann AG, Arcinue EL, Gomez RJ, Bing RJ. 
Cardiac performance in pediatric near-drowning. Crit Care Med. 
1988;16(4):331–5.  

    48.    McCaul CL, McNamara P, Engelberts D, Slorach C, Hornberger 
LK, Kavanagh BP. The effect of global hypoxia on myocardial 
function after successful cardiopulmonary resuscitation in a labora-
tory model. Resuscitation. 2006;68(2):267–75.  

    49.    Kamohara T, Weil MH, Tang W, et al. A comparison of myocardial 
function after primary cardiac and primary asphyxial cardiac arrest. 
Am J Respir Crit Care Med. 2001;164(7):1221–4.  

    50.    Checchia PA, Sehra R, Moynihan J, Daher N, Tang W, Weil MH. 
Myocardial injury in children following resuscitation after cardiac 
arrest. Resuscitation. 2003;57(2):131–7.  

    51.    Berg MD, Banville IL, Chapman FW, et al. Attenuating the defi bril-
lation dosage decreases postresuscitation myocardial dysfunction 
in a swine model of pediatric ventricular fi brillation. Pediatr Crit 
Care Med. 2008;9(4):429–34.  

    52.    Fernandez EG, Green TP, Sweeney M. Low inferior vena caval cath-
eters for hemodynamic and pulmonary function monitoring in pedi-
atric critical care patients. Pediatr Crit Care Med. 2004;5(1):14–8.  

   53.    Chait HI, Kuhn MA, Baum VC. Inferior vena caval pressure reli-
ably predicts right atrial pressure in pediatric cardiac surgical 
patients. Crit Care Med. 1994;22(2):219–24.  

   54.    Murdoch IA, Rosenthal E, Huggon IC, Coutinho W, Qureshi SA. 
Accuracy of central venous pressure measurements in the inferior 
vena cava in the ventilated child. Acta Paediatr. 1994;83(5):512–4.  

    55.    Reda Z, Houri S, Davis AL, Baum VC. Effect of airway pressure on 
inferior vena cava pressure as a measure of central venous pressure 
in children. J Pediatr. 1995;126(6):961–5.  

    56.    Mayr V, Luckner G, Jochberger S, et al. Arginine vasopressin in 
advanced cardiovascular failure during the post-resuscitation phase 
after cardiac arrest. Resuscitation. 2007;72(1):35–44.  

    57.    Huang L, Weil MH, Tang W, Sun S, Wang J. Comparison between 
dobutamine and levosimendan for management of postresuscitation 
myocardial dysfunction. Crit Care Med. 2005;33(3):487–91.  

    58.    Egan JR, Clarke AJ, Williams S, et al. Levosimendan for low cardiac 
output: a pediatric experience. J Intensive Care Med. 2006;21(3):183–7.  

    59.    Namachivayam P, Crossland DS, Butt WW, Shekerdemian LS. 
Early experience with Levosimendan in children with ventricular 
dysfunction. Pediatr Crit Care Med. 2006;7(5):445–8.  

    60.    Yokoyama H, Julian JS, Vinten-Johansen J, et al. Postischemic 
[Ca2+] repletion improves cardiac performance without altering 
oxygen demands. Ann Thorac Surg. 1990;49(6):894–902.  

             61.    Xiong W, Hoesch RE, Geocadin RG. Post-cardiac arrest encepha-
lopathy. Semin Neurol. 2011;31(2):216–25.  

            62.    Karanjia N, Geocadin RG. Post-cardiac arrest syndrome: update on 
brain injury management and prognostication. Curr Treat Options 
Neurol. 2011;13(2):191–203.  

     63.    Neumar RW. Molecular mechanisms of ischemic neuronal injury. 
Ann Emerg Med. 2000;36(5):483–506.  

     64.    Safar P, Behringer W, Bottiger BW, Sterz F. Cerebral resuscita-
tion potentials for cardiac arrest. Crit Care Med. 2002;30(4 Suppl):
S140–4.  

      65.    Manole MD, Kochanek PM, Fink EL, Clark RS. Postcardiac arrest 
syndrome: focus on the brain. Curr Opin Pediatr. 2009;21(6):745–50.  

    66.    White BC, Sullivan JM, DeGracia DJ, et al. Brain ischemia and 
reperfusion: molecular mechanisms of neuronal injury. J Neurol 
Sci. 2000;179(S 1–2):1–33.  

    67.    Snyder JV, Nemoto EM, Carroll RG, Safar P. Global ischemia in 
dogs: intracranial pressures, brain blood fl ow and metabolism. 
Stroke. 1975;6(1):21–7.  

    68.    Kagstrom E, Smith ML, Siesjo BK. Local cerebral blood fl ow in 
the recovery period following complete cerebral ischemia in the rat. 
J Cereb Blood Flow Metab. 1983;3(2):170–82.  

     69.    Sundgreen C, Larsen FS, Herzog TM, Knudsen GM, Boesgaard S, 
Aldershvile J. Autoregulation of cerebral blood fl ow in patients 
resuscitated from cardiac arrest. Stroke. 2001;32(1):128–32.  

    70.    Nishizawa H, Kudoh I. Cerebral autoregulation is impaired in 
patients resuscitated after cardiac arrest. Acta Anaesthesiol Scand. 
1996;40(9):1149–53.  

    71.    Manole MD, Foley LM, Hitchens TK, et al. Magnetic resonance 
imaging assessment of regional cerebral blood fl ow after asphyxial 
cardiac arrest in immature rats. J Cereb Blood Flow Metab. 
2009;29(1):197–205.  

    72.    Drayna PC, Abramo TJ, Estrada C. Near-infrared spectroscopy in 
the critical setting. Pediatr Emerg Care. 2011;27(5):432–9; quiz 
440–2.  

    73.    Orihashi K, Sueda T, Okada K, Imai K. Near-infrared spectroscopy 
for monitoring cerebral ischemia during selective cerebral perfu-
sion. Eur J Cardiothorac Surg. 2004;26(5):907–11.  

    74.    Paulson OB, Waldemar G, Schmidt JF, Strandgaard S. Cerebral cir-
culation under normal and pathologic conditions. Am J Cardiol. 
1989;63(6):2C–5.  

    75.    Morimoto Y, Kemmotsu O, Kitami K, Matsubara I, Tedo I. Acute 
brain swelling after out-of-hospital cardiac arrest: pathogenesis and 
outcome. Crit Care Med. 1993;21(1):104–10.  

    76.    Sakabe T, Tateishi A, Miyauchi Y, et al. Intracranial pressure 
following cardiopulmonary resuscitation. Intensive Care Med. 
1987;13(4):256–9.  

    77.    Young GB. Clinical practice. Neurologic prognosis after cardiac 
arrest. N Engl J Med. 2009;361(6):605–11.  

   78.    Diamond AL, Callison RC, Shokri J, Cruz-Flores S, Kinsella LJ. 
Paroxysmal sympathetic storm. Neurocrit Care. 2005;2(3):288–91.  

    79.    Hawker K, Lang AE. Hypoxic-ischemic damage of the basal gan-
glia. Case reports and a review of the literature. Mov Disord. 
1990;5(3):219–24.  

    80.    Krumholz A, Stern BJ, Weiss HD. Outcome from coma after car-
diopulmonary resuscitation: relation to seizures and myoclonus. 
Neurology. 1988;38(3):401–5.  

    81.    Hui AC, Cheng C, Lam A, Mok V, Joynt GM. Prognosis fol-
lowing postanoxic myoclonus status epilepticus. Eur Neurol. 
2005;54(1):10–3.  

    82.    Wijdicks EF, Parisi JE, Sharbrough FW. Prognostic value of myoc-
lonus status in comatose survivors of cardiac arrest. Ann Neurol. 
1994;35(2):239–43.  

    83.    Abend NS, Topjian A, Ichord R, et al. Electroencephalographic 
monitoring during hypothermia after pediatric cardiac arrest. 
Neurology. 2009;72(22):1931–40.  

     84.    Shahwan A, Bailey C, Shekerdemian L, Harvey AS. The prevalence 
of seizures in comatose children in the pediatric intensive care unit: 
a prospective video-EEG study. Epilepsia. 2010;51(7):1198–204.  

     85.    Williams K, Jarrar R, Buchhalter J. Continuous video-EEG moni-
toring in pediatric intensive care units. Epilepsia. 2011;52(6):
1130–6.  

25 Post-resuscitation Care



286

       86.    Peberdy MA, Callaway CW, Neumar RW, et al. Part 9: post- 
cardiac arrest care: 2010 American Heart Association Guidelines 
for Cardiopulmonary Resuscitation and Emergency Cardiovascular 
Care. Circulation. 2010;122(18 Suppl 3):S768–86.  

     87.    Kleinman ME, Srinivasan V. Postresuscitation care. Pediatr Clin 
North Am. 2008;55(4):943–67, xi.  

    88.    Krep H, Breil M, Sinn D, Hagendorff A, Hoeft A, Fischer M. 
Effects of hypertonic versus isotonic infusion therapy on regional 
cerebral blood fl ow after experimental cardiac arrest cardiopulmo-
nary resuscitation in pigs. Resuscitation. 2004;63(1):73–83.  

    89.    Bray RJ. Propofol infusion syndrome in children. Paediatr 
Anaesth. 1998;8(6):491–9.  

    90.    Iyer VN, Hoel R, Rabinstein AA. Propofol infusion syndrome in 
patients with refractory status epilepticus: an 11-year clinical 
experience. Crit Care Med. 2009;37(12):3024–30.  

    91.    Ista E, van Dijk M, Tibboel D, de Hoog M. Assessment of seda-
tion levels in pediatric intensive care patients can be improved by 
using the COMFORT “behavior” scale. Pediatr Crit Care Med. 
2005;6(1):58–63.  

    92.    Curley MA, Harris SK, Fraser KA, Johnson RA, Arnold JH. State 
Behavioral Scale: a sedation assessment instrument for infants 
and young children supported on mechanical ventilation. Pediatr 
Crit Care Med. 2006;7(2):107–14.  

    93.    Natale JE, Joseph JG, Helfaer MA, Shaffner DH. Early hyperther-
mia after traumatic brain injury in children: risk factors, infl uence 
on length of stay, and effect on short-term neurologic status. Crit 
Care Med. 2000;28(7):2608–15.  

   94.    Takino M, Okada Y. Hyperthermia following cardiopulmonary 
resuscitation. Intensive Care Med. 1991;17(7):419–20.  

   95.    Hickey RW, Kochanek PM, Ferimer H, Graham SH, Safar P. 
Hypothermia and hyperthermia in children after resuscitation 
from cardiac arrest. Pediatrics. 2000;106(1 Pt 1):118–22.  

   96.    Zeiner A, Holzer M, Sterz F, et al. Hyperthermia after cardiac 
arrest is associated with an unfavorable neurologic outcome. Arch 
Intern Med. 2001;161(16):2007–12.  

   97.    Langhelle A, Tyvold SS, Lexow K, Hapnes SA, Sunde K, Steen 
PA. In-hospital factors associated with improved outcome after 
out-of-hospital cardiac arrest. A comparison between four regions 
in Norway. Resuscitation. 2003;56(3):247–63.  

   98.    Diringer MN, Reaven NL, Funk SE, Uman GC. Elevated body 
temperature independently contributes to increased length of stay 
in neurologic intensive care unit patients. Crit Care Med. 
2004;32(7):1489–95.  

   99.    Takasu A, Saitoh D, Kaneko N, Sakamoto T, Okada Y. 
Hyperthermia: is it an ominous sign after cardiac arrest? 
Resuscitation. 2001;49(3):273–7.  

    100.    Greer DM, Funk SE, Reaven NL, Ouzounelli M, Uman GC. Impact 
of fever on outcome in patients with stroke and neurologic injury: 
a comprehensive meta-analysis. Stroke. 2008;39(11):3029–35.  

    101.    Fink EL. Global warming after cardiac arrest in children exists. 
Pediatr Crit Care Med. 2010;11(6):760–1.  

    102.    Bembea MM, Nadkarni VM, Diener-West M, et al. Temperature 
patterns in the early postresuscitation period after pediatric inhos-
pital cardiac arrest. Pediatr Crit Care Med. 2010;11(6):723–30.  

    103.   Mild therapeutic hypothermia to improve the neurologic outcome 
after cardiac arrest. N Engl J Med. 2002;346(8):549–56.  

    104.    Bernard SA, Gray TW, Buist MD, et al. Treatment of comatose 
survivors of out-of-hospital cardiac arrest with induced hypother-
mia. N Engl J Med. 2002;346(8):557–63.  

    105.    Gluckman PD, Wyatt JS, Azzopardi D, et al. Selective head cooling 
with mild systemic hypothermia after neonatal encephalopathy: 
multicentre randomised trial. Lancet. 2005;365(9460):663–70.  

    106.    Shankaran S, Laptook AR, Ehrenkranz RA, et al. Whole-body 
hypothermia for neonates with hypoxic-ischemic encephalopathy. 
N Engl J Med. 2005;353(15):1574–84.  

    107.    Baltagi S, Fink EL, Bell MJ. Therapeutic hypothermia: ready…
fi re…aim? How small feasibility studies can inform large effi cacy 
trials. Pediatr Crit Care Med. 2011;12(3):370–1.  

   108.    Sloniewsky D. Pediatric patients with out-of hospital cardiac 
arrest: is therapeutic hypothermia for them? Crit Care Med. 
2011;39(1):218–9.  

    109.    Koch JD, Kernie SG. Protecting the future: neuroprotective strate-
gies in the pediatric intensive care unit. Curr Opin Pediatr. 
2011;23(3):275–80.  

    110.    Hutchison JS, Ward RE, Lacroix J, et al. Hypothermia therapy 
after traumatic brain injury in children. N Engl J Med. 2008;
358(23):2447–56.  

    111.    Fink EL, Clark RS, Kochanek PM, Bell MJ, Watson RS. A tertiary 
care center’s experience with therapeutic hypothermia after pedi-
atric cardiac arrest. Pediatr Crit Care Med. 2010;11(1):66–74.  

    112.    Doherty DR, Parshuram CS, Gaboury I, et al. Hypothermia therapy 
after pediatric cardiac arrest. Circulation. 2009;119(11):1492–500.  

    113.    Topjian A, Hutchins L, DiLiberto MA, et al. Induction and main-
tenance of therapeutic hypothermia after pediatric cardiac arrest: 
effi cacy of a surface cooling protocol. Pediatr Crit Care Med. 
2011;12(3):e127–35.  

    114.    Hutchison JS, Doherty DR, Orlowski JP, Kissoon N. Hypothermia 
therapy for cardiac arrest in pediatric patients. Pediatr Clin North 
Am. 2008;55(3):529–44, ix.  

    115.    Haque IU, Latour MC, Zaritsky AL. Pediatric critical care com-
munity survey of knowledge and attitudes toward therapeutic 
hypothermia in comatose children after cardiac arrest. Pediatr Crit 
Care Med. 2006;7(1):7–14.  

    116.    Weigl M, Tenze G, Steinlechner B, et al. A systematic review of 
currently available pharmacological neuroprotective agents as a 
sole intervention before anticipated or induced cardiac arrest. 
Resuscitation. 2005;65(1):21–39.  

    117.    Damian MS, Ellenberg D, Gildemeister R, et al. Coenzyme Q10 
combined with mild hypothermia after cardiac arrest: a prelimi-
nary study. Circulation. 2004;110(19):3011–6.  

      118.    Wijdicks EF, Hijdra A, Young GB, Bassetti CL, Wiebe S. Practice 
parameter: prediction of outcome in comatose survivors after car-
diopulmonary resuscitation (an evidence-based review): report of 
the Quality Standards Subcommittee of the American Academy of 
Neurology. Neurology. 2006;67(2):203–10.  

     119.    Abend NS, Licht DJ. Predicting outcome in children with hypoxic 
ischemic encephalopathy. Pediatr Crit Care Med. 2008;9(1):32–9.  

    120.    Mullner M, Sterz F, Binder M, Schreiber W, Deimel A, Laggner 
AN. Blood glucose concentration after cardiopulmonary resuscita-
tion infl uences functional neurological recovery in human cardiac 
arrest survivors. J Cereb Blood Flow Metab. 1997;17(4):430–6.  

   121.    Longstreth Jr WT, Inui TS. High blood glucose level on hospital 
admission and poor neurological recovery after cardiac arrest. 
Ann Neurol. 1984;15(1):59–63.  

   122.    Calle PA, Buylaert WA, Vanhaute OA. Glycemia in the post- 
resuscitation period. The Cerebral Resuscitation Study Group. 
Resuscitation. 1989;17(Suppl):S181–8; discussion S199–206.  

    123.    Longstreth Jr WT, Diehr P, Cobb LA, Hanson RW, Blair AD. 
Neurologic outcome and blood glucose levels during out-of- 
hospital cardiopulmonary resuscitation. Neurology. 1986;36(9):
1186–91.  

    124.    Longstreth Jr WT, Copass MK, Dennis LK, Rauch-Matthews ME, 
Stark MS, Cobb LA. Intravenous glucose after out-of-hospital car-
diopulmonary arrest: a community-based randomized trial. 
Neurology. 1993;43(12):2534–41.  

    125.    Beiser DG, Carr GE, Edelson DP, Peberdy MA, Hoek TL. 
Derangements in blood glucose following initial resuscitation 
from in-hospital cardiac arrest: a report from the national regis-
try of cardiopulmonary resuscitation. Resuscitation. 2009;80(6):
624–30.  

    126.    Oksanen T, Skrifvars MB, Varpula T, et al. Strict versus moderate 
glucose control after resuscitation from ventricular fi brillation. 
Intensive Care Med. 2007;33(12):2093–100.  

   127.    Sunde K, Pytte M, Jacobsen D, et al. Implementation of a stan-
dardised treatment protocol for post resuscitation care after out-
of- hospital cardiac arrest. Resuscitation. 2007;73(1):29–39.  

M.E. Kleinman and M.G. van der Velden



287

    128.    Losert H, Sterz F, Roine RO, et al. Strict normoglycaemic blood 
glucose levels in the therapeutic management of patients within 12 
h after cardiac arrest might not be necessary. Resuscitation. 
2008;76(2):214–20.  

    129.    Van den Berghe G, Schoonheydt K, Becx P, Bruyninckx F, 
Wouters PJ. Insulin therapy protects the central and peripheral 
nervous system of intensive care patients. Neurology. 
2005;64(8):1348–53.  

    130.    van den Berghe G, Wouters P, Weekers F, et al. Intensive 
insulin therapy in the critically ill patients. N Engl J Med. 
2001;345(19):1359–67.  

    131.    Van den Berghe G, Wilmer A, Hermans G, et al. Intensive insulin 
therapy in the medical ICU. N Engl J Med. 2006;354(5):449–61.  

    132.    Marik PE, Varon J. Intensive insulin therapy in the ICU: is it now 
time to jump off the bandwagon? Resuscitation. 2007;74(1):191–3.  

    133.    Watkinson P, Barber VS, Young JD. Strict glucose control in the 
critically ill. BMJ. 2006;332(7546):865–6.  

    134.    Finfer S, Chittock DR, Su SY, et al. Intensive versus conven-
tional glucose control in critically ill patients. N Engl J Med. 
2009;360(13):1283–97.  

    135.    Srinivasan V, Spinella PC, Drott HR, Roth CL, Helfaer MA, 
Nadkarni V. Association of timing, duration, and intensity of 
hyperglycemia with intensive care unit mortality in critically ill 
children. Pediatr Crit Care Med. 2004;5(4):329–36.  

   136.    Faustino EV, Apkon M. Persistent hyperglycemia in critically ill 
children. J Pediatr. 2005;146(1):30–4.  

     137.    Wintergerst KA, Buckingham B, Gandrud L, Wong BJ, Kache S, 
Wilson DM. Association of hypoglycemia, hyperglycemia, and 
glucose variability with morbidity and death in the pediatric inten-
sive care unit. Pediatrics. 2006;118(1):173–9.  

    138.    Hirshberg E, Larsen G, Van Duker H. Alterations in glucose 
homeostasis in the pediatric intensive care unit: hyperglycemia 
and glucose variability are associated with increased mortality and 
morbidity. Pediatr Crit Care Med. 2008;9(4):361–6.  

    139.    Vlasselaers D, Milants I, Desmet L, et al. Intensive insulin therapy 
for patients in paediatric intensive care: a prospective, randomised 
controlled study. Lancet. 2009;373(9663):547–56.  

    140.    Bar-Joseph G, Abramson NS, Jansen-McWilliams L, et al. 
Clinical use of sodium bicarbonate during cardiopulmonary resus-
citation – is it used sensibly? Resuscitation. 2002;54(1):47–55.  

    141.    Bar-Joseph G, Abramson NS, Kelsey SF, Mashiach T, Craig 
MT, Safar P. Improved resuscitation outcome in emergency 
medical systems with increased usage of sodium bicarbonate 
during cardiopulmonary resuscitation. Acta Anaesthesiol Scand. 
2005;49(1):6–15.  

    142.    Vukmir RB, Katz L. Sodium bicarbonate improves outcome 
in prolonged prehospital cardiac arrest. Am J Emerg Med. 
2006;24(2):156–61.  

    143.    Stiell IG, Wells GA, Hebert PC, Laupacis A, Weitzman BN. 
Association of drug therapy with survival in cardiac arrest: limited 
role of advanced cardiac life support drugs. Acad Emerg Med. 
1995;2(4):264–73.  

   144.    van Walraven C, Stiell IG, Wells GA, Hebert PC, Vandemheen K. 
Do advanced cardiac life support drugs increase resuscitation 
rates from in-hospital cardiac arrest? The OTAC Study Group. 
Ann Emerg Med. 1998;32(5):544–53.  

    145.    Dybvik T, Strand T, Steen PA. Buffer therapy during out-of-
hospital cardiopulmonary resuscitation. Resuscitation. 1995;29(2):
89–95.  

    146.    Bjerneroth G. Alkaline buffers for correction of metabolic acido-
sis during cardiopulmonary resuscitation with focus on Tribonat 
– a review. Resuscitation. 1998;37(3):161–71.  

    147.    Scheingraber S, Rehm M, Sehmisch C, Finsterer U. Rapid saline 
infusion produces hyperchloremic acidosis in patients undergoing 
gynecologic surgery. Anesthesiology. 1999;90(5):1265–70.  

    148.    Brill SA, Stewart TR, Brundage SI, Schreiber MA. Base defi cit 
does not predict mortality when secondary to hyperchloremic aci-
dosis. Shock. 2002;17(6):459–62.  

    149.    Gando S, Igarashi M, Kameue T, Nanzaki S. Ionized hypocalce-
mia during out-of-hospital cardiac arrest and cardiopulmonary 
resuscitation is not due to binding by lactate. Intensive Care Med. 
1997;23(12):1245–50.  

    150.    Urban P, Scheidegger D, Buchmann B, Barth D. Cardiac arrest and 
blood ionized calcium levels. Ann Intern Med. 1988;109(2):110–3.  

    151.    Niemann JT, Cairns CB. Hyperkalemia and ionized hypocalcemia 
during cardiac arrest and resuscitation: possible culprits for post-
countershock arrhythmias? Ann Emerg Med. 1999;34(1):1–7.  

    152.   American Heart Association Guidelines for Cardiopulmonary 
Resuscitation and Emergency Cardiovascular Care. Circulation. 
2005;112(24 Suppl):IV1–203.  

    153.    Cheung JY, Bonventre JV, Malis CD, Leaf A. Calcium and isch-
emic injury. N Engl J Med. 1986;314(26):1670–6.  

    154.    Srinivasan V, Morris MC, Helfaer MA, Berg RA, Nadkarni VM. 
Calcium use during in-hospital pediatric cardiopulmonary resus-
citation: a report from the National Registry of Cardiopulmonary 
Resuscitation. Pediatrics. 2008;121(5):e1144–51.  

    155.    Neumar RW, Otto CW, Link MS, et al. Part 8: adult advanced 
cardiovascular life support: 2010 American Heart Association 
Guidelines for Cardiopulmonary Resuscitation and Emergency 
Cardiovascular Care. Circulation. 2010;122(18 Suppl 3):S729–67.  

    156.    Miller B, Craddock L, Hoffenberg S, et al. Pilot study of intra-
venous magnesium sulfate in refractory cardiac arrest: safety 
data and recommendations for future studies. Resuscitation. 
1995;30(1):3–14.  

    157.    Allegra J, Lavery R, Cody R, et al. Magnesium sulfate in the treat-
ment of refractory ventricular fi brillation in the prehospital set-
ting. Resuscitation. 2001;49(3):245–9.  

    158.    Thel MC, Armstrong AL, McNulty SE, Califf RM, O’Connor CM. 
Randomised trial of magnesium in in-hospital cardiac arrest. Duke 
Internal Medicine Housestaff. Lancet. 1997;350(9087):1272–6.  

    159.    Longstreth Jr WT, Fahrenbruch CE, Olsufka M, Walsh TR, 
Copass MK, Cobb LA. Randomized clinical trial of magnesium, 
diazepam, or both after out-of-hospital cardiac arrest. Neurology. 
2002;59(4):506–14.  

      160.    Adrie C, Adib-Conquy M, Laurent I, et al. Successful cardiopul-
monary resuscitation after cardiac arrest as a “sepsis-like” syn-
drome. Circulation. 2002;106(5):562–8.  

    161.    Ito T, Saitoh D, Fukuzuka K, et al. Signifi cance of elevated serum 
interleukin-8 in patients resuscitated after cardiopulmonary arrest. 
Resuscitation. 2001;51(1):47–53.  

    162.    Mussack T, Biberthaler P, Kanz KG, et al. Serum S-100B and 
interleukin-8 as predictive markers for comparative neurologic 
outcome analysis of patients after cardiac arrest and severe trau-
matic brain injury. Crit Care Med. 2002;30(12):2669–74.  

      163.    Adrie C, Laurent I, Monchi M, Cariou A, Dhainaou JF, Spaulding 
C. Postresuscitation disease after cardiac arrest: a sepsis-like syn-
drome? Curr Opin Crit Care. 2004;10(3):208–12.  

   164.    Geppert A, Zorn G, Karth GD, et al. Soluble selectins and 
the systemic infl ammatory response syndrome after success-
ful  cardiopulmonary resuscitation. Crit Care Med. 2000;28(7):
2360–5.  

    165.    Gando S, Nanzaki S, Morimoto Y, Kobayashi S, Kemmotsu O. 
Out-of-hospital cardiac arrest increases soluble vascular endothe-
lial adhesion molecules and neutrophil elastase associated with 
endothelial injury. Intensive Care Med. 2000;26(1):38–44.  

    166.    Fink K, Schwarz M, Feldbrugge L, et al. Severe endothelial injury 
and subsequent repair in patients after successful cardiopulmo-
nary resuscitation. Crit Care. 2010;14(3):R104.  

    167.    Adams JA. Endothelium and cardiopulmonary resuscitation. Crit 
Care Med. 2006;34(12 Suppl):S458–65.  

          168.    Mongardon N, Perbet S, Lemiale V, et al. Infectious complications 
in out-of-hospital cardiac arrest patients in the therapeutic hypo-
thermia era. Crit Care Med. 2011;39(6):1359–64.  

    169.    Gajic O, Festic E, Afessa B. Infectious complications in survivors 
of cardiac arrest admitted to the medical intensive care unit. 
Resuscitation. 2004;60(1):65–9.  

25 Post-resuscitation Care



288

       170.    Tsai MS, Chiang WC, Lee CC, et al. Infections in the survivors of 
out-of-hospital cardiac arrest in the fi rst 7 days. Intensive Care 
Med. 2005;31(5):621–6.  

      171.    Cerchiari EL, Safar P, Klein E, Diven W. Visceral, hematologic 
and bacteriologic changes and neurologic outcome after cardiac 
arrest in dogs. The visceral post-resuscitation syndrome. 
Resuscitation. 1993;25(2):119–36.  

     172.    Gaussorgues P, Gueugniaud PY, Vedrinne JM, Salord F, Mercatello 
A, Robert D. Bacteremia following cardiac arrest and cardiopul-
monary resuscitation. Intensive Care Med. 1988;14(5):575–7.  

       173.    Adrie C, Monchi M, Laurent I, et al. Coagulopathy after success-
ful cardiopulmonary resuscitation following cardiac arrest: impli-
cation of the protein C anticoagulant pathway. J Am Coll Cardiol. 
2005;46(1):21–8.  

    174.    Bottiger BW, Motsch J, Bohrer H, et al. Activation of blood coag-
ulation after cardiac arrest is not balanced adequately by activa-
tion of endogenous fi brinolysis. Circulation. 1995;92(9):2572–8.  

    175.    Gando S, Kameue T, Nanzaki S, Nakanishi Y. Massive fi brin 
formation with consecutive impairment of fi brinolysis in 
patients with out-of-hospital cardiac arrest. Thromb Haemost. 
1997;77(2):278–82.  

    176.    Bottiger BW, Bohrer H, Boker T, Motsch J, Aulmann M, Martin 
E. Platelet factor 4 release in patients undergoing cardiopulmo-
nary resuscitation – can reperfusion be impaired by platelet activa-
tion? Acta Anaesthesiol Scand. 1996;40(5):631–5.  

   177.    Gando S, Nanzaki S, Morimoto Y, Kobayashi S, Kemmotsu O. 
Tissue factor and tissue factor pathway inhibitor levels dur-
ing and after cardiopulmonary resuscitation. Thromb Res. 
1999;96(2):107–13.  

   178.    Gando S, Kameue T, Nanzaki S, Igarashi M, Nakanishi Y. Platelet 
activation with massive formation of thromboxane A2 during 
and after cardiopulmonary resuscitation. Intensive Care Med. 
1997;23(1):71–6.  

     179.    Bottiger BW, Martin E. Thrombolytic therapy during cardiopul-
monary resuscitation and the role of coagulation activation after 
cardiac arrest. Curr Opin Crit Care. 2001;7(3):176–83.  

    180.    Fischer M, Bottiger BW, Popov-Cenic S, Hossmann KA. 
Thrombolysis using plasminogen activator and heparin 
reduces cerebral no-refl ow after resuscitation from cardiac 
arrest: an experimental study in the cat. Intensive Care Med. 
1996;22(11):1214–23.  

    181.    Li X, Fu QL, Jing XL, et al. A meta-analysis of cardiopulmonary 
resuscitation with and without the administration of thrombolytic 
agents. Resuscitation. 2006;70(1):31–6.  

    182.    Bottiger BW, Arntz HR, Chamberlain DA, et al. Thrombolysis 
during resuscitation for out-of-hospital cardiac arrest. N Engl J 
Med. 2008;359(25):2651–62.  

     183.    Ziegenfuss MD, Mullany DV. Traumatic liver injury compli-
cating cardio-pulmonary resuscitation. The value of a major 
intensive care facility: a report of two cases. Crit Care Resusc. 
2004;6(2):102–4.  

    184.    Meron G, Kurkciyan I, Sterz F, et al. Cardiopulmonary 
resuscitation- associated major liver injury. Resuscitation. 2007;
75(3):445–53.  

    185.    Reiger J, Eritscher C, Laubreiter K, Trattnig J, Sterz F, Grimm G. 
Gastric rupture – an uncommon complication after successful car-
diopulmonary resuscitation: report of two cases. Resuscitation. 
1997;35(2):175–8.  

    186.    Krischer JP, Fine EG, Davis JH, Nagel EL. Complications of car-
diac resuscitation. Chest. 1987;92(2):287–91.  

    187.    Stallard N, Findlay G, Smithies M. Splenic rupture following car-
diopulmonary resuscitation. Resuscitation. 1997;35(2):171–3.  

    188.    Ladurner R, Kotsianos D, Mutschler W, Mussack T. Traumatic 
pneumobilia after cardiopulmonary resuscitation. Eur J Med Res. 
2005;10(11):495–7.  

    189.    Prengel AW, Lindner KH, Wenzel V, Tugtekin I, Anhaupl T. 
Splanchnic and renal blood fl ow after cardiopulmonary resuscita-
tion with epinephrine and vasopressin in pigs. Resuscitation. 
1998;38(1):19–24.  

     190.    L’Her E, Cassaz C, Le Gal G, Cholet F, Renault A, Boles JM. Gut 
dysfunction and endoscopic lesions after out-of-hospital cardiac 
arrest. Resuscitation. 2005;66(3):331–4.  

    191.    Stockman W, De Keyser J, Brabant S, et al. Colon ischaemia and 
necrosis as a complication of prolonged but successful CPR. 
Resuscitation. 2006;71(2):260–2.  

    192.    Piton G, Barbot O, Manzon C, et al. Acute ischemic pancreatitis 
following cardiac arrest: a case report. JOP. 2010;11(5):456–9.  

    193.    Cook DJ, Reeve BK, Guyatt GH, et al. Stress ulcer prophylaxis in 
critically ill patients. Resolving discordant meta-analyses. JAMA. 
1996;275(4):308–14.  

    194.    Reveiz L, Guerrero-Lozano R, Camacho A, Yara L, Mosquera PA. 
Stress ulcer, gastritis, and gastrointestinal bleeding prophylaxis in 
critically ill pediatric patients: a systematic review. Pediatr Crit 
Care Med. 2010;11(1):124–32.  

    195.    Mehta NM. Approach to enteral feeding in the PICU. Nutr Clin 
Pract. 2009;24(3):377–87.  

    196.    Mehta NM, Compher C. A.S.P.E.N. Clinical Guidelines: nutrition 
support of the critically ill child. JPEN J Parenter Enteral Nutr. 
2009;33(3):260–76.  

    197.    McClave SA, Chang WK. Feeding the hypotensive patient: does 
enteral feeding precipitate or protect against ischemic bowel? 
Nutr Clin Pract. 2003;18(4):279–84.  

    198.    Domanovits H, Mullner M, Sterz F, et al. Impairment of renal 
function in patients resuscitated from cardiac arrest: frequency, 
determinants and impact on outcome. Wien Klin Wochenschr. 
2000;112(4):157–61.  

    199.    Chua HR, Glassford N, Bellomo R. Acute kidney injury after car-
diac arrest. Resuscitation. 2012;83(6):721–7.  

    200.    Domanovits H, Schillinger M, Mullner M, et al. Acute renal fail-
ure after successful cardiopulmonary resuscitation. Intensive Care 
Med. 2001;27(7):1194–9.  

    201.    Mattana J, Singhal PC. Prevalence and determinants of acute renal 
failure following cardiopulmonary resuscitation. Arch Intern 
Med. 1993;153(2):235–9.  

    202.    Zeiner A, Sunder-Plassmann G, Sterz F, et al. The effect of mild 
therapeutic hypothermia on renal function after cardiopulmonary 
resuscitation in men. Resuscitation. 2004;60(3):253–61.  

    203.    Knafelj R, Radsel P, Ploj T, Noc M. Primary percutaneous coro-
nary intervention and mild induced hypothermia in comatose sur-
vivors of ventricular fi brillation with ST-elevation acute 
myocardial infarction. Resuscitation. 2007;74(2):227–34.  

    204.    Lameire N, Van Biesen W, Vanholder R. Acute renal failure. 
Lancet. 2005;365(9457):417–30.  

     205.    Annane D, Maxime V, Ibrahim F, Alvarez JC, Abe E, Boudou P. 
Diagnosis of adrenal insuffi ciency in severe sepsis and septic 
shock. Am J Respir Crit Care Med. 2006;174(12):1319–26.  

   206.    Hebbar KB, Stockwell JA, Leong T, Fortenberry JD. Incidence of 
adrenal insuffi ciency and impact of corticosteroid supplementation 
in critically ill children with systemic infl ammatory syndrome and 
vasopressor-dependent shock. Crit Care Med. 2011;39(5):1145–50.  

     207.    Menon K, Ward RE, Lawson ML, Gaboury I, Hutchison JS, 
Hebert PC. A prospective multicenter study of adrenal func-
tion in critically ill children. Am J Respir Crit Care Med. 
2010;182(2):246–51.  

    208.    Pene F, Hyvernat H, Mallet V, et al. Prognostic value of relative 
adrenal insuffi ciency after out-of-hospital cardiac arrest. Intensive 
Care Med. 2005;31(5):627–33.  

   209.    Schultz CH, Rivers EP, Feldkamp CS, et al. A characterization of 
hypothalamic-pituitary-adrenal axis function during and after 
human cardiac arrest. Crit Care Med. 1993;21(9):1339–47.  

M.E. Kleinman and M.G. van der Velden



289

   210.    Kim JJ, Hyun SY, Hwang SY, et al. Hormonal responses upon 
return of spontaneous circulation after cardiac arrest: a retrospec-
tive cohort study. Crit Care. 2011;15(1):R53.  

   211.    Kim JJ, Lim YS, Shin JH, et al. Relative adrenal insuffi ciency 
after cardiac arrest: impact on postresuscitation disease outcome. 
Am J Emerg Med. 2006;24(6):684–8.  

   212.    Lindner KH, Strohmenger HU, Ensinger H, Hetzel WD, Ahnefeld 
FW, Georgieff M. Stress hormone response during and after car-
diopulmonary resuscitation. Anesthesiology. 1992;77(4):662–8.  

   213.    Ito T, Saitoh D, Takasu A, Kiyozumi T, Sakamoto T, Okada Y. Serum 
cortisol as a predictive marker of the outcome in patients resuscitated 
after cardiopulmonary arrest. Resuscitation. 2004;62(1):55–60.  

    214.    Hekimian G, Baugnon T, Thuong M, et al. Cortisol levels and 
adrenal reserve after successful cardiac arrest resuscitation. 
Shock. 2004;22(2):116–9.  

    215.    Miller JB, Donnino MW, Rogan M, Goyal N. Relative adrenal 
insuffi ciency in post-cardiac arrest shock is under-recognized. 
Resuscitation. 2008;76(2):221–5.  

    216.    Annane D, Sebille V, Charpentier C, et al. Effect of treatment with 
low doses of hydrocortisone and fl udrocortisone on mortality in 
patients with septic shock. JAMA. 2002;288(7):862–71.  

    217.    Sprung CL, Annane D, Keh D, et al. Hydrocortisone therapy for 
patients with septic shock. N Engl J Med. 2008;358(2):111–24.  

    218.    Smithline H, Rivers E, Appleton T, Nowak R. Corticosteroid 
supplementation during cardiac arrest in rats. Resuscitation. 
1993;25(3):257–64.  

    219.    Tsai MS, Huang CH, Chang WT, et al. The effect of hydrocorti-
sone on the outcome of out-of-hospital cardiac arrest patients: a 
pilot study. Am J Emerg Med. 2007;25(3):318–25.  

    220.    Mentzelopoulos SD, Zakynthinos SG, Tzoufi  M, et al. Vasopressin, 
epinephrine, and corticosteroids for in-hospital cardiac arrest. 
Arch Intern Med. 2009;169(1):15–24.  

    221.    Payen JF, Dupuis C, Trouve-Buisson T, et al. Corticosteroid after 
etomidate in critically ill patients: a randomized controlled trial. 
Crit Care Med. 2012;40(1):29–35.  

      222.    Bello G, Paliani G, Annetta MG, Pontecorvi A, Antonelli M. 
Treating nonthyroidal illness syndrome in the critically ill patient: 
still a matter of controversy. Curr Drug Targets. 2009;10(8):
778–87.  

      223.    Whitesall SE, Mayor GH, Nachreiner RF, Zwemer CF, D’Alecy 
LG. Acute administration of T3 or rT3 failed to improve outcome 
following resuscitation from cardiac arrest in dogs. Resuscitation. 
1996;33(1):53–62.  

    224.    D’Alecy LG. Thyroid hormone in neural rescue. Thyroid. 
1997;7(1):115–24.  

    225.    Facktor MA, Mayor GH, Nachreiner RF, D’Alecy LG. Thyroid 
hormone loss and replacement during resuscitation from cardiac 
arrest in dogs. Resuscitation. 1993;26(2):141–62.  

    226.    Iltumur K, Olmez G, Ariturk Z, Taskesen T, Toprak N. Clinical 
investigation: thyroid function test abnormalities in cardiac arrest 
associated with acute coronary syndrome. Crit Care. 2005;9(4):
R416–24.  

   227.    Longstreth Jr WT, Manowitz NR, DeGroot LJ, et al. Plasma thy-
roid hormone profi les immediately following out-of-hospital car-
diac arrest. Thyroid. 1996;6(6):649–53.  

   228.    Wortsman J, Premachandra BN, Chopra IJ, Murphy JE. 
Hypothyroxinemia in cardiac arrest. Arch Intern Med. 
1987;147(2):245–8.  

     229.    Zwemer CF, Whitesall SE, Nachreiner RF, Mayor GH, D’Alecy 
LG. Acute thyroid hormone administration increases systemic 
oxygen delivery and consumption immediately following resusci-
tation from cardiac arrest without changes in thyroid-stimulating 
hormone. Resuscitation. 1997;33(3):271–80.    

25 Post-resuscitation Care



291D.S. Wheeler et al. (eds.), Pediatric Critical Care Medicine, 
DOI 10.1007/978-1-4471-6362-6_26, © Springer-Verlag London 2014

      Predicting Outcomes Following 
Resuscitation 

           Akira     Nishisaki     

  26

        A.   Nishisaki ,  MD, MSCE      
  Department of Anesthesiology and Critical Care Medicine , 
 The Children’s Hospital of Philadelphia , 
  34th Street and Civic Center Blvd., CHOP Main 8NE Suite 8566 , 
 Philadelphia ,  PA ,  USA   
 e-mail: nishisaki@email.chop.edu  

    Abstract   

 Outcomes of pediatric resuscitation depend on the location, pre-arrest and arrest 
 variables including quality of CPR. Out-of-hospital cardiac arrest has poorer survival and 
neurological outcomes due to the longer period of no-fl ow time, as well as the underlying 
etiologies of out-of-hospital cardiac arrest that are themselves associated with poor 
 outcomes (e.g. Sudden Infant Death Syndrome or drowning). In contrast, more than 90 % 
of in-hospital pediatric cardiac arrests are witnessed or monitored, and CPR is provided. 
Half of in-hospital pediatric cardiac arrest victims are successfully resuscitated to return of 
spontaneous circulation and a quarter will survive to discharge. Sixty-fi ve percent of 
 survived children had favorable neurological outcomes. Pre-arrest and arrest variables are 
highly associated with survival and neurological outcomes. However, these pre-arrest and 
arrest variables tend to have a high false positive rate for predicting poor neurological 
 outcomes. There are no  reliable predictors of outcome in children. High quality of CPR is 
associated with short term survival outcomes. For post-arrest variables, absence of pupillary 
exams after 48 h is predictive for poor neurological outcome when therapeutic hypothermia 
is not induced. EEG fi nding with mild slowing and rapid improvement are associated with 
good outcomes, while burst suppression, electrocerebral silence, and lack of reactivity are 
associated with poor outcome. Somatosensory evoked potentials (SSEPs) are much less 
infl uenced by drugs, and resistant to environmental noise artifacts in contrast to bedside 
EEG. Bilateral absence of the N20 components in SSEPs is consistently associated with 
poor neurological outcomes. Serum neuron- specifi c enolase (NSE) and S-100B protein 
have been evaluated as prognostic indicators. NSE had higher discriminative ability for 
poor neurological outcomes compared to S100-B protein. For patients receiving therapeutic 
hypothermia, absence or extensor motor responses after achievement of normothermia is 
predictive for poor neurological outcomes. Neurological fi nding during therapeutic 
 hypothermia is not reliable.  

  Keywords    

 Cardiac arrest   •   Outcome   •   Prediction   •   Pediatric cerebral performance scale (PCPC)   
•   Pediatric overall performance scale (POPC)   •   Electroencephalography (EEG)   • 
  Somatosensory evoked potentials (SSEPs)   •   Neuron-specifi c enolase (NSE)   •   S-100B   
•   Therapeutic hypothermia  
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        Introduction 

 Outcomes of pediatric cardiac arrest are quite different in 
out-of-hospital cardiac arrest versus in-hospital cardiac 
arrest. Out-of-hospital cardiac arrest is associated with mark-
edly worse outcomes, due to the longer period of no-fl ow 
time, as well as the underlying etiologies of out-of-hospital 
cardiac arrest that are themselves associated with poor out-
comes (e.g. Sudden Infant Death Syndrome: SIDS, or drown-
ing). In addition, many out-of-hospital cardiac arrests are 
unwitnessed, and less than half of children suffering an out-
of- hospital cardiac arrest receive bystander Cardiopulmonary 
resuscitation (CPR). In contrast, more than 90 % of in- 
hospital pediatric cardiac arrests are witnessed or monitored, 
and CPR is provided by healthcare providers. 

    Out-of-Hospital Cardiac Arrest 

 The overall incidence of non-traumatic pediatric out-of- 
hospital cardiac arrest reported in a recently published, multi- 
center, population-based study in the U.S. is approximately 
8.04 per 100,000 pediatric person-years (95 % CI: 7.27–
8.81) [ 1 ]. The survival to hospital discharge in this study 
was only 6.4 % of all arrests, which is signifi cantly higher 
than the reported rates of survival in adult out-of- hospital 
cardiac arrests (adult: 4.5 %, p = 0.03). The age of the patient 
at the time of cardiac arrest appears to play an important 
role in outcome, as the survival rate for infants was 3.3 % – 
signifi cantly lower compared to both children (<12 years of 
age, 9.1 %) and adolescents (12–19 years of age, 8.9 %) [ 1 ]. 
Another population-based study showed the rate of return of 
spontaneous circulation among  out-of- hospital pediatric car-
diac arrest victims was 26 %, with a 1-month survival of 8 % 
[ 2 ]. In this study, neurologically-favorable outcome, defi ned 
as Glasgow-Pittsburgh Cerebral Performance Category scale 
(1 = good performance, 2 = moderate disability, 3 = severe 
cerebral disability, 4 = coma/vegetative state, 5 = death) of 
1–2 or no change from baseline was observed in 3 % of all 
non-traumatic out-of-hospital pediatric cardiac arrest vic-
tims. Finally, a meta-analysis showed 12 % of  out-of-hospital 
cardiac arrest victims survived to discharge, and only 33 % 
of survivors had intact neurological survival at discharge 
[ 3 ]. Collectively, these studies confi rm the results of older 
studies that out-of- hospital cardiac arrest remains associated 
with poor (some investigators would even say “dismal”) 
outcome.  

    In-Hospital Cardiac Arrest 

 Approximately half of in-hospital pediatric cardiac arrest 
victims are successfully resuscitated to return of spontane-
ous circulation [ 4 ]. A report from the National Registry of 

Cardiopulmonary Resuscitation (NRCPR) showed that more 
than 90 % of in-hospital cardiac arrests are witnessed or 
monitored, and the majority (65 %) occurred in an intensive 
care unit setting. The survival-to-discharge rate of in- 
hospital pediatric cardiac arrest was higher in children than 
adults (27 % vs. 18 %, adjusted Odds ratio = 2.29, 95 % CI, 
1.95–2.68). Perhaps more importantly, 65 % of survived 
children had favorable neurological outcomes [ 4 ]. 
Collectively, these studies suggest that while the outcome 
from in-hospital cardiac arrest remains poor, it is much bet-
ter compared to reported outcomes from out-of-hospital car-
diac arrests [ 5 ,  6 ].   

    Classifying Outcomes Following Resuscitation 

 The outcome measures of pediatric cardiopulmonary arrest 
are challenging. Currently, international consensus-based 
reporting guidelines (the so-called Utstein templates) are 
commonly used [ 7 ]. While the “gold standard” outcome is 
the neurological function after hospital discharge, defi ning 
and reporting this measure is often practically diffi cult and 
expensive. Therefore, several surrogate outcome measures 
have been used including Sustained ROSC (Return of 
Spontaneous or Sustained Circulation), Survival after arrest 
>24 h, Survival to hospital discharge, Functional outcome 
(Pediatric Overall Performance Scale: POPC), Neurological 
outcome (Pediatric Cerebral Performance Scale: PCPC) 
(Table  26.1 ). Since many children who experience in- hospital 
cardiac arrest have underlying neurological conditions, it is 
practical to include a change in PCPC as a neurological out-
come. Many studies defi ne good neurological outcomes as 
the PCPC 1 or 2, or no change in PCPC at the time of dis-
charge compared to pre-arrest condition [ 5 ].

       Predicting Outcomes Following Resuscitation 

 Prognostic tools for predicting outcome for children who 
have suffered a cardiac arrest would be extremely helpful to 
the bedside clinician. This information is used by family 
and care providers to determine the appropriate level of care 
offered and provided to each patient. For example, the fam-
ily may opt not to pursue tracheostomy and limit or with-
draw technological support if the child’s neurological 
prognosis seems poor with vegetative state. Therefore 
overly positive or negative prognostifi cation should be 
avoided. When the literature is reviewed, it is crucial to 
examine the degree of informational bias (self-fulfi lling 
prophesy). This occurs when the neurological prognosis of 
a patient is predicted poor and subsequently the life- sus-
taining therapy is withheld, while the true hypothetical out-
come would have been otherwise. To minimize this effect, 
we need to evaluate the diagnostic characteristics of each 
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predictor (pre-arrest and arrest variables, neurological exam 
fi ndings, and neurological tests) closely. 

    List of Predictors (Pre-arrest, Arrest, Post-arrest) 

 From large pediatric studies, pre-arrest and arrest variables 
are highly associated with survival and neurological out-
comes. However, it should be noted that these pre-arrest 
and arrest variables tend to have a high false positive rate 
for predicting poor neurological outcomes, similar to adult 
studies [ 8 ]. The current resuscitation literature clearly 
states that there are no reliable predictors of outcome in 
children [ 7 – 9 ]. For instance, while the duration of CPR is 
highly associated with survival outcomes, several studies 
have documented neurologically intact survival after pro-
longed in-hospital CPR [ 10 ,  11 ]. It is also important to 

emphasize that high quality of CPR is associated with short 
term survival outcomes. There are several variables, then, 
that can impact outcome. Table  26.2  shows pre-arrest and 
arrest variables associated with survival and neurological 
outcomes [ 5 ,  6 ,  12 ,  13 ].

       Neurological Diagnostic Studies 
for Prognostifi cation 

 There are several limitations to using neurological studies to 
determine prognosis after cardiac arrest. Sedation and paraly-
sis are often required for management of post-cardiac arrest 
patients for physiologic stability or cerebral protection by 
preventing agitation or shivering which increases cerebral 
metabolic rate. This iatrogenic sedation and paralysis affects 
both the accuracy and reproducibility of the neurologic exam-

   Table 26.1    Pediatric cerebral performance category scale (PCPC)   

 Score  Category  Description 

 1  Normal  Age-appropriate level of functioning; 
preschool child developmentally appropriate; 
school-age child attends regular classes 

 2  Mild disability  Able to interact at an age-appropriate level; 
minor neurological disease that is controlled 
and does not interfere with daily functioning 
(eg, seizure disorder); preschool child may 
have minor developmental delays but more 
than 75 % of all daily living developmental 
milestones are above the 10th percentile; 
school-age child attends regular school, but 
grade is not appropriate for age, or child is 
failing appropriate grade because of 
cognitive diffi culties 

 3  Moderate 
disability 

 Below age-appropriate functioning; 
neurological disease that is not controlled 
and severely limits activities; most activities 
of preschool child’s daily living 
developmental milestones are below the 10th 
percentile; school-age child can perform 
activities of daily living but attends special 
classes because of cognitive diffi culties and/
or has a learning defi cit 

 4  Severe 
disability 

 Preschool child’s activities of daily living 
milestones are below the 10th percentile, and 
child is excessively dependent on others for 
provision of activities of daily living; 
school- age child may be so impaired as to be 
unable to attend school; school-age child is 
dependent on others for provision of 
activities of daily living; abnormal motor 
movements for both preschool and school-
age child may include nonpurposeful, 
decorticate, or decerebrate responses to pain 

 5  Coma/
vegetative 
state 

 Coma; unawareness 

 6  Death 

   Worst  level of performance for any single criterion is used for categoriz-
ing. Defi cits are scored  only  if they result from a neurological disorder. 
Assessments are done from medical records or interview with caretaker  

   Table 26.2    Pre-arrest, arrest and post-arrest variables associated with 
neurological outcomes   

 Good outcome  Poor outcome 

 Pre-arrest  Age  Infant (only 
in-hospital 
cardiac arrest) 

 Causes of cardiac 
arrest 

 Respiratory 
failure 

 Trauma 

 Cardiac 
(post-operative) 

 Septic shock 
 Hematological/
oncological 

 Arrest  First monitored 
rhythm 

 Ventricular 
fi brillation 

 Asystole 

 Pulseless 
ventricular 
tachycardia 
 Bradycardia 

 Location of 
cardiac arrest 

 In-hospital  Out-of-hospital 

 Witnessed?  Witnessed  Unwitnessed 
 Bystander CPR  Performed  Not performed 
 Duration of no 
fl ow time (time 
from cardiac 
arrest to the 
initiation of chest 
compression) 

 Short  Long 

 Quality of CPR  Good  Poor 
 Duration of chest 
compression 

 Short  Long 

 Doses of 
epinephrine 

 Equal or less 
than two doses 

 More than two 
doses 

 Post-arrest  Temperature  Hyperthermia 
 Blood pressure  Hypertension  Hypotension 
 Inotrope  Requires inotrope 

support 
 Serum lactate 
level 

 High 

 Serum glucose 
level 

 Hyperglycemia 
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ination and the bedside EEG. Cerebral imaging studies such 
as CT or MRI require transport of unstable patients to radiol-
ogy suites and are often not feasible. In addition, there is lim-
ited data correlating fi ndings on these studies with long-term 
neurologic outcome. More recently therapeutic hypothermia 
is more widely accepted after cardiac arrest, and the effect of 
induced hypothermia on neurological exam or neurophysio-
logic studies (EEGs, SSEPs) are still under investigation. 

    Neurologic Exam 
 In large adult studies with prospective data collection, 
absence of pupillary response [Likelihood ratio 10.2 (95 % 
CI: 1.8–48.6)], absence of corneal refl ex [Likelihood ratio 
12.9 (95 % CI: 2.0–68.7)] at 24 h after the cardiac arrest were 
highly predictive for poor neurological outcome defi ned by 
Cerebral performance categories 3 or higher (severe cerebral 
disability, coma, vegetative state or death). Absence of a 
motor response [Likelihood ratio 9.2 (95 % CI: 2.1–49.4)] at 
72 h was also highly predictive for poor neurological out-
come [ 14 ]. Each component of coma assessment has moder-
ate to substantial, but not complete level of agreement among 
raters regardless of disciplines. Glasgow coma scale or com-
bined various neurological fi ndings have not yielded addi-
tional predictive value in most studies. It is noteworthy that 
the motor component of the GCS score is more useful and 
accurate than the GCS sum score. The American Academy 
of Neurology published a practice parameter in 2006 [ 8 ] that 
stated the prognosis is invaluably poor in comatose patients 
with absent pupillary or corneal refl exes from 1 to 3 days 
after cardiac arrest, or absent or extensor motor responses 
(Motor component of the GCS less than 3) 3 days after car-
diac arrest. Myoclonus status epilepticus, defi ned as sponta-
neous, repetitive, unrelenting, generalized multifocal 
myoclonus involving the face, limbs, and axial musculature 
in comatose patients) is associated with poor outcome with a 
0 % (95 % CI: 0–8.8 %) false positive rate on day 1. 

 There are signifi cantly fewer pediatric studies available. 
One small study with 57 consecutive children with hypoxic 
ischemic encephalopathy showed absence of pupillary 
response at 24 h and absence of spontaneous ventilation at 
24 h were both 100 % predictive for poor neurological out-
come – defi ned as severe disability, vegetative state or death 
(Positive predictive value = 100 %) [ 15 ]. In another pediatric 
study with 102 children with severe brain injury including 
both traumatic brain injury and HIE, the initial pupillary 
exam in the ICU had limited predictive value for neurologi-
cal outcomes [ 16 ]. Specifi cally, the presence of initial pupil-
lary response was 67 % (95 % CI: 53–78 %) predictive for 
favorable neurological outcome, and bilaterally absent 
 pupillary response was 78 % (95 % CI: 58–91 %) predictive 
for unfavorable outcomes. In their subset of HIE patients 
(n = 36), the absence of bilateral pupillary exam at the 
last exam in the ICU (from 48 h up to 9 days after ICU 

admission, the majority of examinations were performed on 
day 3–7) was 100 % predictive for unfavorable outcomes. 
The motor responses, however, had limited predictive value. 
Absence of bilateral motor responses was 93 % sensitive, 
50 % specifi c for poor neurological outcomes defi ned as 
severe disability, vegetative or death.  

    Neurophysiologic Studies 
 In adult studies, the EEG literature is confounded by differ-
ent classifi cation systems and variable intervals of record-
ings after CPR. In general, generalized suppression to ≤20 
microvolts, burst-suppression pattern with generalized epi-
leptiform activity, or generalized periodic complexes on a 
fl at background are associated with outcomes no better than 
persistent vegetative states [ 8 ]. In pediatric studies, similar 
fi ndings are documented in a series of in-hospital cardiac 
arrest patients who survived at least 24 h [ 13 ,  15 ,  17 ]. In 
general, mild slowing and rapid improvement are associated 
with good outcomes, while burst suppression, electrocere-
bral silence, and lack of reactivity are associated with poor 
outcome. In one study, discontinuous activity defi ned as 
intervals of very low amplitude activity and bursts, spikes 
and epileptiform discharges had 100 % (95 % CI: 56–100 %) 
positive predictive value for poor neurological outcomes 
(severe disability, vegetative state or death) [ 15 ]. Another 
study, however, reported one infant who had burst and sup-
pression pattern on EEG and had favorable outcomes [ 17 ]. 
Several other studies evaluated the reactivity of EEG to stim-
ulation and identifi ed it has moderate positive predictive 
value. The absence of reactivity in EEG, however, does not 
consistently indicate poor outcomes [ 15 ]. The prognostic 
accuracy (i.e. false positive rate) has not been established for 
those ‘malignant’ EEG patterns in both adults and children. 
Furthermore EEG is sensitive to drugs often administered to 
critically ill children after cardiac arrest. This limits the clini-
cal use of EEG fi ndings as prognosticators. 

 Somatosensory evoked potentials (SSEPs) are much less 
infl uenced by drugs, and resistant to environmental noise 
artifacts. Suffi cient data in adults have demonstrated that 
absence of the N20 components are consistently associated 
with poor neurological outcomes. In one large adult multi-
center study with 301 patients comatose at 72 h after CPR, 
136 (45 %) had at least one bilateral absence of N20 on 
SSEPs. All of those had poor neurological outcomes (persis-
tent coma or death at 1 month), with positive predictive value 
of 100 % (97 % CI: 97–100 %) [ 18 ]. In children, this fi nding 
is consistent across several studies: i.e. no children with 
hypoxic ischemic encephalopathy with absence of bilateral 
N20 had good neurological outcomes [ 15 ,  19 – 21 ]. However, 
it is important to note that the sensitivity is much lower: i.e. 
the presence of bilateral N20 does not predict favorable neu-
rological outcomes. One study demonstrated high specifi city 
for both good and poor neurological outcomes when SSEPs 
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are used in combination with motor examination [ 20 ]. 
Brainstem auditory evoked potentials (BAEPs) and visual 
evoked potentials (VEPs) have been also evaluated in the 
past, however, their role in predicting neurological outcomes 
are less clear. In summary there is good evidence for abnor-
mal SSEPs (absence of bilateral N20) being highly specifi c 
for poor neurological outcome. Prediction is best achieved 
by combining motor examination and SSEPs together.  

    Biomarkers 
 Serum neuron-specifi c enolase (NSE), S-100B protein, and 
creatine kinase brain isoenzyme (CKBB) in CSF (cerebro-
spinal fl uid) have been evaluated as prognostic indicators for 
patients after CPR. NSE is a gamma isomer of enolase 
located in neurons and neuroectodermal cells. Elevation of 
NSE indicates neuronal injury. S-100B protein is a calcium- 
binding astroglial protein. CKBB is present in both neurons 
and astrocytes. The existing adult literature documents high 
positive predictive value of NSE within 72 h (100 %, 95 % 
CI: 97–100 %) for poor neurological outcome in a large 
cohort of patients using a priori defi ned cutoff (>33 mcg/L) 
[ 18 ]. An abnormal level was most commonly seen after 48 h 
of cardiac arrest. In the same study, an elevated serum 
S-100B protein level with cutoff of 0.7 mcg/L within 72 h 
also showed high positive predictive value for poor neuro-
logical outcome, but not 100 % (98 %, 95 % CI:93–99 %). 
CKMB in CSF had only a modest positive predictive value 
(median 85 %). 

 Topjian et al .  evaluated the predictive value of the serum 
NSE and S-100B protein in children after cardiac arrest [ 22 ]. 
Poor neurological outcome was defi ned as PCPC change ≥2 
from pre-arrest to post-arrest discharge. NSE level was sig-
nifi cantly higher among children with poor neurological out-
comes at 48, 72 and 96 h after arrest. A level of 51 mcg/L or 
higher at 48 h had 50 % sensitivity and 100 % specifi city for 
poor outcomes. Interestingly, S-100B level was not different 
between good and poor outcome groups at any time points 
up to 96 h. Consistent with adult studies, NSE had higher 
discriminative ability for poor neurological outcomes com-
pared to S100-B protein.  

    Neuroimaging 
 Neuroimaging has been explored as a modality for prognos-
tication after cardiac arrest. There is general consensus that 
computed tomography (CT) may take 24 h to develop fi nd-
ings consistent with HIE (cerebral edema identifi ed by poor 
gray white matter differentiation). The prognostic value of 
CT scan for poor neurological outcome is not well defi ned in 
both adult and children after cardiac arrest. Magnetic reso-
nance imaging (MRI) has been identifi ed useful especially 
when diffuse cortical signal changes on diffusion-weighted 
imaging (DWI) or fl uid-attenuated inversion recovery 
(FLAIR) are used. 

 In children with hypoxemic coma, abnormal brain MRI 
with DWI and FLAIR showed high sensitivity but moderate 
specifi city for poor neurological outcome. In one study with 
children with hypoxic coma from various etiologies, the pos-
itive predictive value of the abnormal MRI for poor neuro-
logical outcome was 82 % from their initial MRI studies. 
The false negative rate was 4 %, indicating that small num-
ber of patients with normal MRI results may still experience 
poor neurological outcome [ 23 ]. MRIs obtained during 
4–7 days after the injury demonstrated higher accuracy with 
positive predictive value for poor prognosis (92 %) and nega-
tive predictive value (100 %), compared to MRI during 
1–3 days (positive predictive value 100 %, negative predic-
tive value 50 %). A similar fi nding was observed in children 
after drowning [ 24 ]. MR Spectroscopy to detect tissue cere-
bral hypoxia by measuring elevation of lactate, glutamine 
and glutamate and decrease in N-acetylaspartate (NAA) may 
also have capability to predict outcomes, however, we cur-
rently have insuffi cient evidence [ 13 ,  24 ]. In summary, a nor-
mal MRI after 3 days is a reasonably accurate predictor of 
good neurological outcome. Abnormal MRI results, how-
ever, do not necessarily indicate poor outcomes.   

    Other Important Considerations 

 The use of therapeutic hypothermia for cerebral protection 
presents yet another challenge for predicting neurological 
outcomes of CPR survivors. A typical therapeutic hypother-
mia protocol involves sedatives and paralytic use to prevent 
shivering that can potentially increase cerebral metabolic 
rate. Abend and colleagues recently published the predictive 
value of motor and pupillary responses in children treated 
with therapeutic hypothermia after cardiac arrest [ 25 ]. In 
their study, children who had return of spontaneous circula-
tion had therapeutic hypothermia for 24 h followed by 
12–24 h of rewarming to normothermia (36.5°C). Poor neu-
rological outcome was defi ned as Pediatric Cerebral 
Performance Category score of 4–6. The positive predictive 
value of the absent motor function for poor neurological out-
comes reached 100 % at 24 h after normothermia was 
achieved. The positive predictive value of absent pupillary 
response for poor neurological outcomes reached 100 % by 
the end of hypothermia phase. The earlier exams soon after 
the resuscitation or at 1 h after achievement of hypothermia 
(<34°C) had lower positive predictive value. This fi nding is 
consistent with an adult study demonstrating that the poor 
neurological exam (absence of brainstem refl ex, motor 
response, or presence of myoclonus) are not as specifi c for 
poor neurological outcomes in patients with induced hypo-
thermia after cardiac arrest [ 26 ]. 

 Hypothermia suppresses EEG activities and increase 
latencies of the cortical responses in SSEPs. Two adult 
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 studies showed bilateral absence of N20 in SSEPs during 
hypothermia universally indicated poor neurological 
 outcome [ 26 ,  27 ]. The study mentioned above by Abend 
and colleagues reported the incidence of seizures are high 
(47 %) in children after cardiac arrest with therapeutic hypo-
thermia targeted at 34°C [ 28 ]. Interestingly no patients had 
seizure within 6 h after EEG monitoring was initiated. 
Seizure was observed at the end of cooling phase or more 
commonly during the rewarming phase. The EEG back-
ground characteristics during the hypothermia phase were 
predictive for neurological outcomes; specifi cally the burst 
suppression pattern was associated with poor neurological 
outcomes while slowing/attenuation was associated with 
better neurological outcomes. Seizure activity was also asso-
ciated with more abnormal background, and associated with 
worse outcomes. As the therapeutic hypothermia after pedi-
atric cardiac arrest is being utilized more often, we expect 
more knowledge accumulation regarding the accuracy of 
predictors of neurological outcomes in the next 5–10 years.   

    Conclusion 

 Outcomes of pediatric resuscitation depend on the 
 location, pre-arrest and arrest variables including quality 
of CPR. Out-of- hospital cardiac arrest has poorer survival 
and neurological outcomes. Absence of pupillary exams 
after 48 h is predictive for poor neurological outcome 
when therapeutic hypothermia is not induced. For patients 
receiving therapeutic hypothermia, absence or extensor 
motor responses after achievement of normothermia is 
predictive for poor neurological outcomes. Neurological 
fi nding during therapeutic hypothermia is not reliable. 
Bilateral absence of the N20 components in SSEPs is 
consistently associated with poor neurological outcomes 
in children with normothermia.     
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Introduction

The primary goal of basic airway management is to provide 
support and stabilization of the airway in a timely manner. 
Acute airway obstruction is common in critically ill children. 
Early recognition and management of acute airway obstruc-
tion represents one of the basic foundations of critical care 
medicine. Anatomical differences between pediatric and 
adult patients render children more susceptible to acute air-
way compromise. It is therefore important to recognize and 
understand these differences as they may have an impact on 
the success of airway management.

Developmental Anatomy and Physiology 
of the Pediatric Airway

The upper airway is a vital part of the respiratory tract and 
consists of the nose, paranasal sinuses, pharynx, larynx, and 
extra-thoracic trachea. The structural complexity of the 
upper airway reflects its diverse functions, which include 
phonation, olfaction, humidification and warming of inspired 
air, preservation of airway patency, and protection of the air-
ways [1, 2]. The pediatric airway is markedly different from 
the adult airway [3–6]. These differences are most dramatic 
in the infant’s airway and become less important as the child 
grows – the upper airway assumes the characteristics of the 
adult airway by approximately 8 years of age. Anatomic fea-
tures which differ between children and adults include (i) a 
proportionally larger head and occiput (relative to body size), 
causing neck flexion and leading to potential airway obstruc-
tion when lying supine; (ii) a relatively larger tongue, 
decreasing the size of the oral cavity; (iii) decreased muscle 
tone, resulting in passive obstruction of the airway by the 
tongue; (iv) a shorter, narrower, horizontally positioned, 
softer epiglottis; (v) cephalad and anterior position of the lar-
ynx; (v) shorter, smaller, narrower trachea; and (vi) funnel- 
shaped versus cylindrical airway, such that the narrowest 
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portion of the airway is located at the level of the cricoid 
cartilage (Fig. 27.1).

The first and perhaps most obvious difference is that the 
pediatric airway is much smaller in diameter and shorter in 
length compared to that of the adult. For example, the length 
of the trachea changes from approximately 4 cm in neonates 
to approximately 12 cm in adults, and the tracheal diameter 
varies from approximately 3 mm in the premature infant to 
approximately 25 mm in the adult [4, 6]. According to 
Hagen-Poiseuille’s law, the change in air flow resulting from 
a reduction in airway diameter is directly proportional to the 
airway radius elevated to the fourth power:

 Q r= ( ) / ( )∆P Lπ η4 8  (27.1)

where Q is flow, ∆P is the pressure gradient from one end of 
the airway to the other end, r is the radius of the airway, η is 
the viscosity of the air, and L is the length of the airway. 
Therefore, increasing the length of the airway (L), increasing 
the viscosity of the air (η), or decreasing the radius of the 
airway will reduce laminar air flow. Changing the airway 
radius, however, has the greatest effect on flow. Small 
amounts of edema will therefore have a greater effect on the 
caliber of the pediatric airway compared to the adult airway, 
resulting in a greater increase in airway resistance (Fig. 27.2).

Aside from these size differences, the pediatric airway 
demonstrates several additional unique features as intro-

duced above [3–6]. For example, the larynx is located rela-
tively cephalad in the neck with the inferior margin of the 
cricoid cartilage residing at approximately the level of C2–
C3 in infants compared to C4–C5 in adults. This elevated 
position brings the epiglottis and palate in close proximity, 
thus making the infant an obligate nose breather in the first 
few weeks to months of life, which has potential clinical sig-
nificance for various congenital abnormalities of the nasal 
airway. Infants are at greater risk of upper airway obstruction 
as nasal breathing doubles the resistance to airflow [6]. In 
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Fig. 27.1 Anatomic differences between the pediatric (a) and adult (b) airway (Reprinted from George et al. [255]. With permission from Center 
for Pediatric Emergency Medicine)

Infant 4 mm 2 mm
↓ 50 % ↑ 16 ×

Normal Edema diameter resistance

Fig. 27.2 Age-dependent effects of a reduction in airway caliber on 
the airway resistance and airflow. Normal airways are represented on 
the left, edematous airways are represented on the right. According to 
Hagen-Poiseuille’s law, airway resistance is inversely proportional to 
the radius of the airway to the fourth power when there is laminar flow 
and to the fifth power when there is turbulent flow. One mm of circum-
ferential edema will reduce the diameter of the airway by 2 mm, result-
ing in a 16-fold increase in airway resistance in the pediatric airway 
(cross-sectional area reduced by 75 % in the pediatric airway). Note 
that turbulent air flow (such as occurs during crying) in the child would 
increase the resistance by 32-fold
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addition, the nares are much smaller in children and can 
account for nearly 50 % of the total resistance of the airways. 
The nares are easily obstructed by secretions, edema, blood, 
or even an ill-fitting facemask, all of which can significantly 
increase the work of breathing. The tongue, which is large 
relative to the size of the oral cavity, more easily apposes the 
palate and represents one of the more common causes of 
upper airway obstruction in unconscious infants and chil-
dren. A jaw-thrust maneuver or placement of either an oral 
or nasal airway will lift the tongue and relieve the obstruc-
tion in this situation (see below).

Direct laryngoscopy and tracheal intubation requires the 
alignment of three axes: the oral axis, the pharyngeal axis, 
and the laryngotracheal (variably known as the tracheal axis 
or laryngeal axis in certain publications) axis (Fig. 27.3). 
Normally, the oral axis is perpendicular to the laryngotracheal 
axis and the pharyngeal axis is positioned at an angle of 45° 
to the laryngotracheal axis. Placement of a folded towel 
beneath the occiput will flex the neck onto the chest, thereby 
aligning the pharyngeal and laryngotracheal axes. With 
proper extension of the atlanto-occipital joint, i.e. head exten-
sion and neck flexion (sniff position) these three axes are 
superimposed to establish the necessary line of visualization 
for optimal tracheal intubation (although proper airway posi-
tioning via the sniff position is somewhat controversial, as 
discussed further below). The cephalad position of the infant’s 
larynx effectively shortens the length over which these three 
axes are superimposed, thereby creating more of an acute 
angle between the base of the tongue and the glottic opening. 
The glottic opening appears anterior such that adequate visu-
alization may be difficult during direct laryngoscopy. The 
occiput is much larger in children compared to adults, leading 
to hyperflexion of the neck on the chest. A neck or shoulder 
roll will facilitate adequate visualization of the glottic open-
ing during laryngoscopy. In addition, straight laryngoscope 
blades are often used in infants and young children to better 
visualize the airway during tracheal intubation.

The epiglottis is short, narrow, and angled posteriorly 
away from the long axis of the trachea and may be difficult 
to control via vallecular suspension with a curved laryngo-
scope blade. A straight laryngoscope blade is preferable to a 
curved laryngoscope blade in this situation. The adult vocal 
cords lie perpendicular to the laryngotracheal axis, while the 
infant’s vocal cords are angled in an anterior-caudal position 
(the anterior attachments are more inferior compared to the 
posterior attachments). The tracheal tube can therefore 
become caught on the anterior commissure during passage 
through the glottic opening. Simple rotation of the tracheal 
tube will usually allow the tube to pass in this situation.

The narrowest portion of the pediatric airway is located 
below the level of the vocal cords at the cricoid cartilage, 
whereas the narrowest portion of the adult airway is at the 
level of the vocal cords (Fig. 27.4). The pediatric airway is 

funnel-shaped as a result, compared to the cylindrical shape 
of the adult airway (Fig. 27.5). This anatomical configura-
tion is one reason why uncuffed tracheal tubes can be used 
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Fig. 27.3 Correct positioning of the child more than 2 years of age for 
ventilation and tracheal intubation. (a) With the patient on a flat surfa-
cem the oral (O), pharyngeal (P), and tracheal (T) axes pass through 
three divergent planes. (b) A folded sheet or towel placed under the 
occiput of the head aligns the pharyngeal and tracheal axes. (c) 
Extension of the atlanto-occipital joint results in alignment of the oral, 
pharyngeal, and tracheal axes (Reprinted from Coté et al. [4]. With per-
mission from Elsevier)
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effectively in infants and children in that an effective seal 
will often form between the tracheal tube and the ring-like 
cricoid cartilage. Conversely, in adults, the circular tracheal 
tube will not form a good seal through the trapezoid-shaped 

glottic opening, and cuffed tracheal tubes are essential to 
provide for adequate ventilation and protection from aspira-
tion. The subglottic airway is completely encircled by the 
cricoid cartilage and is restricted in its ability to freely 
expand in diameter. In addition, the subglottic airway con-
tains loosely attached connective tissue that can rapidly 
expand with inflammation and edema, leading to dramatic 
reductions in airway caliber (see again, Fig. 27.2). Children 
are at significant risk for viral laryngotracheobronchitis 
(croup) or post-extubation stridor, especially when an over-
sized tracheal tube is used or the cuff is overinflated. Young 
children are also at risk for acquired subglottic stenosis when 
exposed to prolonged or recurrent tracheal intubation.

The newborn trachea is soft and six times more compliant 
than that of the adult trachea. The transverse muscles are 
arranged uniformly, but longitudinal smooth muscles vary 
throughout the entire tracheal length. The musculature of the 
lower half of the trachea is more developed and functions to 
preserve stability of the tracheal lumen. Tracheal growth 
progresses throughout childhood into puberty. After puberty, 
the C-shaped cartilaginous tracheal rings do not expand, 
such that tracheal growth is the result of further growth of the 
tracheal musculature and soft tissue [3–6].

Basic Airway Management

Stabilization of the airway is of primary importance during 
the initial resuscitation of the critically ill or injured child. 
No matter what the cause or underlying condition, further 
attempts at resuscitation or treatment will fail without proper 
control of the airway. The goals of airway management are 
threefold: (i) relieve anatomic obstruction, (ii) prevent aspi-
ration of gastric contents, and (iii) promote adequate gas 
exchange.

Positioning

Emergency management of the airway proceeds in a sequen-
tial order and begins with proper positioning of the head and 
protection of the cervical spine- all critically injured children 
have cervical spine injury until proven otherwise. Collapse 
of the tongue and soft tissues leads to obstruction of the 
upper airway and is the most common cause of airway 
obstruction in children. The triple airway maneuver is a sim-
ple method of relieving airway obstruction in this scenario 
and includes (i) proper head positioning while avoiding neck 
flexion (head tilt maneuver or sniff position – although the 
head tilt should be avoided whenever cervical spine injury is 
suspected), (ii) anterior displacement of the mandible (jaw 
thrust maneuver), and (iii) placement of an oral airway 
(Figs. 27.6 and 27.7) [7].

Child

Cricoid
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point

Adult

Fig. 27.4 The narrowest portion of the pediatric airway is at the cri-
coid cartilage vs the vocal cords in the adult
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Fig. 27.5 Configuration of the adult (a) and the infant (b) larynx. Note 
the cylindrical shape of the adult larynx. The infant larynx is funnel 
shaped because of a narrow cricoid cartilage. A indicates anterior, P 
Posterior (Reprinted from Coté et al. [4]. With permission from 
Elsevier)

D.S. Wheeler



303

As discussed above, proper alignment of the three axes 
(the oral axis, the pharyngeal axis, and the laryngotracheal 
axis) by placing the patient in the so-called sniff position has 
been a widely accepted practice since the late 1800s [8]. 

Some authors have questioned the theory that the sniff posi-
tion offers the best alignment of these three axes [7, 9–13] 
(Figs. 27.8 and 27.9). Notably, these investigations have all 
been performed in adults, and given the stark differences 
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Fig. 27.6 The triple airway maneuver. (a) Head tilt-chin lift. (b) Jaw-thrust. (c) Placement of an oral airway (Reprinted from George et al. [255]. 
With permission from Center for Pediatric Emergency Medicine)
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between the pediatric and adult airway, it is difficult to trans-
late these findings to children. In addition, several other stud-
ies [14] have shown that the sniff position is the preferred 
position for optimal airway management. However, some 
general comments may be helpful. Because of the larger 
relative size of the occiput in infants and young children, 
head elevation with the use of a pillow or pad placed beneath 
the head is usually not necessary for optimal visualization 

(Fig. 27.10) [14–16]. As children get older, head elevation 
with the use of a pillow or pad may be required, though the 
exact age at which this should be instituted is not known 
[14]. Suffice it to say that the ideal position for direct laryn-
goscopy and tracheal intubation for any particular patient 
may not be known in advance. The “sniff position” is per-
haps a useful starting point, with adjustment and reposition-
ing as required.

Airway Adjuncts

Airway adjuncts such as the oral airway and nasopharyngeal 
airway help to relieve obstruction of the airway by lifting the 
tongue from the soft tissues of the posterior pharynx. Oral 
airways consist of a flange, a short bite-block segment, and a 
curved body made of hard plastic that is designed to fit over 
the back of the tongue, thereby relieving airway obstruction 
and providing a conduit for airflow and for suctioning of the 
oropharynx. Proper sizing of the oral airway is imperative, as 
an incorrectly sized (either too long or too short) oral airway 
may exacerbate airway obstruction (Fig. 27.11). Sizes gener-
ally range from 4 to 10 cm in length (Guedel sizes 000–4). 
An oral airway is inserted by depressing the tongue with a 
blade/tongue depressor and following the curve of the 
tongue. Another commonly described method in which the 

a b

Fig. 27.7 Midline sagittal magnetic resonance imaging before (a) and after (b) chin lift. Note that the diameter of the pharyngeal airway is 
enlarged (Reprinted from Von Ungern-Sternberg et al. [7]. With permission from John Wiley & Sons, Inc)

Fig. 27.8 Intubation in sniffing position. LA laryngeal axis (i.e., laryn-
gotracheal axis), MA mouth axis, PA pharyngeal axis (Reprinted from 
Borron et al. [9]. With permission from Wolter Kluwers Health)
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oral airway is inserted with its concave side facing the palate 
and then rotating it to follow the curve of the tongue may 
damage the oral mucosa and/or teeth and should be avoided. 
Oral airways are poorly tolerated in children with an intact 
gag reflex and are therefore contraindicated in awake or 
semiconscious children.

a

c

b

Fig. 27.9 Magnetic resonance imaging showing alignment of the 
three axes (MA mouth axis, LA laryngotracheal axis, PA pharyngeal 
axis) during (a) Neutral position, (b) Simple head extension, and (c) 

“Sniffing” position (Reprinted from Adnet et al. [10]. With permission 
from Wolter Kluwers Health)

PA

LA
OA

Fig. 27.10 Optimal head position for direct laryngoscopy in infants 
(OA oral axis or mouth axis, LA laryngotracheal axis, PA pharyngeal 
axis). No head elevation is required (Reprinted from El-Orbany et al. 
[14]. With permission from Wolter Kluwers Health)
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A nasopharyngeal airway (nasal trumpet) should be used 
if the patient is semi-conscious, as use of the oral airway can 
lead to vomiting and potential aspiration of gastric contents 
in this scenario. The nasopharyngeal airway consists of a 
soft, rubber tube that is designed to pass through the nasal 
alae and beyond the base of the tongue, thereby relieving 
airway obstruction (Fig. 27.12) and providing a conduit for 

airflow. An appropriately sized nasopharyngeal airway 
extends from the nares to the tragus of the ear and should be 
of the largest diameter possible – it should pass relatively 
easy through the nasal alae with lubrication. The nasopha-
ryngeal airway should not cause blanching of the nasal alae – 
if blanching occurs, the airway is too large. Nasopharyngeal 
airways are available in sizes 12–36 F, with a 12 F airway 

a b

c

d

Fig. 27.11 (a) Proper oral airway selection. An airway of the proper 
size should relieve obstruction caused by the tongue without damaging 
laryngeal structures. The appropriate size can be estimated by holding 
the airway next to the child’s face – the tip of the airway should end just 
cephalad to the angle of the mandible (broken line), resulting in proper 

alignment with the glottic opening. An oral airway that is either too 
large (b) or too short (c) may exacerbate obstruction of the airway. (d) 
Conversely, a correctly sized oral airway will lift the tongue off the 
posterior wall of the oropharynx, relieving airway obstruction 
(Reprinted from Coté et al. [4]. With permission from Elsevier)
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(closely approximating a 3-mm tracheal tube) easily fitting 
through the nasal passages and nasopharynx of a full term 
newborn. A shortened tracheal tube is an acceptable 
 substitute if a nasopharyngeal airway is not readily available 
(Fig. 27.13). The nasopharyngeal airway is lubricated and 
passed through the nasal passages perpendicular to the plane 
of the face and gently so as to avoid laceration of friable 
lymphoid tissue and subsequent bleeding. The use of naso-
pharyngeal airways is contraindicated in children with coag-
ulopathies, CSF leaks, or basilar skull fractures.

Tracheal Intubation

Indications

If all of the above measures fail to stabilize the airway, 
 tracheal intubation should be performed in an expeditious 
manner (Table 27.1). The most common indication for tra-
cheal intubation in the PICU is acute respiratory failure. 
Acute respiratory failure is conceptually defined as an inad-
equate exchange of O2 and CO2 resulting in an inability to 
meet the body’s metabolic needs. Clinical criteria, arbitrarily 
set at a PaO2 <60 mmHg (in the absence of congenital heart 
disease) and a PaCO2 >50 mmHg, are not rigid parameters, 
but rather serve as a context in which to interpret the clinical 
scenario. Failure of the anatomic elements involved in gas 
exchange – the conducting airways, the alveoli, and the pul-
monary circulation – results in disordered gas exchange and 
is clinically manifested as hypoxemia (hypoxic respiratory 
failure). Failure of the respiratory pump – the thorax, respira-
tory muscles, and nervous system –results in an inability to 
effectively pump air into and out of the lungs, thereby lead-
ing to hypoventilation and subsequent hypercarbia (hyper-
carbic respiratory failure). While there are clear consequences 
of dysfunction of each these components, each also interacts 
significantly with the other. Therefore, failure of one fre-
quently is followed by failure of the other.

Other common indications for tracheal intubation in the 
PICU include upper airway obstruction, e.g. epiglottitis, 
croup, airway trauma, etc.; neuromuscular weakness leading 
to neuromuscular respiratory failure, e.g. Guillain-Barre syn-
drome, myasthenia gravis, Duchenne muscular dystrophy, 
etc.; central nervous system disease, resulting in the loss of 
protective airway reflexes and inadequate respiratory drive, 
e.g. head trauma, stroke, etc.; and cardiopulmonary arrest. 
Importantly, tracheal intubation in the latter situation provides 
an avenue for administration of resuscitation medications (the 
medications that may be administered via the tracheal tube are 
easily recalled by the mnemonic, LEAN = Lidocaine; 
Epinephrine; Atropine; Naloxone) when vascular access is 
unavailable. Tracheal intubation may become necessary in 
children with impaired mucociliary clearance (e.g., secondary 
to inhalation injury, prolonged tracheal intubation, etc.) or 
copious, thick, tenacious respiratory secretions as a means for 
aggressive pulmonary toilet and frequent suctioning. Tracheal 
intubation may also provide a means for administration of 
therapeutic gases (e.g., carbon dioxide, nitrogen, inhaled nitric 
oxide) in order to manipulate pulmonary vascular resistance in 
children with pulmonary hypertension or cyanotic congenital 
heart disease with single ventricle physiology.

Children with hemodynamic instability (e.g., shock, low 
cardiac output syndrome following cardiopulmonary bypass, 
etc.) may also benefit from early tracheal intubation and 
mechanical ventilation. Agitation and excessive work of 

Fig. 27.12 The proper nasopharyngeal airway length is approximately 
equal to the distance from the tip of the nose to the tragus of the ear 
(Reprinted from Coté et al. [4]. With permission from Elsevier)

Fig. 27.13 A shortened, cut-off tracheal tube may also be used as a 
nasopharyngeal airway
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breathing increase oxygen consumption, which may lead to 
cardiovascular collapse in the face of an already compromised 
oxygen delivery. The excessive oxygen consumption often 
associated with the shock state has been compared by some 
investigators to running an 8-min mile, 24 h a day, 7 days a 
week [17]. For example, Aubier and colleagues [18] induced 
cardiogenic shock in dogs via cardiac tamponade and noted 
that the arterial pH was significantly lower and the lactate con-
centration significantly higher in dogs who were spontane-
ously breathing, as compared to dogs that were mechanically 
ventilated. Using this same model, these investigators studied 
respiratory muscle and organ blood flow using radioactively 
labelled microspheres in order to assess the influence of the 
working respiratory muscles on the regional distribution of 
blood flow when arterial pressure and cardiac output were 
lowered. Blood flow to the respiratory muscles increased sig-
nificantly during cardiac tamponade in spontaneously breath-
ing dogs – diaphragmatic flow, in fact, increased to 361 % of 
control values – while it decreased in dogs that were mechani-
cally ventilated. More importantly, while the arterial blood 
pressure and cardiac output were comparable in the two 
groups, blood flow distribution during cardiac tamponade was 
quite different. The respiratory musculature received 21 % of 
the cardiac output in spontaneously breathing dogs, compared 
with only 3 % in the dogs that were mechanically ventilated. 
Blood flows to the liver, brain, and quadriceps muscles were 
significantly higher during tamponade in the dogs that were 
mechanically ventilated compared with the dogs who were 
spontaneously breathing [19]. These findings have been fur-
ther corroborated in experimental models of septic shock [20] 
and clinical studies involving adults with cardiorespiratory 
disease [21] and critical illness [22, 23]. Therefore, with the 
judicious and careful use of sedation, neuromuscular block-
ade, tracheal intubation, and mechanical ventilatory support, a 
large fraction of the cardiac output used by the working respi-
ratory muscles can be made available for perfusion of other 
vital organs during the low cardiac output state [18–23].

Assessment and Preparation

Resuscitation of any critically ill or injured child is chaotic 
even under ideal circumstances, and emergency airway man-

agement is often fraught with difficulties. Prior preparation 
and appropriate training of personnel therefore assumes vital 
importance [24]. The appropriate equipment and medica-
tions should be prepared well in advance [25]. Ideally, all of 
the necessary equipment for basic and advanced airway 
management should be readily accessible in an easily identi-
fiable, central location in the PICU. Many PICUs keep all of 
the necessary airway equipment in specialized airway carts 
(similar to the crash cart) or airway rolls that can be brought 
to the bedside in an emergency.

The American Society of Anesthesiology defines a dif-
ficult airway by the presence of anatomic and/or clinical 
factors that complicate either mask ventilation or tracheal 
intubation by an experienced physician [26]. A difficult 
intubation is defined by the need for more than three tra-
cheal intubation attempts or attempts lasting greater than 
10 min [26]. Notably, this definition was developed spe-
cifically for the operating room scenario – most critically 
ill patients probably would not tolerate an intubation 
attempt lasting greater than 10 min. Difficult ventilation is 
defined as the inability of a trained physician to maintain 
the oxygen saturation >90 % with bag-valve-mask ventila-
tion at an FIO2 of 1.0 [26]. Some children (e.g., children 
with neuromuscular disease, cerebral palsy, obstructive 
sleep apnea, etc.) are dependent upon coordinated tone of 
the upper airway muscles to maintain a patent airway and 
are very sensitive to sedation, anesthesia, and neuromus-
cular blockade, resulting in significant difficulty with mask 
ventilation. The inability to mask ventilate has consider-
ably more implications than does failure to tracheally intu-
bate, as subsequent management options are limited (see 
below). Importantly, there is tremendous overlap between 
anatomic factors that predict a difficult airway, difficult 
intubation, and difficult ventilation (Table 27.2). In one 
study as many as 15 % of difficult intubations were also 
associated with difficult mask ventilation [27]. Fortunately, 
however, difficult intubations are relatively uncommon, 
even in children, with an estimated incidence between 2 
and 4 %. Inability to mask ventilate has an even lower inci-
dence, 0.02–0.001 % [28].

A number of quick, easy techniques have been proposed 
to predict a difficult airway. Unfortunately, a recent retro-
spective analysis suggested that performing this kind of 

Table 27.1 Indications for tracheal intubation

Respiratory failure (defined in terms of either inadequate 
oxygenation or ventilation)
Upper airway obstruction
Shock or hemodynamic instability
Neuromuscular weakness with progressive respiratory compromise
Absent protective airway reflexes
Inadequate respiratory drive
Cardiac arrest (for emergency drug administration)

Table 27.2 Anatomic factors associated with a difficult airway

Small mouth, limited mouth opening or short interincisor distance
Short neck or limited neck mobility
Mandibular hypoplasia
High, arched and narrow palate
Poor mandibular translation
Poor cervical spine mobility
Obesity
Mucopolysaccharidoses
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 airway assessment was not feasible in 70 % of critically ill 
adults [29]. An airway assessment may be even more diffi-
cult in children, as most of the reported techniques require 
cooperation on the part of the patient [5, 30, 31]. Moreover, 
most studies demonstrate that these bedside techniques have 
both poor inter-observer agreement and positive predictive 
value [32, 33]. Regardless, whenever feasible, an airway 
assessment should be performed so that problems with either 
bag-valve-mask ventilation or tracheal intubation can be 
anticipated and prepared for in advance.

Generally, in the absence of any obvious airway abnor-
mality or specific syndrome associated with a difficult air-
way (see below), most difficult airways can be recognized by 
performing the following three maneuvers: (i) oropharyg-
neal examination, (ii) assessment of atlanto-occipital joint 
mobility, and (iii) assessment of the potential displacement 
area. These three tests correctly predict a difficult airway in 
adults virtually 100 % of the time. However, these three tests 
may not be applicable to the pediatric patient as they require 
cooperation on the part of the patient. The relative size of the 
oral cavity is assessed by asking the child to open his or her 
mouth. The Mallampati classification system [34], as modi-
fied by Samsoon and Young [35] classifies the degree of air-
way difficulty based upon the ability to visualize the faucial 
pillars, soft palate, and uvula (Fig. 27.14). A Mallampati 
class of I or II predicts a relatively easy airway, while a 
Mallampati class > II predicts an increased difficulty with 
adequate visualization of the airway during laryngoscopy. 
Critically ill patients with altered mental status or children 
may be unable to cooperate with this kind of assessment, 
though evaluation of the oropharyngeal airway with a tongue 
blade may be feasible and worthwhile [5, 30, 36]. Cormack 
and Lehane [37] proposed a classification system based upon 
the ability to visualize the glottic opening during laryngos-
copy, though this type of assessment is probably more useful 
as a means to facilitate communication of the degree of dif-
ficulty between providers and not as a screening tool for pre-
dicting a difficult airway at the bedside. The interincisor 
distance can also be assessed at this time – an interincisor 

distance less than two fingertips in breadth can be associated 
with a difficult airway [5, 38]. Decreased range of motion at 
the atlanto-occipital joint leads to poor visualization of the 
glottis during laryngoscopy. Cervical spine immobilization 
with a C-collar may also limit atlanto-occipital joint exten-
sion, leading to a potentially difficult airway. Finally, if three 
fingers in adolescents, two fingers in children, and one finger 
in infants can be placed between the anterior ramus of the 
mandible and the hyoid bone, the so-called potential dis-
placement area, adequate visualization of the glottis during 
laryngoscopy usually will be successful (Fig. 27.15). If the 
potential displacement area is too small, excessive extension 
of the neck will only shift the larynx into a more anterior 
position [38]. The BURP maneuver (back, up, and rightward 
pressure on the laryngeal cartilage) displaces the larynx in 
three directions, (i) posteriorly against the cervical vertebra, 
(ii) superiorly as possible, and (iii) laterally to the right and 
may improve visualization of the glottic opening in this situ-
ation (Fig. 27.15) [39, 40].

Several malformation syndromes are associated with a 
difficult airway based upon the presence of a few notable 
anatomic features:
 1. Macroglossia: A large tongue in children with Beckwith- 

Wiedemann syndrome or Trisomy 21 (Down syndrome) may 
be difficult to control and make visualization of the glottis 
during laryngoscopy difficult. Mask ventilation under these 
circumstances may also be difficult and frequently requires 
placement of an oral or nasal airway. A curved laryngoscope 
blade may be more appropriate in this scenario.

 2. Mandibular hypoplasia: Mandibular hypoplasia is fre-
quent in children with the Pierre-Robin sequence (see 
below), Crouzon disease, Goldenhar syndrome, and 
Treacher-Collin syndrome. Mandibular hypoplasia forces 
the tongue posteriorly in the oropharynx and hinders 
visualization of the glottis during larnygoscopy. 
Alternative techniques, including use of a laryngeal mask 
airway (LMA), light wand, or fiberoptic bronchoscope 
are frequently required in these children and should be 
readily available.

Class I Class II Class III Class IVFig. 27.14 Samsoon and Young 
modification of the Mallampati 
airway classification
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 3. Limited cervical motion: Limited atlanto-occipital range 
of motion is frequently found in children with Goldenhar 
syndrome and Klippel-Feil syndrome, thereby limiting an 
adequate line of sight to the glottis due to failure of the 
three axes (discussed above) to align. Other disease pro-
cesses such as juvenile rheumatoid arthritis and neuro-
muscular scoliosis also can result in limited cervical spine 
mobility. Children with Trisomy 21 or trauma, on the 
other hand, have atlanto-occipital instability, and cervical 
spine precautions should be followed.

 4. Mucopolysaccharidoses: Children with the mucopolysac-
charidoses often have difficult airways due to a number of 
factors.
Specific points regarding management of the difficult 

pediatric airway are discussed in great detail in the following 
chapter.

Equipment

All the necessary equipment for airway management must be 
available at the bedside before any attempts at tracheal intu-
bation are made! At a minimum, this list includes (i) a source 
of oxygen (either wall or tank) with the necessary tubing, 
ventilation bag (either a self-inflating or standard anesthesia 
bag, appropriately sized), and mask (appropriately sized); 
(ii) a source of suction (either portable suction or wall suc-
tion) and appropriate suction catheters (preferably the rigid, 
wide-bore tonsil tip or Yankauer suction catheters); (iii) 
laryngoscope and proper-sized blade with a well-functioning 
light; (iv) tracheal tubes of the anticipated size, plus the next 
size largest and smallest (see below); (v) stylet; (vi) a means 
of securing the tracheal tube. Additional items include oral 
airways, nasopharyngeal airways, and a Magill forceps.

Mandible

a

b

c

 Potential
placement

area Hyoid bone

Epiglottis

Oropharynx

Nasopharynx

Fig. 27.15 (a) Diagram of 
airway, demonstrating potential 
displacement area for tracheal 
intubation. (b) Laryngoscopy 
with displacement of the tongue 
and soft tissue into the potential 
displacement area. (c) BURP 
maneuver, determining the 
optimal external laryngeal 
manipulation with the free 
(right) hand ((a, b) Reprinted 
from Berry [256]. With 
permission from Elsevier, (c) 
Reprinted from Benumof [257]. 
With permission from Elsevier)
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Laryngoscope blades are available in several different 
shapes and sizes, but are usually classified into straight (e.g., 
Miller, Phillips, Wis-Hipple) versus curved (e.g., Macintosh) 
blades. Straight blades are preferable to curved blades in 
neonates, infants, and young children due to the relatively 
cephalad position of the glottis, the large tongue (relative to 
the size of the oral cavity), and the large, floppy epiglottis 
which may be difficult to control with a curved blade (see 
above). Perhaps the most important consideration for selec-
tion of the laryngoscope blade is its length (Table 27.3) – 
shorter blades make visualization of the glottis difficult, 
while longer blades make it difficult to avoid direct pressure 
on the upper lip, teeth, and gums. The laryngoscope should 
be checked for proper functioning and adequate illumination 
prior to use.

The appropriate size for the tracheal tube is based on the 
child’s age. Generally, a 3.0 or 3.5 mm tracheal tube should 
be used in term infants, while a 4.0 mm tracheal tube should 
be used for infants older than 6–8 months of age. Beyond 
8 months of age, the appropriate size for the tracheal tube 
can be determined according to the following rule:

 
Tracheal tube mm

Age
i d

y
. .( ) =

( )
+

4
4  (27.2)

The outside diameter of the tracheal tube usually approxi-
mates the diameter of the child’s little finger. It is important 
to note that this rule is only a starting guideline, and different 
sized tubes (one size smaller AND one size larger) should be 
readily available during attempts at tracheal intubation. The 
tracheal tube should pass through the glottis easily and with 
minimal force, and the presence of a minimal air leak heard 
around the tracheal tube with inflating pressures of 
20–30 cmH2O will assure adequate perfusion of the tracheal 
mucosa and lessen the risk of tissue necrosis, edema, scar-
ring, and postextubation stridor. Importantly, children with a 
history of subglottic stenosis or other airway anomalies may 
require a smaller size tube than predicted by age criteria. In 
addition, children with Trisomy 21 generally require trachel 
tubes at least two sizes smaller than predicted by age [41].

Historically, uncuffed tubes have been generally recom-
mended for children less than 8 years of age. A prolonged 
period of tracheal intubation and a poorly fitted tracheal tube 
are significant risk factors for damage to the tracheal mucosa 

regardless of whether the tracheal tube is cuffed or uncuffed. 
Cuffed tracheal tubes may have significant advantages over 
uncuffed tracheal tubes, including better control of air leak-
age and decreased risk of aspiration and infection in mechan-
ically ventilated children, and are being used with greater 
frequency in this age group, especially when high inflation 
pressures are required to provide adequate oxygenation and 
ventilation in the setting of severe acute lung disease. The 
available data suggests that there is no difference in the inci-
dence of post-extubation stridor in children who were trache-
ally intubated with cuffed tubes as compared to those who 
received uncuffed tubes [42–46]. A good rule-of-thumb is 
that whenever a cuffed tube is used, a half size smaller tube 
from what would normally be used (based on the rule above) 
should be selected.

A malleable, yet rigid stylet may be inserted into the tra-
cheal tube in order to shape the tube to the desired configura-
tion (e.g., hockey stick) before attempting tracheal intubation. 
However, the tip of the stylet must not protrude beyond the 
distal tip of the tracheal tube, in order to minimize the poten-
tial of airway trauma. In addition, the stylet should be lubri-
cated with a water-soluble lubricant prior to insertion into 
the tracheal tube in order to facilitate its easy removal once 
the tracheal tube has been placed.

Airway Pharmacology

Laryngoscopy and tracheal intubation are commonly associ-
ated with profound physiologic disturbances that may 
adversely affect the critically ill or injured child. In addition 
to pain and anxiety, laryngoscopy causes an increase in blood 
pressure and heart rate [47–50], though decreased heart rate 
and hypotension may be more common in infants as a conse-
quence of their increased parasympathetic tone [49]. Hypoxia 
and hypercarbia are also common, especially in children 
with impending respiratory failure. Children are at even 
greater risk compared to adults for significant hypoxema 
during attempts at tracheal intubation, given their higher 
resting oxygen consumption and lower functional residual 
capacity (FRC) [50–52]. Laryngoscopy and tracheal intuba-
tion increase intracranial pressure (which may exacerbate 
intracranial hypertension in children with head injury or lead 
to intracranial hemorrhage in children with coagulopathies 
or vascular malformations), intraocular pressure, and intra-
gastric pressure (further compounding the risk of regurgita-
tion and aspiration of gastric contents) [50, 53, 54]. Tracheal 
intubation may also provoke bronchospasm, especially in 
children with asthma. The use of appropriate pre-induction 
agents or adjuncts, induction agents, and neuromuscular 
blockade may modify these physiologic responses and lessen 
the potential for adverse effects related to laryngoscopy and 
tracheal intubation. It is extremely important to remember 

Table 27.3 Suggested laryngoscope sizes based on patient weight

Child’s weight (kg) Laryngoscope

0–3 Miller 0
3–5 Miller 0, 1
5–12 Miller 1
12–20 Macintosh 2
20–30 Macintosh 2, Miller 2
>30 Macintosh 3, Miller 2
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that attenuation of these normal responses following tracheal 
intubation may unmask hemodynamic instability leading to, 
at times, profound hypotension [55].

Pre-induction Agents
Several pre-induction agents are commonly used for tracheal 
intubation in critically ill or injured children, including cho-
linergic antagonists, lidocaine, opioids, β-adrenergic antago-
nists, and non-depolarizing neuromuscular blocking agents 
(NDNMBs) (Table 27.4). Cholinergic antagonists such as 
atropine (0.01–0.02 mg/kg IV, with a minimum dose of 
0.1 mg) and glycopyrrolate (3–5 mcg/kg IV) may be admin-
istered in order to prevent bradycardia (especially in criti-
cally ill infants with high parasympathetic tone) and decrease 
oral secretions. Succinylcholine also causes bradycardia, 
especially in infants and young children [56–58]. Atropine is 
usually recommended when using succinylcholine in 
 children less than 1 year of age, though the use of atropine in 
older children is more controversial and frequently not nec-
essary [59–62]. Lidocaine (1–1.5 mg/kg IV) may be admin-
istered 3–5 min before laryngoscopy and tracheal intubation 
in order to blunt the associated hypertensive response and 
increase in intracranial pressure. Unfortunately, strong evi-
dence to suggest that this practice improves neurological 
outcome is not available [63–65]. Topical lidocaine may be 
just as effective as intravenous lidocaine in blunting the 
physiologic response to laryngoscopy [66], and lidocaine is 
probably not necessary if an induction agent such as propo-
fol (see below) is used. Fentanyl (2–3 μg/kg IV) or the syn-
thetic opioids (e.g., sufentanil, alfentanil, or remifentanil), 
which are all derivatives of fentanyl, have also been used to 
blunt the physiologic response to laryngoscopy and tracheal 
intubation [67–69]. Fentanyl is also commonly used as an 
induction agent and is discussed further below. Esmolol is a 

rapid-onset, short-acting, cardioselective β-adrenergic antag-
onist that is frequently used in adults to attenuate the tachy-
cardia and hypertension resulting from laryngoscopy and 
tracheal intubation [66, 68, 70]. Esmolol, either alone or in 
combination with fentanyl may be more effective than either 
lidocaine or fentanyl [67, 71–76], and the combination of 
fentanyl and esmolol may be particularly effective in this 
situation. However, caution should be exercised as there are 
currently no reports on the use of esmolol as a pre-induction 
agent for tracheal intubation in children. Most adult studies 
use an esmolol dose of 2 mg/kg IV administered 1–2 min 
prior to laryngoscopy. Esmolol is contraindicated in children 
with reactive airways disease or asthma and is probably con-
traindicated in situations where hemodynamic instability 
could be anticipated. Finally, some protocols recommend the 
use of a defasiculating dose of NDNMB prior to the use of 
succinylcholine – this is discussed further below.

Induction Agents
There are a variety of anxiolytic, analgesic, and sedative 
agents commonly used to facilitate tracheal intubation 
(Table 27.5). An ideal induction agent induces unconscious-
ness predictably with a rapid onset of action, short duration of 
action, and few side effects. Unfortunately, the ideal induction 
agent doesn’t exist! While the choice of which induction agent 
to use in any given situation depends primarily on individual 
physician preference and comfort, there are some important 
caveats to bear in mind. One particular agent may be appropri-
ate in a given clinical scenario and entirely inappropriate in 
another. The induction agent should be therefore selected 
based upon the particular clinical scenario with the goal of 
rapid induction and minimal adverse effects (Table 27.6).

Thiopental is a short-acting barbiturate with a rapid onset 
of action (10–20 s) at the recommended dose of 2–3 mg/kg 

Table 27.4 Pre-induction agents used for tracheal intubation

Agent Indication Dose Comments

Oxygen Prevent hypoxia during laryngoscopy 100 % oxygen
Atropine Prevent bradycardia during larygoscopy and 

administration of succinylcholine
0.01–0.02 mg/kg IV 
(minimum dose of 
0.1 mg)

Probably not necessary in children >1 year of 
age

Glycopyrrolate Prevent bradycardia and decrease oral secretions 3–5 mcg/kg IV
Lidocaine Blunt the increase in ICP during laryngoscopy 1–1.5 mg/kg IV Administered 3–5 min prior to laryngscopy
Fentanyl Blunt the increase in HR and BP during 

laryngoscopy
2–3 μg/kg IV

Vecuronium Defasciculating dose 0.01 mg/kg IV Prevents muscle soreness and pain as well as 
the increase in ICP, intragastric, and 
intraocular pressure following 
succinylcholine

Rocuronium Defasciculating dose 0.05 mg/kg IV See above
Esmolol Blunt the increase in HR and BP during 

laryngoscopy
2 mg/kg IV (adult studies) Rarely used in children

Use with caution in hemodynamically 
unstable patients
May precipitate bronchospasm
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IV. Thiopental decreases cerebral oxygen consumption and 
effectively reduces ICP [77, 78], making it an ideal induction 
agent for children with closed head injury [79–83]. Its hemo-
dynamic side effects (potent vasodilation, venodilation, and 
myocardial depression at higher doses) limited its use in chil-
dren with hypotension. Additional side effects included hista-
mine release, with subsequent hypotension or bronchospasm, 
coughing, and laryngospasm. Unfortunately, the drug was 
removed from the market by its manufacturer due to its use in 
executions by lethal injection in the United States [84].

Etomidate (0.3 mg/kg IV) is another agent that decreases 
cerebral oxygen consumption and hence ICP, but without 
significant detrimental effects on either the heart or systemic 
vascular resistance, making it a good alternative to thiopen-
tal in children with closed head injury and hypotension [85]. 
Etomidate lacks analgesic effects and should be administered 
in conjunction with an opioid such as fentanyl. Etomidate 
does cause adrenal suppression [86–91] and should not be 
used for long-term sedation in the PICU. Some experts have 
further suggested that etomidate should not be used for induc-
tion for tracheal intubation in critically ill patients [92–96]. 
Etomidate appears to cause adrenal suppression for at least 
12–24 h following a single dose [90, 92, 97–99], though 
some investigators have questioned the clinical significance 
of these effects [100, 101]. Indeed, in several recent stud-
ies, the effects of etomidate on the adrenal axis were not 
associated with worse outcomes (prolonged length of stay, 
increased mortality) [102–105]. In addition, while a meta-
analysis of studies in which etomidate was used in critically 
ill patients with sepsis did show an association with increased 
mortality [106], the results of another meta- analysis which 
included studies in which etomidate was used in all critically 
ill patients (not just those with sepsis) did not [107]. Given 
the ongoing controversy, one approach would be to reserve 

etomidate for hemodynamically unstable patients without 
sepsis. Another approach would be to recognize that etomi-
date can cause adrenal suppression and to treat accordingly 
when it is used in critically ill children who are at risk for 
hemodynamic compromise. Finally, etomidate does cause 
myoclonic activity and may lower the seizure threshold in 
children with either CNS pathology or epilepsy [108].

The benzodiazepines (midazolam, lorazepam, and diaze-
pam) are potent anxiolytics and amnestics, but lack analgesic 
properties, and are therefore commonly co-administered 
with a narcotic such as morphine or fentanyl (see below). 
Midazolam (0.1–0.2 mg/kg IV) has a relatively rapid onset 
of action (3–5 min) and shorter duration of action (20–
30 min) and is more frequently used in this setting than either 
lorazepam or diazepam. Midazolam does have some effects 
on reducing ICP [109–111], though clearly propofol and 
etomidate are superior in this regard. Midazolam may reduce 
mean arterial blood pressure (MAP), thereby lowering cere-
bral perfusion pressure (CPP), as CPP = MAP−ICP [110] 
and should be used with caution in children with hemody-
namic instability [112–115]. The hemodynamic effects may 
be more pronounced in newborns and infants [112, 114], so 
particular caution should be exercised in this patient 
population.

Morphine (0.1–0.2 mg/kg IV) causes profound histamine 
release and potential hypotension or exacerbation of bron-
chospasm and is generally not used as an induction agent for 
tracheal intubation [116, 117]. Fentanyl is approximately 
180× more potent than morphine and does not cause hista-
mine release, but may cause chest wall rigidity when large 
doses are administered rapidly [118–122]. Opioid-induced 
chest wall rigidity may be reversed with IV naloxone or neu-
romuscular blockade [117, 123]. While largely devoid of sig-
nificant cardiovascular side effects, hypotension can 

Table 27.5 Commonly used induction agents used for tracheal intubation

Agent Dose Onset Recovery (min) Indications Precautions

Thiopental 2–3 mg/kg IV 10–20 s 15–30 Status epilepticus Bronchospasm
Isolated head trauma (with normal 
hemodynamics)

Hypotension

Etomidate 0.15–0.3 mg/kg IV 30–60 s 3–5 Trauma shock (?) Causes adrenal suppression
Decreases seizure threshold

Ketamine 1–2 mg/kg IV 1–2 min 5–10 Status asthmaticus May increase ICP (?)
Propofol 2–4 mg/kg IV 30–60 s 3–5 Isolated head trauma Hypotension

Status epilepticus
Midazolam 0.1–0.2 mg/kg IV 3–5 min 20–30 Hypotension
Fentanyl 5–10 μg/kg IV 30–60 s 10–15 Rarely used as the sole agent

Rigid chest syndrome

Table 27.6 Suggested induction agents for specific clinical scenarios

Status epilepticus Isolated head trauma Shock Head trauma + shock Status asthmaticus

Propofol -or- midazolam Propofol -or- midazolam Etomidate (?) -or- ketamine Etomidate Ketamine

27 Basic Management of the Pediatric Airway



314

occasionally occur with the use of fentanyl [124–126]. The 
dose required for induction of anesthesia [doses as high as 
30–150 μg/kg IV have been reported in the literature) is 
much higher compared to the dose required for analgesia 
alone [116, 117, 124, 125, 127], though reports on the use of 
fentanyl for tracheal intubation in the critically ill or injured 
are relatively limited [128]. For these reasons, fentanyl is 
probably better utilized as either a pre-induction agent (see 
above) or as an adjunct to another induction agent.

Ketamine is a phencyclidine (PCP) derivative that has 
potent amnestic, analgesic, and sympathomimetic properties. 
It is generally considered a dissociative anesthetic agent and 
acts by selectively inhibiting the cerebral cortex and thalamus 
while stimulating the limbic system [116, 117]. While ket-
amine has direct negative inotropic effects [129, 130], sys-
temic blood pressure is preserved, primarily through increased 
sympathetic stimulation [116, 117, 131]. The hemodynamic 
safety of ketamine in children with congenital heart disease is 
well established [132–135]. Critically ill patients have rarely 
been known to respond to ketamine with profound hypoten-
sion due to the depletion of endogenous catecholamines [131, 
136, 137], otherwise ketamine is widely considered the 
induction agent of choice in hemodynamically unstable 
patients [116, 117], including those with cardiac tamponade 
[138, 139]. Ketamine is also a potent bronchodilator (related 
to its sympathomimetic effects) and has been used therapeuti-
cally in children with status asthmaticus [140–143] and is 
also the induction agent of choice for laryngoscopy and tra-
cheal intubation of children with reactive airways disease or 
asthma [144]. Contrary to common belief, while spontaneous 
ventilation is preserved in most children, larger doses may 
precipitate laryngospasm or apnea. Ketamine also increases 
cerebral blood flow and ICP and should be used with caution 
in children with closed head injury and high ICP, though 
recently these concerns have been questioned [145–150]. 
Ketamine was historically felt to be contraindicated in patients 
with pulmonary hypertension, as it was thought that it could 
increase pulmonary vascular resistance and provoke a pulmo-
nary hypertensive crisis. Recent studies, however, support the 
use of ketamine in this patient population [134, 151–155]. 
Additional side effects of ketamine include hypersalivation 
and emergence dysphoria and/or hallucinations. Emergence 
dysphoria and hallucinations can usually be mitigated with 
concomitant administration of benzodiazepines. Given all of 
the potential advantages of ketamine, and in light of the 
potential disadvantages of etomidate discussed above, several 
investigators have suggested that ketamine should be consid-
ered the induction agent of choice in all hemodynamically 
unstable patients [156]. To that end, a multicenter, random-
ized, controlled trial comparing ketamine to etomidate for 
tracheal intubation in critically ill adults showed that ket-
amine was at least as effective as etomidate, without the unde-
sirable side effect of adrenal insufficiency [157].

Propofol (2–4 mg/kg IV) is an induction agent with a 
rapid onset of action (30–60 s) and short duration of action 
(3–5 min) that is frequently used for rapid sequence intuba-
tion in adults [116, 117, 158]. Propofol reduces ICP and 
decreases cerebral metabolism and effectively attenuates the 
hemodynamic response to direct laryngoscopy and tracheal 
intubation [116, 117, 158]. Propofol is a potent vasodilator 
and venodilator, and to some extent has negative inotropic 
effects, thereby limiting its use to patients with stable hemo-
dynamics [116, 117, 158].

While there are certainly other sedative agents available 
that have been used during tracheal intubation, the ones dis-
cussed are by far the most common induction agents used in 
the critical care setting [144, 159]. For example, in a recently 
published multicenter registry of tracheal intubation in the 
PICU, the three most common induction agents were fen-
tanyl, midazolam, and ketamine, which were used in 63, 57, 
and 23 % of 1,715 tracheal intubations performed, respec-
tively. Interestingly, etomidate was used in only 1.5 % of tra-
cheal intubations [159]. The important points to keep in 
mind are to select an induction agent that is appropriate to 
the clinical setting and understand its potential adverse 
effects.

Neuromuscular Blocking Agents (NMBs)
Several excellent reviews are available on the pharmacology 
of neuromuscular blocking agents [79–81, 116, 117, 160–
164]. In addition, the reader is referred to the chapter on neu-
romuscular blockade later in this textbook. Non-depolarizing 
neuromuscular blockers (NDNMB) act by competitively 
inhibiting the interaction of ACh with its receptor on the motor 
end-plate. Neuromuscular transmission requires the binding 
of two ACh molecules (one ACh molecule binds to each alpha 
subunit), thus even if only one binding site is occupied by a 
NDNMB, ACh activation is effectively inhibited. However, 
approximately 90–95 % of the ACh receptors must be blocked 
before neuromuscular transmission is completely inhibited 
[160]. The diaphragm is more densely populated with ACh 
receptors compared to other muscles, so the diaphragm may 
continue to function even after the muscles of the hands and 
upper airway have been effectively paralyzed [160]. The 
NDNMB (Table 27.7) are all highly water- soluble, positively-
charged quarternary ammonium compounds commonly sub-
divided into two main classes. The benzylisoquinolones 
include mivacurium, atracurium, cis-atracurium, doxacurium, 
and d-tubocurarine. All of these compounds, with the excep-
tion of mivacurium, are degraded by a non-enzymatic chemi-
cal process called Hofmann elimination at physiologic pH and 
temperature, and are therefore commonly used in children 
with renal insufficiency or liver failure. Mivacurium, on the 
other hand, is metabolized by plasma cholinesterase. The 
aminosteroids include pancuronium, vecuronium, and 
rocuronium. These compounds are metabolized in the liver 
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and excreted in the urine and bile. Duration of neuromuscular 
blockade may therefore be prolonged in patients with either 
renal or hepatic disease. The choice of which NDNMB to use 
in any given situation depends primarily on individual physi-
cian preference and comfort. However, caution should be 
exercised when using the longer-acting NDNMBs if a difficult 
airway and/or difficult intubation is anticipated –these drugs 
should not be used in children who may be difficult to venti-
late with bag-valve- mask ventilation.

Succinylcholine (SCh), is the only depolarizing NMB 
currently available for clinical use and was introduced into 
clinical practice in 1951. SCh consists of two acetylcholine 
molecules joined together. SCh binds to the AChR and pro-
duces initial depolarization and muscle contraction, which is 

observed clinically as fasciculations. However, the AChR 
remains in an inactive state and muscle relaxation occurs 
(phase I block). Neuromuscular blockade persists until SCh 
is hydrolyzed to succinate and choline by plasma pseudocho-
linesterase, which occurs much more slowly than the break-
down of ACh by true AChE. Further exposure of the NMJ to 
SCh may result in a prolonged state of muscle relaxation that 
cannot be reliably reversed pharmacologically (phase II 
block). The duration of blockade may also be increased if 
there is a decrease in endogenous pseudocholinesterase (e.g., 
familial pseudocholinesterase deficiency, hepatic disease). 
SCh has numerous side effects that have limited its use in 
routine clinical settings (Table 27.8). In addition to the recep-
tors localized to the NMJ, SCh will also occupy other 

Table 27.7 Neuromuscular blocking agents used for tracheal intubation

Agent Class Dose Onset Recovery (min) Comments

Succinylcholine DNMB 1–2 mg/kg IV 60 s 5–10 See adverse reactions Table 27.8
2–4 mg/kg IM 3–4 min

Atracurium NDNMB 0.6 mg/kg IV 2–3 min 20–30 Hofmann degradation
Histamine release

Cis-atracurium NDNMB 0.1 mg/kg IV 2–3 min 25–40 Hofmann degradation
Rocuronium NDNMB 0.6 mg/kg IV 60 s 25–35 Hepatobiliary excretion
Mivacurium NDNMB 0.1 mg/kg IV 2–3 min 15–30 Degraded by plasma cholinesterase
Vecuronium NDNMB 0.1 mg/kg IV 60–120 s 20–40 Hepatobiliary and renal excretion
Pancuronium NDNMB 0.1 mg/kg IV 2–3 min 60–120 Tachycardia common

Table 27.8 Succinylcholine, its side effects and relative contraindications

Side effect Mechanism

Muscle soreness/pain Fasciculations due to initial depolarization of the NMJ (may be prevented with the use of a 
defasciculating dose, typically one-tenth dose of a NDNMB, e.g. 0.01 mg/kg vecuronium)

Hyperkalemia SCh will typically raise serum K+ 0.5–1 mEq/L due to initial depolarization of the NMJ (serious 
and life-threatening hyperkalemia may occur with renal failure or when extrajunctional AChR 
are upregulated (crush injury, burns, disuse atrophy, muscular dystrophy)
Contraindications:
 1. Pre-existing hyperkalemia
 2. Acute renal failure or chronic renal insufficiency
 3. History of trauma, burns, crush injury (at risk period occurs between 48 h and 120 days 
of post-injury)
 4. Disuse atrophy, neuromuscular diseases (e.g. Duchenne’s muscular dystrophy)

Malignant hyperthermia (syndrome 
characterized by unremitting muscle rigidity, 
hyperthermia, hypercapnia, and metabolic 
acidosis)

Mechanism not completely understood
Contraindicated in patients with family history of malignant hyperthermia

Increased intraocular pressure Contraction of extraocular muscles during initial depolarization of NMJ (may be prevented with 
“defasciculating dose”)
Contraindications:
 1. Glaucoma
 2. Open globe injury

Increased intracranial pressure Fasciculations and muscle rigidity (may be prevented with “defasciculating dose”)
Use with caution in patients with head injury

Increased intragastric pressure Contraction of abdominal muscles (may be prevented with “defasciculating dose”)
Use with caution in patients with full stomach (increased risk of aspiration)

Prolonged neuromuscular blockade Plasma pseudocholinesterase deficiency (liver disease, pregnancy, h/o oral contraceptive use, 
familial pseudocholinesterase deficiency)
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nicotinic, cholinergic receptors located throughout the body. 
For example, administration of SCh to infants may produce 
vagally mediated bradycardia, and for this reason, most cli-
nicians will administer atropine prior to SCh in this patient 
population. SCh also produces initial contraction of the 
extraocular muscles, which may lead to increased intraocular 
pressure. Similarly, SCh may also produce increased intra-
cranial pressure. Many physicians recommend the use of a 
defasciculating dose, or one-tenth of the intubation dose of a 
NDNMB such as vecuronium prior to administering SCh 
[79–81, 116, 117]. Theoretically, the use of a defasciculating 
dose prevents the muscle soreness and pain, as well as the 
increase in intracranial, intragastric, and intraocular pressure 
following administration of SCh. However, the available evi-
dence that such a protocol improves outcome is limited 
[165].

Given the long list of potential adverse effects, succinyl-
choline is falling out of favor in the PICU. In the multicenter 
database registry mentioned above [159], rocuronium was 
the most common NMB used (56 %), followed by vecuronium 
(25 %), and cisatracurium (8.2 %). Succinylcholine was used 
in only 0.8 % of all intubations. Several studies have shown 
that rocuronium is clinically equivalent to succinylcholine 
for tracheal intubation, though with a longer recovery time 
[166–169]. However, some studies still suggest that succi-
nylcholine provides quicker and more favorable intubation 
conditions than rocuronium [170–172]. Given that few stud-
ies have been performed in children, rocuronium would 
appear to be an acceptable alternative to succinylcholine for 
the majority of tracheal intubations performed in the PICU. 
In cases where a faster recovery time is desirable (potentially 
difficult airway, difficult bag-valve-mask ventilation, etc.) 
and in the absence of contraindications, succinylcholine may 
be the preferable NMB agent.

Oral Tracheal Intubation

Oxygen should be administered to all critically ill and/or 
injured children in the highest possible concentration and 
regardless of the measured oxygen saturation until an initial 
assessment of cardiorespiratory status is completed. 
Breathing 100 % oxygen for 2–3 min creates a nitrogen 
washout that will fill ventilated alveoli with oxygen, and 
under most conditions an alveolar oxygen tension of 
663 mmHg yields an adequate reservoir to provide sufficient 
oxygen delivery following the onset of apnea that occurs fol-
lowing sedation and neuromuscular blockade [173, 174]. 
This oxygen reservoir theoretically permits adequate oxy-
genation of blood circulating through the pulmonary blood 
vessels for up to 3 or 4 min following the onset of apnea 
[175]. However, infants and young children, in particular, 
have a high metabolic rate or oxygen consumption (7 mL/kg/

min in children compared to 3 mL/kg/min in adults) [173, 
175] and will develop hypoxia faster than adults. Once this 
oxygen reservoir is used up, arterial oxygen saturation will 
decrease precipitously after the onset of apnea.

Heart rate, blood pressure, and oxygen saturation should 
be monitored continuously during attempts at tracheal intu-
bation, as mechanical stimulation of the airway may induce 
bradyarrhythmias, particularly in neonates and infants (see 
above). If either hypoxemia or bradycardia occurs, tracheal 
intubation should be interrupted and the child should be ven-
tilated at FIO2 1.00 via bag-valve-mask ventilation. 
Immediately prior to laryngoscopy, the child is positioned 
(sniff position as described above, with manual cervical 
spine stabilization if cervical spine injury is suspected) 
(Fig. 27.16), and pre-induction medications are adminis-
tered, as clinically indicated. Once all preparations have 
been made, the appropriate induction agents and NMB are 
administered. The laryngoscope is held in the left hand, and 
the blade is inserted into the right side of the mouth follow-
ing the natural contour of the pharynx to the base of the 
tongue (Fig. 27.17). Control of the tongue is achieved by 
sweeping the proximal end of the blade to the midline, 
thereby moving the tongue towards the middle of the mouth, 
providing a channel along the right side of the mouth for 
visualization of the airway and passage of the tracheal tube. 
The tip of a curved blade is inserted into the vallecula, 
thereby lifting the epiglottis and visualizing the glottis by 
vallecular suspension. In contrast, the tip of a straight blade 
is used to lift the epiglottis directly in order to visualize the 
glottis (Fig. 27.18). Once the blade is positioned correctly, 
traction is exerted in the direction of the long axis of the 
laryngoscope handle – the laryngoscope blade must not be 
used as a lever and the teeth/gums are not to be used as the 

SUSAN GILBERT

Fig. 27.16 Manual in-line stabilization of the cervical spine during 
tracheal intubation (Reprinted from George et al. [255]. With permis-
sion from Center for Pediatric Emergency Medicine)
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fulcrum! It is frequently helpful to have a second provider 
place a slight amount of traction on the corner of the mouth 
to enable better visualization of the airway. The BURP 
maneuver [39, 40] may be used to further facilitate visualiza-
tion of the glottic opening (see again, Fig. 27.15). However, 
the BURP maneuver may worsen visualization of the glottic 
opening when used in conjunction with cricoid pressure 
[176]. Alternatively, a laryngeal lift [177] or mandibular 
advancement (i.e., jaw-thrust maneuver) [178] maneuver can 

be performed to better visualize the glottic opening. The util-
ity of cricoid pressure has been questioned, as undue or 
improperly applied force may cause complete loss of ade-
quate visualization of the glottis [179–181]. The tracheal 
tube is inserted from the right corner of the mouth and not 
down the barrel of the laryngoscope blade. The tracheal tube 
is then passed through the vocal cords under direct visualiza-
tion. The black glottic marker of the tube is placed at the 
level of the vocal cords. Alternatively, when a cuffed tracheal 
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Fig. 27.17 Operator’s view of 
the glottis during laryngoscopy 
(a) with subsequent placement of 
the tracheal tube (b) (Reprinted 
from George et al. [255]. With 
permission from Center for 
Pediatric Emergency Medicine)
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tube is used, the cuff is placed just below the vocal cords. 
The depth of insertion of the tracheal tube is also commonly 
estimated either by multiplying the inside diameter of the 
tube by 3, or by using the following formula:

 
Depth of insertion cm

Age( ) =
( )

+
y

2
12  (27.3)

Immediately following tracheal intubation, the correct 
position of the tracheal tube is confirmed by observation for 
symmetrical chest movements, auscultation of equal breath 
sounds over each axilla and not over the abdomen, and docu-
mentation of end-tidal CO2 [182–184]. Capnometry/capnog-
raphy is the most reliable and most valid way to confirm 
tracheal intubation [182] and is the now widely viewed as the 
standard of care. A chest radiograph should be obtained to 
document proper position with the distal tip of the tracheal 
tube above the carina in the mid-trachea (Fig. 27.19).

Nasal Tracheal Intubation

Under the vast majority of circumstances, oral tracheal intuba-
tion is preferred for emergency management of the airway. 
However, nasotracheal intubation is generally more comfort-
able for semi-conscious children, causes less stimulation of 
the gag reflex, and is more easily secured, especially in chil-

Vallecula

Epiglottis Epiglottis

a b

Fig. 27.18 Position of laryngoscope blade when using (a) a curved 
blade versus (b) a straight blade. A straight blade may also be used in 
the same manner as a curved blade, i.e., its tip is placed in the vallecula 
– this is a matter of preference and experience. (a) The tip of the curved 
laryngoscope blade is positioned in the vallecula and is used to lift the 

epiglottis via vallecular suspension in order to visualize the glottic 
opening. (b) The tip of the straight laryngoscope blade is used to 
directly lift the epiglottis in order to visualize the glottic opening 
(Reprinted from George et al. [255]. With permission from Center for 
Pediatric Emergency Medicine)

Fig. 27.19 Chest radiograph demonstrating proper position of the tra-
cheal tube, with the tip located midway between the thoracic inlet and 
the carina
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dren with copious oral secretions or saliva. In addition, oral 
tracheal tubes are more easily kinked or bitten. Nasotracheal 
tubes appear to be safe for use in neonates, infants, and chil-
dren [185–188], though some studies suggest an increased risk 
of nosocomial sinusitis and pneumonia associated with naso-
tracheal intubation [189–191]. Anecdotally, we have found 
that the use of nasotracheal tubes decreases the risk of 
unplanned or accidental extubation, which may be associated 
with an increased risk of nosocomial pneumonia [192–195]. 
The available literature appears to support this contention 
[196–198]. Nevertheless,  nasotracheal intubation is techni-
cally more challenging than orotracheal intubation and may be 
more time-consuming. For these reasons, whenever nasotra-
cheal intubation is preferred in a critically ill infant or child, it 
should generally follow orotracheal intubation in order to 
facilitate adequate oxygenation and ventilation until a nasotra-
cheal airway is established. The nasotracheal route is contrain-
dicated in the presence of a coagulopathy, maxillofacial 
trauma, and basilar skull fractures.

A topical vasoconstricting agent such as 0.25 % phenyl-
ephrine or 0.05 % oxymetazoline may minimize the risk of 
bleeding. The nare is anesthetized and lubricated with lido-
caine jelly, and a tracheal tube the same diameter as the oral 
tube is gentle passed through the nare and advanced along 
the floor of the nasal cavity into the nasopharynx. The oral 
tracheal tube is placed in the left-hand corner of the mouth 
while an assistant continues applying positive pressure ven-
tilation. The oral and nasal tracheal tubes are visualized with 
the laryngoscope – the oral tracheal tube may need to be 
moved away from the nasal tracheal tube using the Magill 
forceps. The tip of the nasal tracheal tube is grasped with the 
Magill forceps and positioned directly above the cords, ante-
rior to the oral tracheal tube. As the assistant removes the 
oral tracheal tube, the nasal tracheal tube is gently advanced 
through the vocal cords – the Magill forceps should not be 
used to advance the tracheal tube through the vocal cords, as 
this may cause trauma to the glottis. Several methods of esti-
mating the depth of insertion of nasotracheal tubes have been 
described [199–201], though the following formula works 
well in children up to 4 years of age [200]:

 
Depth of insertion in cm weight in kg( ) = + ( )10 5 2. , /  (27.4)

Complications of nasotracheal intubation include bleeding, 
adenoid injury, sinusitis, and trauma to the nasal turbinates, 
nasal septum, or nares (e.g., pressure necrosis) [187, 202].

Rapid Sequence Intubation (RSI)

Unlike elective tracheal intubation performed in the operating 
room suite, critically ill or injured children should be assumed 
to have a full stomach, placing them at risk for regurgitation 

and aspiration of gastric contents. Trauma, pain, anxiety, and 
critical illness all reduce gastric emptying, such that regard-
less of when the child last ate, he or she is still considered to 
have a full stomach. Rapid sequence intubation (RSI) should 
be performed to decrease the risk of aspiration in these situa-
tions. The keys to successful RSI can be easily recalled by the 
six P’s: preparation, preoxygenation, premedication, paraly-
sis, passage of the tracheal tube, and postintubation care [83, 
116, 117, 162]. Preparation is paramount to a smooth, safe, 
and successful tracheal intubation. If possible, an AMPLE 
history is obtained (A = Allergies; M = Medications; P = Past 
medical history; L = Last meal; E = Existing circumstances). 
A directed physical examination should be performed, with 
particular attention to the anatomy of the upper airway. All 
the necessary medications and equipment is assembled at the 
child’s bedside (see above).

Pre-oxygenation or nitrogen wash-out is performed via 
the administration of 100 % oxygen via a tight-fitting face 
mask without positive pressure ventilation. Pre-oxygenation 
creates a reservoir of oxygen in the lung that limits hypox-
emia during subsequent attempts at tracheal intubation (see 
above). Premedication consists of the administration of both 
premedication (e.g. lidocaine, atropine, etc.) and induction 
agents, and the combination of medications should be tai-
lored specifically to the clinical circumstance. Sellick’s 
maneuver (cricoid pressure) is employed immediately prior 
to sedation and neuromuscular blockade in order to com-
press the upper esophagus between the cricoid cartilage and 
the cervical vertebral column and should be maintained until 
proper placement of the tracheal tube is confirmed [203]. 
Sellick’s maneuver prevents the passive regurgitation of gas-
tric contents [204–206], though excessive cricoid pressure 
may worsen airway obstruction or interfere with visualiza-
tion of the glottis during laryngoscopy, as reviewed above.

A rapid-acting, short duration NMB is administered next. 
Succinycholine provides safe and effective neuromuscular 
blockade for the majority of patients, though rocuronium or 
high-dose vecuronium (0.25–0.3 mg/kg) are acceptable 
alternatives if there are contraindications or concerns regard-
ing the use of succinycholine. Pre-treatment with a defas-
ciculating dose of a NDNMB may prevent the muscle 
fasciculations (and the subsequent pain and soreness that 
result) associated with succinylcholine, though again the 
available evidence supporting this practice is relatively lim-
ited [79–81, 83, 116, 117, 159, 162, 207–210]. Typically, 
one-tenth of the normal dose of a NDNMB is administered 
1–3 min before administering succinylcholine (e.g. 
vecuronium, one-tenth of 0.1 mg/kg/dose = 0.01 mg/kg 
defasciculating dose). Priming, on the other hand, entails the 
administration of a smaller dose (again, typically one-tenth 
the normal dose) of a NDNMB administered 3–5 min prior 
to the full dose of the same NDNMB. Priming is thought to 
shorten the time of onset of neuromuscular blockade, though 
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again evidence suggesting any real clinical benefits or 
improvements in outcome is limited.

Once the child is relaxed, laryngoscopy and intubation are 
performed (see above). If laryngoscopy is not immediately 
successful and the child’s oxygen saturation begins to fall, 
assisted ventilation is administered via bag-valve-mask venti-
lation with cricoid pressure. Tracheal intubation is confirmed 
by direct visualization of the tracheal tube passing through the 
glottis, auscultation of the chest and abdomen (breath sounds 
auscultated in both axilla and not the epigastric area), and 
detection of end-tidal CO2. A chest radiograph is the final 
method of verification of proper placement of the tracheal tube 
and should be obtained with the head and neck in the midline, 
neutral position. Flexion and extension of the neck moves the 
tracheal tube towards the carina (flexion, chin moves down) 
and away from the carina (extension, chin moves up), respec-
tively [211, 212]. After proper placement of the tracheal tube 
is verified, a long-acting sedative should be administered.

The importance of RSI should be emphasized. RSI, when 
performed properly, provides superior, safer intubating condi-
tions compared to either nasotracheal or oral tracheal intuba-
tion performed with sedation alone [79–81, 83, 116, 117, 162]. 
However, RSI is not necessary and provides no additional 
advantages in children with cardiopulmonary arrest. Finally, 
RSI should be performed with caution, if at all, in children who 
are dependent upon their own upper airway musculature to 
maintain adequate airway patency. In these cases, neuromus-
cular blockade may impair the ability to visualize the airway 
during laryngoscopy, and more importantly, it may prevent, 
impair, or even preclude the ability to provide adequate oxy-
genation and ventilation with bag-valve- mask ventilation.

Complications of Tracheal Intubation

Complications following tracheal intubation are variable. 
Excluding failed tracheal intubation, right main bronchus 
intubation, and esophageal intubation, immediate complica-
tions include hemodynamic derangements in response to 
laryngoscopy (described above) such as bradycardia, dys-
rhythmias, and hypertension, as well as hypoxia, aspiration, 
subluxation of the cervical spine (especially in children with 
either a congenital deformity of the cervical spine or children 
with traumatic injury to the cervical spine), loss of teeth, 
injury to the lips and gingivae, and injury to the airway. Post- 
obstructive pulmonary edema (POPE) frequently occurs fol-
lowing the relief of upper airway obstruction [213–222]. 
POPE, also known as negative pressure pulmonary edema, is 
believed to result from the excessive negative pressures 
required to inhale against an upper airway obstruction, result-
ing in increased venous return, increased right ventricular 
preload, and increased pulmonary blood volume. In addition, 
the negative intrathoracic pressure during inspiration leads to 

increased left ventricular afterload. These factors tend to 
favor the development of pulmonary edema. While frequently 
asymptomatic, POPE may cause hypoxia, increased work of 
breathing, and shortness of breath. Treatment, though rarely 
required, includes administration of supplemental oxygen, 
positive pressure ventilation, and diuretics. Once the child is 
initially stabilized, further management depends on the 
degree of obstruction and the etiology. The child should be 
admitted to the PICU where constant supervision and airway 
intervention can take place immediately, if required.

Most late complications of tracheal intubation (e.g. post- 
extubation stridor and in rare instances, acquired subglottic 
stenosis) occur due to incorrect tracheal tube size [223, 224], 
traumatic or multiple intubations [225], and inadequate seda-
tion/analgesia resulting in excessive up and down movement 
of the tracheal tube [223, 226–228]. The air-leak test is a 
poor predictor of extubation success, though it may predict 
the presence of post-extubation stridor with some degree of 
accuracy [229, 230]. The use of corticosteroids in the pre-
vention and/or treatment of post-extubation stridor is advo-
cated by many pediatric intensivists, though there is very 
little evidence to support the universal use of corticosteroids 
at this time [230–233]. The most serious late complication of 
tracheal intubation is acquired subglottic stenosis, though 
several studies support the safety of tracheal intubation 
(rather than early tracheotomy) in children requiring long- 
term ventilatory support due to burns, botulism, acute lung 
disease, and prematurity [234–236].

Tracheal Extubation

A trial of extubation is appropriate when the conditions which 
resulted in tracheal intubation are no longer present. However, 
extubation failure is associated with significant morbidity, 
including an increased incidence of ventilator- associated 
pneumonia, an increased length of stay in both the ICU and 
hospital, and an increased risk of mortality [237–240]. 
Specific, concrete guidelines and objective criteria regarding 
when to attempt tracheal extubation are lacking, and unfortu-
nately, adult weaning indexes based upon direct measurements 
of pulmonary function have been applied to children with only 
varied success [241–249]. General recommendations include 
(i) reversal of the disease process which prompted tracheal 
intubation (e.g., resolution of hypoxemic respiratory failure, 
improvement in mental status, etc.); (ii) presence of an intact 
cough and gag reflex (i.e. ability to maintain and protect the 
airway); (iii) acceptable oxygenation and ventilation on mini-
mal mechanical ventilatory support; (iv) appropriate neuro-
logical status (generally, either a GCS >8 or spontaneous 
eye-opening and the ability to follow simple commands); and 
(v) hemodynamic stability. In children who were tracheally 
intubated secondary to upper airway obstruction, the presence 
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of an audible leak around the tracheal tube is also a criterion 
for extubation. Finally, adequate reversal of neuromuscular 
blockade must be present – adequate reversal is generally 
assumed by either the ability to sustain a head lift or, in an 
infant, a leg lift. While the use of pharmacologic agents to 
reverse either sedation or neuromuscular blockade may be 
occasionally necessary (Table 27.9), reliance on these medica-
tions to make a child ready for extubation is fraught with dan-
ger and should be summarily avoided.

It is a common practice to hold nasogastric feedings for 
4–6 h prior to an attempt at extubation, though a recent study 
showed that continuous transpyloric feeding during tracheal 
extubation was safe and improved the delivery of more opti-
mal nutrition [250]. Sedation during weaning from mechani-
cal ventilation towards extubation may be difficult. For 
example, the need for continued sedation to prevent an 
uncontrolled or accidental extubation often conflicts with the 
desire to decrease sedation to the point where a child is 
awake enough to attempt extubation. Anecdotally, we and 
others have found that the use of a short-acting agent such as 
propofol or dexmedetomidine facilitates opioid or benzodi-
azepine withdrawal during the peri-extubation period 
(Wheeler DS, unpublished data) [251–254]. Typically, dex-
medetomidine or propofol is initiated as the dosage of opioid 
and benzodiazepine infusions are rapidly de-escalated, usu-
ally approximately 6–12 h prior to a trial of extubation. 
Children are then generally extubated shortly after the pro-
pofol or dexmedetomidine is discontinued. We have also 
extubated children while maintaining a plane of sedation and 
analgesia with low-dose dexmedetomidine (Wheeler DS, 
unpublished data). Finally, corticosteroids (dexamethasone, 
0.5 mg/kg/dose IV every 6 h, beginning 12 h prior to extuba-
tion and continued for the first 12 h following extubation) are 
occasionally administered during the peri-extubation period 
in an attempt to minimize post-extubation stridor, though 
again there is scant evidence to support this practice.
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        Introduction 

 The management of the child in whom a standard approach 
to airway management is diffi cult presents signifi cant 
challenges in the intensive care setting. From a physiologic 
perspective, healthy children and infants have higher 
 oxygen consumption rates, reduced functional residual 
capacity (FRC), and elevated closing volumes compared to 
adults. These physiologic characteristics result in rapid 
oxyhemoglobin desaturation following apnea. Coexistent 
critical illness (increased oxygen consumption, pulmonary 
impairment) exacerbates intolerance of apnea and 
hypoventilation. The clinical impact of these variables on 
airway management is that there is relatively little time to 
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secure the airway, especially with apneic intubation 
techniques. 

 Airway management in the child with anatomic features 
that preclude effective airway management using standard 
techniques requires an approach tailored to the individual 
child’s anatomy and physiology. Optimal management 
necessitates careful planning, effective communication, 
additional equipment, qualifi ed personnel, and appropriate 
medications. Therefore, training of personnel, implementa-
tion of decision algorithms, and acquisition of appropriate 
equipment are institutional elements that are essential in 
facilitating the optimal care of these children. This chapter 
discusses the salient principles in developing an effective 
approach to diffi cult airway management in the pediatric 
intensive care setting. In addition, a selection of devices 
 useful in pediatric diffi cult airway management is presented. 
Finally, institutional systems-based considerations for 
 diffi cult airway management in the critically ill child are 
discussed.  

    What Is a Diffi cult Airway? 

 According to the report by the American Society of 
Anesthesiologists (ASA) Task Force on Management of the 
Diffi cult Airway, a standardized defi nition of the diffi cult 
airway cannot be identifi ed in the literature [ 1 ]. The defi ni-
tion suggested by this task force is “The clinical situation in 
which a conventionally trained anesthesiologist experiences 
diffi culty with face mask ventilation of the upper airway, dif-
fi culty with tracheal intubation, or both [ 1 ].” As such, the 
diffi cult airway is not a single entity or disease state, but a 
clinical endpoint associated with a wide variety of diseases 
and conditions (Table  28.1 ). While there are certain charac-
teristics that predict a diffi cult airway (Table  28.2 ), there are 
many cases in which a diffi cult airway is unexpected. The 
extant literature on diffi cult airway management is replete 

with cases series and case reports describing various 
 techniques that have been effective in specifi c scenarios by 
specifi c providers. However, owing to the myriad of clinical 
conditions associated with the diffi cult airway in children 
and its relatively low incidence, systematic studies to 
 determine the optimal management are lacking.

        Principles of Diffi cult Airway Management: 
The ASA Diffi cult Airway Algorithm 

 The conduct of prospective randomized clinical trials evalu-
ating various management strategies is problematic, and in 
general, the approach to the airway must be tailored to the 
individual patient and the available resources. In 1993, the 
American Society of Anesthesiologists (ASA) Task Force on 
Management of the Diffi cult Airway published a set of 
 practice guidelines for diffi cult airway management [ 2 ]. An 
update to these guidelines was subsequently published in 
2013 [ 1 ]. Due in large part to the paucity of high level 
 evidence in the literature, these guidelines were developed 
based on the available literature and expert opinion/consen-
sus to provide rational guidance to practitioners. The 
 algorithm included in these guidelines (Fig.  28.1 ) has come 
to be the bedrock for clinical decision-making in diffi cult air-
way management. It is important to note that this algorithm 
was developed to provide a framework for population man-
agement; it  does not  describe specifi cs of individual patient 
management. Furthermore, the algorithm represents guide-
lines that while widely adopted do not necessarily represent 
standard of care, especially in pediatrics. The following sec-
tion has been derived and adapted from the ASA Diffi cult 
Airway Algorithm [ 1 ].

      Basic Management Problems 

 Identifi cation of what fundamental elements of airway man-
agement are likely to pose problems is the fi rst step in the 
process of diffi cult airway management. Identifying antici-
pated problems prior to intervention is crucial to allow for 
proper planning (determination of venue, acquisition of neces-
sary equipment and medication, and expert consultation) and 
promotes successful and safe patient care. The potential for 
fi ve primary problems should be considered: diffi cult ventila-
tion, diffi cult intubation, diffi cult supraglottic airway place-
ment, diffi culty with cooperation, and diffi cult tracheostomy. 

   Table 28.1    Conditions associated with diffi cult airway management 
in children   

 Cornelia de Lange 
syndrome  Noonan syndrome  Cri-du-chat 
 Robin sequence  Klippel-Feil 

syndrome 
 Treacher Collin’s 
syndrome 

 Goldenhar syndrome  TMJ ankylosis  Hunter’s syndrome 
 Arthrogryposis 
multiplex congenital 

 Hurler’s syndrome  San Fillipo’s 
syndrome 

 Scleroderma  Hemifacial 
microsomia 

 Cervical spine injury 

 Dystrophic 
epidermolysis bullosa 

 Trismus  Cystic hygroma 

 Nager’s syndrome  Epiglottitis  Angioedema 
 Beckwith-Wiedemann  Fibrodysplasia 

ossifi cans 
progressiva 

 Presence of halo or 
other external 
craniofacial hardware 

   Table 28.2    Physical examination fi ndings associated with diffi cult 
airway management   

 Micrognathia  Limited mouth opening 
 Prominent maxillary incisors  Decreased cervical range of motion 
 Non-compliant 
submandibular tissues 

 Increased neck circumference 
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    Diffi cult Ventilation 
 The ability to deliver effective ventilation of the upper air-
way by facemask is of critical importance, and should be 
emphasized to trainees and in continuing medical education. 
Patients who present challenges to facemask ventilation 
 represent an extremely high-risk group of patients. If  diffi cult 

facemask ventilation is identifi ed by physical exam fi ndings 
(such as patients who have had head and neck irradiation, 
patients with upper airway space occupying lesions, burn 
patients with neck contractures) [ 3 ] or by history, expert 
 consultation is strongly advised. The Han scale (Table  28.3 ) 
is a simple and useful tool for defi ning diffi cult facemask 

  Fig. 28.1    American Society 
of Anesthesiologist diffi cult 
airway algorithm (Reprinted 
from [ 1 ]. With permission from 
Wolter Kluwers Health)       
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ventilation [ 4 ]. Using a defi nition of diffi cult ventilation as a 
3 or 4 on this scale, the incidence of diffi cult facemask ven-
tilation has been reported in adults as being anywhere from 
1.4 to 2.2 % [ 5 ,  6 ]. The only available study that assessed the 
incidence of diffi cult mask ventilation in children reported a 
similar incidence of 2.1 % in  non-obese  children [ 7 ].

       Diffi cult Intubation 
 The majority of patients who are identifi ed as being “diffi cult 
intubations” are in fact patients in whom glottic exposure 
with direct laryngoscopy is diffi cult. Thankfully, many (but 
not all) patients in whom direct laryngoscopy is diffi cult can 
be readily managed with an alternative device. A good exam-
ple is the child with cervical spine immobility who presents 
no challenges to facemask ventilation and is readily man-
aged with indirect (video) laryngoscopy. Diffi cult direct 
laryngoscopy is not the only reason patients may be classi-
fi ed as being diffi cult to intubate; abnormal tracheal anatomy 
in some patients may make tracheal tube passage diffi cult. 
Such patients require a similarly carefully planned manage-
ment approach. Intensivists should suspect a diffi cult direct 
laryngoscopy in patients with obvious craniofacial anoma-
lies such as micrognathia, hemifacial microsomia, and less 
obvious fi ndings such as microtia, inability to open the 
mouth, and cervical spine immobility.  

    Diffi cult Supraglottic Airway Insertion/Placement 
 The development and release into clinical practice of the 
LMA (laryngeal mask airway) by Dr. Archie Brain in 1985 
revolutionized airway management. Subsequent develop-
ment of second generation devices that allow for gastric 
drainage tube insertion has further improved the utility of 
these devices. More recently, supraglottic airway devices 
with design features that facilitate their use as conduits for 
tracheal intubation have further expanded the functionality 
of this group of airway devices. Consequently, identifi cation 
of those patients in whom supraglottic airway use is not fea-
sible can be critically important as these devices can provide 
life-saving ventilation in patients diffi cult to ventilate by 
facemask.  

    Diffi culty with Patient Cooperation 
 Securing the airway in the awake or lightly sedated patient 
is regarded by many as the safest approach to airway 

 management. Adults, adolescents, and older children with 
suffi cient adaptability and coping skills are able to cooperate 
with airway management techniques while awake or mildly 
sedated. However, most pediatric patients lack the requisite 
understanding and coping skills for these techniques to be 
effective, and therefore require relatively deep levels of seda-
tion or anesthesia. Furthermore, critical illness may limit a 
child’s physiologic reserve and interfere with a child’s ability 
to cooperate with awake/lightly sedated techniques. The 
ASA guidelines acknowledge this particular challenge in 
pediatrics, where it is stated that “airway management in the 
uncooperative or pediatric patient may require an approach 
(e.g. intubation attempts after induction of general anesthe-
sia) that might not be regarded as the primary approach in a 
cooperative patient [ 1 ].”  

    Diffi cult Tracheostomy 
 Performance of a tracheostomy or emergent cricothyrotomy 
may be the best primary means of securing the airway in 
some children. However, even elective tracheostomies are 
diffi cult to perform in small children, even by experienced 
pediatric surgeons. In fact, some children have anatomic 
abnormalities (fl exed/fused neck or very short neck) that 
make a tracheostomy nearly impossible to perform. 
Anticipation of diffi cult tracheostomy may mandate expert 
consultation and interdisciplinary planning of what airway 
management strategy to pursue and which venue (ICU vs. 
operating room) is the best location to attempt airway 
management.   

    Basic Management Choices 

 The ASA algorithm next instructs practitioners to consider 
three basic management choices: awake intubation vs. intu-
bation attempts after the induction of general anesthesia, 
non-invasive vs. invasive technique for initial approach to 
intubation, and whether to preserve or ablate spontaneous 
ventilation. 

    Awake Intubation vs. Anesthetized Intubation 
 An awake or lightly sedated approach to tracheal intubation 
is often regarded as the safest strategy because conscious 
control of breathing (respiratory drive) is not impaired and 
protective airway refl exes are preserved. Awake intubation 
requires anesthesia of the pharynx/nasopharynx and upper 
airway and requires specifi c training. This technique also 
requires a cooperative patient, which is often a barrier in 
pediatrics. Another important barrier to the use of this tech-
nique in infants and small children is the weight-based limi-
tation of local anesthetic dosages to achieve airway 
anesthesia. This makes awake/sedated approaches more dif-
fi cult in children, and consequently compared with adults, 

   Table 28.3    Han scale for grading ease of facemask ventilation   

 Grade  Description 

 1  Ventilated by mask 
 2  Ventilated by mask with oral airway/adjuvant with or without 

muscle relaxant 
 3  Diffi cult ventilation (inadequate, unstable, or requiring two 

providers) with or without muscle relaxant 
 4  Unable to mask ventilate with or without muscle relaxant 
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diffi cult pediatric airways are more commonly managed 
under deep sedation or anesthesia. Although anesthesiolo-
gists are trained in diffi cult airway skills, most do not have 
subspecialty training in pediatrics and for many it is an infre-
quent event to secure a diffi cult pediatric airway and the set 
of skills required is different from an adult diffi cult airway. 
For the intensivist directing a transport of a critically ill child 
with a diffi cult airway to a higher level of care at a special-
ized pediatric center from a center without pediatric anesthe-
siologists, this should be taken into account in the medical 
decision making for a safe and effective transport of a criti-
cally ill child.  

   Non-invasive vs. Invasive Technique for Initial 
Approach to Intubation 
 In some cases, the optimal initial technique may be invasive. 
Invasive techniques include tracheostomy (surgical or percu-
taneous) and cricothyrotomy. It is fortunately rare that these 
techniques are required. In these cases expert consultation 
with an otolaryngologist and anesthesiologist is a necessity; 
further discussion is beyond the scope of this text.  

   Preservation vs. Ablation of Spontaneous 
Ventilation 
 Spontaneous ventilation can be ablated by sedative/hypnotic 
agents as well as by administration of muscle relaxants. It is 
important to emphasize that the administration of muscle 
relaxant medications should be accompanied by hypnotic 
agents in most patients. In managing the diffi cult airway, the 
ASA guidelines implore practitioners to “actively pursue 
opportunities to deliver supplemental oxygen throughout the 
process of diffi cult airway management.” One of the princi-
pal advantages of preservation of spontaneous ventilation is 
gas exchange, which helps maintain oxygen saturation dur-
ing intubation attempts. Additionally, spontaneously breath-
ing patients may have preserved upper airway muscle tone to 
help maintain airway patency. However, there are some pit-
falls with maintaining spontaneous ventilation. An inade-
quate level of anesthesia or sedation can interfere with the 
intubation attempt, as the child may cough or gag, the child 
may have inadequate jaw relaxation, or the child may develop 
laryngospasm. 

 Ablation of spontaneous ventilation with neuromuscu-
lar blockade is advantageous in some scenarios. With neu-
romuscular blockade the advantages are that the patient is 
motionless and does not cough, the jaw is relaxed, and 
laryngospasm is not a risk. Some of the potential disad-
vantages of neuromuscular blockade are essentially the 
opposites of the advantages spontaneous ventilation—
namely that there is potential for upper airway soft tissue 
collapse with loss of the ability to ventilate, and arterial 
desaturation during prolonged intubation attempts. 
Another disadvantage is that manual positive  pressure 

ventilation may result in gastric insuffl ation, causing com-
promised ventilation (through abdominal competition) 
and/or regurgitation of gastric contents. This can be par-
ticularly problematic in infants and smaller children where 
an infl ated stomach can signifi cantly reduce functional 
residual capacity.    

    Preparation 

 The most important aspect for successful management of the 
diffi cult airway is adequate preparation. This cannot be 
emphasized enough. Failure to secure the airway is often 
related to inadequate preparation, which may be in the form 
of inadequate planning, backup equipment, or available per-
sonnel. Performing a thorough history and physical exami-
nation with attention to the airway informs the consideration 
of the basic management problems and management choices 
described above. This is especially helpful during the post- 
operative hand-off from anesthesia providers to intensive 
care team members following surgical procedures. A critical 
aspect of the transition of care should be description of bag- 
mask ventilation and intubation, including: view of larynx, 
equipment used, personnel required, and number of attempts. 
With or without this information, intensivists should quickly 
develop a detailed management plan once the decision is 
made to secure the airway. This plan should address four 
components:
    1.    A primary and secondary plan to maintain oxygenation 

and ventilation throughout the intubation process   
   2.    A primary and secondary plan for intubation   
   3.    Additional personnel and expert consultation   
   4.    A rescue plan for a cannot ventilate/cannot intubate 

scenario     
 A suggested algorithm for decision-making in the man-

agement of the anticipated diffi cult airway is presented in 
Fig.  28.2 . While developing primary and backup strategies is 
crucial, of equal importance is ensuring that the equipment, 
medications, and appropriate personnel are ready and imme-
diately available to implement them. Once sedatives/hyp-
notic agents or muscle relaxants have been given, the ability 
to set up and troubleshoot equipment is limited. A selection 
of suggested equipment and medications that should be 
available during any intubation attempt in the ICU is pre-
sented in Table  28.4 .

        Venue 

 Selection of the optimal venue for managing the airway of a 
critically ill child is dynamic and must take into account a 
wide range of patient-specifi c variables. When consulted, 
anesthesiologists and otolaryngologists often prefer to 
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 manage the airway in the operating room environment. 
However, this requires patient transport, which is time 
 consuming and may interfere with delivery of concomitant 
medical management. The risks of transporting unstable 
patients often outweigh the benefi ts of having consultants 
manage the airway in their most familiar environment. Also, 
the increasing availability and more widespread use of 
 indirect laryngoscopy in the intensive care setting have made 
this environment appropriate for diffi cult airway manage-
ment in many cases. To this end, an appropriately equipped 
diffi cult airway cart should be readily available in the ICU. 
Suggested contents of such a cart are described later in this 
chapter. Having a diffi cult airway cart in the ICU ensures 
that critical equipment is available to care for patients who 
cannot be transported to the operating room. 

 Determination of the preferred venue for airway man-
agement requires close multidisciplinary coordination led 
by the intensive care team. In making this decision, one 
caveat to consider is when an infant or child is at high risk 
for the need of a surgical airway. Often this is diffi cult to 
predict; however, if the multidisciplinary team has time and 
transport is possible our institution prefers to attempt these 
intubation in an operating room with proper lighting, table, 
and surgical assistants. This may provide a signifi cant 
advantage to surgeons to quickly and safely obtain a surgi-
cal airway.  

   Table 28.4    Suggested bedside equipment and medications for  tracheal 
intubation in the ICU   

 Ventilation adjuncts: 
  Facemasks- expected size and a size larger and smaller 
  Oral airways- expected size and a size larger and smaller 
  Nasopharyngeal airways- expected size and a size larger and smaller 
  Laryngeal mask airway- expected size and a size larger and smaller 
 Tracheal tubes: 
  Full complement of cuffed pediatric size tubes (3.0–8.0 mm I.D.) 
  Uncuffed pediatric tubes (2.5–5.0 mm I.D.) 
  Tracheal tube stylets in sizes for use in various tube sizes 
 Medications: 
  Atropine 
  Succinylcholine 
  Non-depolarizing muscle relaxant (e.g. vecuronium) 
   Sedative/hypnotic (e.g. Midazolam, propofol, ketamine, 

dexmedetomidine) 
  Opioid (e.g. fentanyl) 
  Oxymetazoline spray (nasal intubations) 
 Laryngoscopes: 
   Standard laryngoscope with full complement of curved and 

straight blades 
  Indirect laryngoscope with appropriate size blade 
 Miscellaneous items: 
  Water-based lubricant jelly 
  Tongue depressor 
  Functioning suction 

Yes

Yes

No

No

Difficult Ventilation
Anticipated?

Exper consultation
(anesthesiology/ENT)

Management in OR if feasible

Awake/sedated approach
feasible?

Awake/sedated
intubation:
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• Optical stylet

• Oral FOI • Nasal FOI

• Indirect laryngoscopy
• Intubation through LM
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  Fig. 28.2    A decision-making 
guide for management of the 
anticipated diffi cult pediatric 
airway       
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    Pharmacologic Management 

    Sedation for Intubation with Spontaneous 
Ventilation Maintained 

 The goals of sedation for tracheal intubation with spontane-
ous ventilation are to provide patient comfort (sedation, anal-
gesia, and amnesia), maintain hemodynamic stability, 
maintain airway patency and breathing, maintain oxyhemo-
globin saturation, and provide satisfactory conditions for 
intubation. There is a paucity of evidence supporting one 
regimen over another. A comparison of four different 
 sedation regimens in terms of various desirable properties is 
presented in Table  28.5 

     Benzodiazepine and Opiates 
 The combination of a benzodiazepine and an opiate is one 
the most commonly used regimen in pediatric patients. One 
report of this technique describes a series of children with 
diffi cult intubation sedated with midazolam (0.05 mg/kg) 
and remifentanil (0.75 mcg/kg bolus over 60 s followed by 
an infusion of 0.075 mcg/kg), topical anesthesia was applied 
to the airway and all patients were intubated successfully 
while maintaining spontaneous ventilation throughout [ 8 ]. 
Remifentanil should be titrated slowly as apnea and muscle 
rigidity are a known consequences of higher doses (3 mcg/
kg) [ 9 ]. Advantages of this regimen are that it provides seda-
tion, analgesia, and amnesia. Also, physicians and nurses are 
familiar with administration of these agents, and antagonists 
are available in the event of excessive effect. However, respi-
ratory drive can be profoundly impaired, and these drugs 
may cause hemodynamic compromise by decreasing sympa-
thetic tone when given in combination and high dosage.  

   Dexmedetomidine 
 Dexmedetomidine, an alpha-2-agonist, has been used in 
adults to facilitate tracheal intubation [ 10 ,  11 ] and has 
been used as the sole anesthetic in infants undergoing 

 bronchoscopy [ 12 ]. Demedetomidine use in pediatric 
 diffi cult airway management has also been reported 
 [ 13 – 15 ]. It should be noted that this is an “off-label” use of 
dexmedetomidine. The utility of this agent in the critical 
care environment as part of a diffi cult intubation regimen 
remains understudied. Dexmedetomidine has several favor-
able qualities that make it potentially useful in the pediatric 
ICU. First, dexmedetomidine provides sedation and analge-
sia, while preserving respiratory drive. Second, pediatric 
intensivists are increasingly familiar with its administration. 
Potential limitations are that it is not reversible, may cause 
hemodynamic effects (bradycardia, hypertension) [ 16 ] that 
may not be tolerated in a critically ill child. A common dos-
ing scheme is to administer 1 mcg/kg followed by an infu-
sion of 0.5–7 mcg/kg/h. While this may achieve satisfactory 
sedation, many children will require higher doses (3 mcg/kg 
bolus followed by an infusion of 2 mcg/kg/h) similar to what 
has been reported for sedation for radiologic imaging studies 
in children [ 17 ]. To achieve satisfactory conditions for air-
way management, dexmedetomidine has been combined 
with topically administered lidocaine [ 14 ], small incremen-
tal doses of ketamine (0.25 mg/kg) [ 18 ], or midazolam [ 19 ] 
titrated to effect.  

   Ketamine 
 Ketamine is attractive for use an agent for sedation for air-
way management due to its ability as a standalone agent to 
provide sedation, profound analgesia, and amnesia, while 
usually preserving respiratory drive [ 20 ]. However, there is 
no antagonist available and the dissociative anesthetic state 
produced by ketamine precludes effective communication 
with the child. In many scenarios ketamine preserves blood 
pressure and hemodynamics by acting as a sympathomi-
metic promoting catecholamine release, however in criti-
cally ill patients with catecholamine depleted states 
hemodynamic compromise may occur [ 21 ].   

    Neuromuscular Blockade 

 Neuromuscular blockade may be useful to create optimal 
intubating conditions and may improve the ability to deliver 
manual ventilation by facemask [ 5 ,  22 ,  23 ]. As described 
above, administration of muscle relaxants may carry the risk 
of worsening ventilation in some patients which could result 
in a catastrophic “cannot intubate, cannot ventilate” situa-
tion, making the use of neuromuscular blockade for diffi cult 
airway management controversial. Changes to this debate 
may be on the horizon, and practice will evolve as the drugs 
we use evolve. A new cyclodextrin agent, Sugammadex, has 
been developed which gives the ability to rapidly reverse 
profound neuromuscular blockade from rocuronium and 

   Table 28.5    Comparison of three sedation regimens for airway 
management   

 Midazolam/
fentanyl 

 High-dose 
dexmedetomidine  Ketamine 

 Sedation  ++  +  ++ 
 Analgesia  ++  +  +++ 
 Amnesia  ++  ±  +++ 
 Reversible  Yes  No  No 
 Clinician familiarity  +++  ±  ++ 
 Pt responsive to 
commands 

 +  +  No 

 Respiratory drive  −  ++  + 
 Adjuncts required  No  ±  No 

28 Pediatric Diffi cult Airway Management: Principles and Approach in the Critical Care Environment



336

vecuronium [ 24 ,  25 ]. This agent binds to these non- 
depolarizing neuromuscular blockers with reversal of clini-
cal effect. If this medication becomes commercially available 
in the US, as it has in parts of Europe, many clinicians may 
reconsider how they approach the question of whether or not 
to administer these neuromuscular blocking drugs in patients 
with an anticipated diffi cult airway. 

   Succinylcholine 
 In the absence of the availability to reverse profound neuro-
muscular blockade from non-depolarizing agents, one of the 
risks of administering these drugs is that it commits the 
patient to non-reversible clinical effect for at least 20 min 
depending on the class of the agent. If neuromuscular block-
ade is considered as part of plan to manage a pediatric diffi -
cult airway, then the short acting depolarizing neuromuscular 
blocker succinylcholine may be a reasonable option due to 
the fact that it has a relatively short time to functional recov-
ery of the diaphragm and airway refl exes of 8–10 min [ 26 ]. 
In 1994, the U.S. Food and Drug Administration applied a 
black box warning stating that succinylcholine is contraindi-
cated for use in routine pediatric airway management, rec-
ommending its use be reserved for emergency intubations 
and when there is a need to immediately secure the airway. 
However, the need to secure the airway in the critically ill 
child with an anticipated diffi cult airway does not constitute 
“routine” airway management, and in the absence of specifi c 
contraindications, the use of succinylcholine in this setting is 
acceptable and may be advantageous. Furthermore, the pos-
sibility of giving succinylcholine should be considered since 
it is a primary treatment of laryngospasm which may develop 
and complicate attempts at tracheal intubation in the sedated 
and spontaneously breathing child.    

    Airway Management Equipment 

    Ventilation Adjuncts 

 The ability to deliver or maintain effective ventilation is of 
prime importance throughout the process of diffi cult airway 
management. In fact, the feature that divides the ASA diffi -
cult airway algorithm into the “non-emergency” and “emer-
gency” pathways is the determination of adequacy of 
ventilation. In the case where the initial intubation attempt 
has failed but ventilation remains adequate, it is important to 
call for help rather than perseverating with the intubation 
technique that has initially failed.  Proper technique and con-
tinual training for facemask ventilation is crucial for suc-
cess . Upper airway obstruction should initially be managed 
with a chin lift/jaw thrust and extension of the neck (when 
not contraindicated) combined with positive airway pressure 
[ 27 – 29 ]. In contrast to the plethora of tools that are available 
for tracheal intubation, the tools that are available to help 

ventilate children are limited to the oral airway, the nasal air-
way, the modifi ed nasal trumpet, two-person two-handed 
mask ventilation, and the laryngeal mask (and other supra-
glottic airways). 

   Oral Airways 
 Insertion of an oral airway frequently relieves airway 
obstruction. The proper size is selected by holding the air-
way next to the child’s face—the proper sized airway has its 
distal tip lying just beyond the angle of the mandible when 
the proximal end is held by the mouth. Oral airways are in 
general poorly tolerated by awake or lightly sedated children 
and may trigger unwanted events, such as: coughing, vomit-
ing, and laryngospasm.  

   Nasopharyngeal Airways 
 Insertion of a nasopharyngeal airway is better tolerated in 
awake or lightly sedated children. The proper sized airway 
has its distal tip lying 2–3 cm inferior to the space between 
the angle of the mandible and the tragus. The most common 
complication of insertion is epistaxis, which may complicate 
subsequent intubation attempts by impairing visualization. 
The risk of epistaxis and its severity can be reduced by 
administration of topical vasoconstrictors (phenylephrine, 
oxymetazoline) to the nasal mucosa prior to insertion.  

   Modifi ed Nasopharyngeal Airway 
 A standard nasopharyngeal airway can be modifi ed by insert-
ing the 15 mm adaptor from an endotracheal tube into the 
proximal opening. This modifi ed nasopharyngeal airway is a 
useful ventilation adjunct; it can be connected to a bag-valve 
device and used to deliver positive pressure ventilation when 
the opposite naris and mouth are held closed [ 30 ,  31 ]. 
Alternatively, this device can be connected to a mapleson cir-
cuit and used to deliver supplemental oxygen and continuous 
positive airway pressure.  

   Two-Person, Two-Handed Ventilation 
 Converting from a single provider ventilation technique to a 
two-person, two-handed technique can result in dramatic 
improvement in the effectiveness of manual ventilation. 
Converting to this technique helps improve mask seal, opti-
mizes head/jaw position, and should be among the primary 
steps taken to manage inadequate or suboptimal facemask 
ventilation. It is critical to understand that children requiring 
a two-person two-handed technique should be regarded as 
being diffi cult to ventilate [ 4 ,  5 ].  

   Laryngeal Mask and Supraglottic Airways 
 The laryngeal mask airway was initially introduced into clin-
ical practice in 1985 [ 32 ], and pediatric versions became 
available soon thereafter. The laryngeal mask airway repre-
sents one of the most important airway management tools 
available and has changed the approach to rescue ventilation 
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and management of diffi cult airways. Insertion of the laryn-
geal mask mimics the path of a food bolus. The index fi nger 
of the dominant hand is placed at the junction of the lubri-
cated defl ated mask and its airway tube, and the tip of the 
mask is pressed cranially along the hard palate and is 
advanced along the palate until the tip rests at the upper 
esophageal inlet. Correct technique is important to ensure 
adequate placement and to minimize complications. Insertion 
of this device is quickly learned with a high success rate even 
for novices [ 33 ,  34 ]. Effective ventilation is often delivered 
even when the position is suboptimal [ 35 ]. According to the 
ASA diffi cult airway algorithm, insertion of a laryngeal 
mask is the fi rst step that should be considered or attempted 
should ventilation become diffi cult or inadequate. It is 
important that pediatric intensivists be facile with placement 
of these devices and this skill should be part of continuing 
medical education for pediatric ICU staff. A number of vari-
ations of the original Laryngeal Mask Airway (LMA North 
America, San Diego CA, USA) have become available. 
Available data does not show that one version is far superior 
to another in the pediatric population. Practitioners should 
trial different variations to fi nd the one they feel most com-
fortable with for the use in critically ill children in their insti-
tution. In addition to being tremendously valuable as 
ventilation adjuncts, laryngeal masks can be used as conduits 
for fi beroptic intubation [ 36 – 40 ], and have become indispen-
sible in diffi cult airway algorithms in most institutions 
including our own. Some laryngeal masks, such as the air-Q 
(Mercury Medical, Clearwater FL, USA) have been designed 
specifi cally for use as intubation conduits. Blind intubation 
through a laryngeal mask is not recommended [ 41 ,  42 ] 
because the epiglottis frequently overlies the laryngeal aper-
ture of the laryngeal mask [ 35 ] and would be traumatized 
with blind tube insertion, which could lead to edema, glottic 
obstruction, and compromised ventilation.   

    Tracheal Intubation Tools 

 In the past, equipment appropriate for the management of 
diffi cult tracheal intubation in children was limited. In recent 
years there has been a proliferation of devices to manage the 
diffi cult airway. Many of the devices that were originally 
developed for use in adults are now available in pediatric 
sizes. Presented below is an overview and discussion of 
some of the various devices available for use in children with 
attention to the advantages and limitations of each. 

   Direct Laryngoscopy 
 There are situations in which it is reasonable to attempt intu-
bation by direct laryngoscopy in the child in whom a diffi -
cult intubation is suspected. It is vital in these situations that 
failure of direct laryngoscopy is anticipated and backup 
strategies have been readied accordingly. When diffi cult 

direct laryngoscopy is anticipated and an attempt at direct 
laryngoscopy is planned, the laryngoscopy should be per-
formed by the most skilled laryngoscopist available to limit 
the number of attempts. Laryngoscopy attempts should not 
be made by a novice in a child with a known or suspected 
diffi cult airway. The number of attempts should be limited 
(one or two), as repeated attempts may create edema or 
bleeding which can lead to diffi culty with ventilation and 
may also make subsequent intubation attempts more diffi -
cult. Direct laryngoscopy may be a reasonable initial 
approach in the child where direct laryngoscopy is suspected 
to be diffi cult but there is no history to confi rm diffi culty, 
facemask ventilation is not expected to be problematic, and 
intubation by an alternative means can be readily accom-
plished. Another situation where an initial intubation 
approach using direct laryngoscopy would be appropriate 
may be in a child who was previously diffi cult but the inter-
val history suggests that intubation by direct laryngoscopy is 
feasible, and facemask ventilation is not expected to be prob-
lematic. Direct laryngoscopy should not be attempted when 
a recent direct laryngoscopy by an experienced laryngosco-
pist was diffi cult. Likewise, if the history and physical exam-
ination are highly predictive of failed direct laryngoscopy, 
there is no value in attempting direct laryngoscopy to prove 
this. In this situation, direct laryngoscopy is only likely to 
confound subsequent intubation attempts and should be 
avoided. A right retro- molar approach to direct laryngos-
copy is a reasonable technique in some scenarios to attempt 
when standard direct laryngoscopy fails. The blade is 
inserted in the extreme corner of the mouth thereby shorten-
ing the distance to the larynx and minimizing the intrusion of 
maxillary structures into the line of sight. If this technique 
has not been attempted and practiced on a regular basis, it 
should not be attempted.  

   Flexible Bronchoscope 
 The fl exible bronchoscope is undoubtedly the most versatile 
intubation instrument available and remains an indispens-
able tool for diffi cult airway management. While this is the 
most versatile tool, the fl exible bronchoscope has some 
drawbacks. First, it is not an intuitive device to use, and it 
takes a lot of practice to acquire and maintain the skill set 
required for its use. This alone makes it an impractical tool 
for many pediatric intensivists, and underlines the necessity 
of team approach with pediatric anesthesiologists in 
approaching diffi cult airways. Furthermore, the presence of 
fogging, blood and secretions can make intubation diffi cult. 
Also, bronchoscopes are expensive, they require specifi c 
protocols for cleaning, and they break easily when improp-
erly handled. These limitations have in large part created a 
demand for alternative devices. It should be remembered, 
however, that the fl exible bronchoscope is the  only  intuba-
tion tool that can be used in certain scenarios, such as in chil-
dren with severely limited mouth opening.  
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   Video/Indirect Laryngoscopes 
 Video and indirect laryngoscopes (also known as optical 
laryngoscopes) have become attractive devices for airway 
management in large part because the mechanical skill set 
they employ is similar to what is used for direct laryngos-
copy, making them intuitive to use. The principal advantage 
of these devices in managing the diffi cult airway is that a 
direct line-of-sight (from the eye to the glottis) does not need 
to be achieved, and so many of the anatomic obstacles to 
achieving visualization of the glottis with direct laryngos-
copy (such as cervical immobility, retrognathia) are circum-
vented and excellent glottic exposure can be readily achieved. 
Furthermore, because direct line-of-sight visualization is not 
needed, intubations with indirect laryngoscopes can be per-
formed with little or no neck extension, making them attrac-
tive for use in cases of cervical instability. While tracheal 
intubation using indirect laryngoscopy has many advantages, 
it is not without limitations. Importantly, each device has a 
minimum amount of mouth opening that is required, and as 
such these devices cannot be used if mouth opening is 
severely restricted. Although they can be used to facilitate 
nasotracheal intubation, they function best for oral intuba-
tions. As with any optical device, fogging, blood, and secre-
tions can make visualization problematic. Finally, while the 
mechanical skill set is similar to direct laryngoscopy, it is 
important to recognize that it is a different skill set, and 
although glottic visualization may be readily achieved, tra-
cheal tube passage may still prove diffi cult. It is the dexterity 

of movement to manipulate the endotracheal tube to the 
 glottis opening and into the trachea that often requires the 
most practice and skill to successfully intubate a child with a 
diffi cult airway using indirect laryngoscopy. There are 
 several indirect laryngoscopes available is sizes appropriate 
for infants and children. A discussion of a selection of these 
devices follows below.  

   Bullard Laryngoscope 
 The Bullard Laryngoscope was introduced into clinical 
 practice in 1989 by Dr. Roger Bullard, an obstetric anesthe-
siologist who is the father of modern indirect laryngoscopy. 
The Bullard Laryngoscope has a low profi le metal blade that 
delivers an image from near the blade tip to an eyepiece 
through a combination of fi ber optics and mirrors. It has an 
incorporated metal stylet that the tracheal tube is loaded onto 
which directs the tube toward the fi eld of view as the tube is 
advanced. While this device is not currently in widespread 
use, it is important to mention since all of the other modern 
indirect laryngoscopes are essentially variations on Dr. 
Bullard’s device; his innovation was the starting point for the 
devices available today.  

   Glidescope Cobalt 
 The Glidescope Cobalt (Verathon, Bothwell, WA, USA) is a 
video laryngoscope that has a reusable video baton that 
delivers an image to a portable monitor (Fig.  28.3 ). The video 
baton inserts into different sized curved plastic disposable 

a b

  Fig. 28.3    ( a ) Glidescope Cobalt. A reusable video baton that delivers 
an image to a portable monitor. The video baton inserts into different 
sized curved plastic disposable laryngoscopy blades. Various sizes of 

the disposable blade are available, and are suitable for use in neonates 
through adults. ( b ) Glidescope Cobalt video screen       
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laryngoscopy blades. Various sizes of the disposable blade 
are available, and are suitable for use in neonates through 
adults. A smaller baton is required for the smaller pediatric 
blades. The incorporated light source of this device warms 
the clear plastic blade which helps prevent fogging. Another 
advantage is the portability of the device- it is relatively 
lightweight and comes on a stand that can be quickly moved 
where it is needed. Setup is simple, and it is intuitive to use. 
There have been a few validation studies evaluating the 
Glidescope for use in normal pediatric airways [ 43 – 45 ], and 
a number of case reports describing its use in diffi cult pedi-
atric airways [ 46 – 48 ]. As with other methods of indirect 
laryngoscopy, the use of the glidescope may be precluded in 
patients with limited mouth opening. In addition, despite the 
ease with which a satisfactory view of the larynx can be 
achieved, practice is necessary to develop the skills to 
advance the tube into the trachea.

      Storz Video Laryngoscope 
 The Storz Direct Coupled Interface (DCI) Video laryngo-
scope (Karl Storz GmbH, Tuttlingen, Germany) is a video 
device that integrates fi beroptics and a lens into a metal blade 
with the shape of conventional Miller and Macintosh blades. 
The blade connects to a device-specifi c camera, which trans-
mits the fi beroptic image from near the tip of the blade to a 
video monitor. One advantage of these video laryngoscope 
blades is that they can be used for direct laryngoscopy; there-
fore, if the direct laryngoscopy view is poor the operator can 
convert to using the video monitor view. This is particularly 
useful in children who are suspected but not known to be dif-
fi cult to intubate by direct laryngoscopy. Unlike many other 
video systems the Storz Miller 1 video laryngoscope allows 
documentation of the direct laryngoscopy grade prior to intu-
bating using video guidance. There have been a number of 
studies looking at the Storz Video Laryngoscope in children 
with normal airways [ 49 ,  50 ], with the results generally 
showing improved laryngoscopic views with slightly longer 
intubation times. The Storz Miller 1 video laryngoscope has 
also been shown to improve laryngoscopy grade and intuba-
tion success in a diffi cult airway manikin model [ 51 ]. The 
Storz Video Laryngoscope is a useful adjunct in the manage-
ment of the diffi cult infant airway, and at our center is a pop-
ular tool to rescue infants in whom direct laryngoscopy has 
failed.  

   Airtraq 
 The Airtraq Optical Laryngoscope (Prodol Meditec S.A., 
Vizcaya, Spain) is an excellent example of a modern device 
incorporating improvements of the innovative features of the 
Bullard laryngoscope (Fig.  28.4 ). It is an optical laryngo-
scope that has a curved, low profi le blade. Along the side of 
the device is a channel that the tube is loaded into that directs 
it towards the center of the fi eld of view when it is advanced. 

A magnifi ed  wide- angle image from near the tip of the device 
is delivered to the eyepiece from the lens using prisms and 
mirrors; there are no fi beroptics. The incorporated light 
source warms the lens, which makes fogging less of a prob-
lem. Guidance of the endotracheal tube using the airtraq is 
different from other video laryngoscopes without a channel 
in that it requires the manipulation of the entire device to 
direct tube. The Airtraq is the only optical laryngoscope that 
is completely disposable. Furthermore, each unit is relatively 
inexpensive, it is as portable as a standard laryngoscope, it 
requires minimal setup, and it can be purchased and stored 
without need for maintenance. All of these properties make 
the airtraq particularly attractive for use in intensive care 
units, emergency rooms, and for use by specialized transport 
teams. The Airtraq is available in pediatric and infant sizes. 
While there are models without the tube- directing channel 
that can be used for nasotracheal intubations, however for 
diffi cult airway management this device is best used for 
orotracheal intubation.

      Optical Stylets 
 Optical stylets are rigid metal stylets onto which a tracheal 
tube is loaded that deliver an image from the stylet’s tip to an 
eyepiece through fi ber optics. The optical stylet can be a use-
ful adjunct in the management of routine and diffi cult pedi-
atric intubations [ 15 ,  52 – 54 ]. It is an uncomplicated tool that 
is easily learned, portable, and simple to prepare. There are 
presently two commercially available pediatric sized models 
available in the U.S.- the Shikani Optical Stylet (Clarus 
Medical, Minneapolis, MN, USA) and the Storz Bonfi ls 
(Karl Storz GmbH, Tuttlingen, Germany) (Fig.  28.5 ). Many 
fi nd navigation of the tip of an optical stylet to be more intui-
tive than navigation with a fl exible bronchoscope. With opti-
cal stylet intubation, the tip of the stylet is positioned at the 
glottic inlet and the tracheal tube is then advanced off of the 
stylet into the trachea. Because these devices are rigid they 
can be used to displace soft tissue. Like indirect 

  Fig. 28.4    Airtraq Optical Laryngoscope. An optical laryngoscope that 
has a curved, low profi le blade. Along the side of the device is a channel 
that the tube is loaded into that directs it towards the center of the fi eld 
of view       
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 laryngoscopes, intubation can be  performed without extend-
ing the neck. These devices are portable, and are relatively 
inexpensive, and they can be used on patients of all ages. 
Limitations include the learning curve with these devices, 
and visualization problems due to fogging, blood, and secre-
tions in the airway may make intubation diffi cult. Other dis-
advantages include a short optical depth of fi eld and the 
potential for impaired visualization from fogging and secre-
tions. Finally, when not used with a camera and video dis-
play, the operator may lose sight of position in the airway 
when his/her attention is directed through the eyepiece.

      Laryngeal Masks as Intubation Conduits 
 Laryngeal masks continue to have an important place in the 
management of the challenging pediatric airway. They are 
useful both as ventilation adjuncts and as conduits for tra-
cheal intubation. Since the development of the original 
laryngeal mask airway, there has been a proliferation of new 
supraglottic airway devices for use in adults and children. 
While some models fail to offer signifi cant design improve-
ments, others have improved on the original design by Dr. 
Brain [ 55 ], making specifi c modifi cations to facilitate pediat-
ric use. Some of these, such as the Air-Q (LMA North 
America, San Diego CA, USA) (Fig.  28.6 ) have been specifi -
cally designed for use as conduits for tracheal intubation. 
Laryngeal masks remain a critically important adjunct in the 
airway management of the infants and neonates. One advan-
tage to using a laryngeal mask as an intubation conduit is that 
ventilation is readily established between and even during 
intubation attempts. Intubation through a laryngeal mask 
should be performed under fi beroptic guidance only. Blind 
intubation through a laryngeal mask is not recommended in 
children [ 41 ,  42 ]. The use of a laryngeal mask as an intuba-
tion conduit likely requires expert consultation; the nuanced 
skill set for performing this technique requires practice to 
acquire and maintain.

   The Air-Q (Mercury Medical) is a curved laryngeal mask 
that has unique characteristics that facilitate fi beroptic intu-
bation with cuffed endotracheal tubes in infants and neonates 
without the need to performing additional maneuvers. The 
airway tube is wide enough to accommodate the pilot bal-
loon of standard endotracheal tubes and the length is short-
ened to facilitate the removal of the mask after tracheal 
intubation. The 15 mm adapter on the airway tube is detach-
able which facilitates passage of the pilot balloon of a cuffed 
tube following fi beroptic intubation through the device. 
As with other laryngeal masks, it is easy to insert and posi-
tion and full glottic visualization is readily achieved when 
the fi beroptic bronchoscope is advanced to the laryngeal 

  Fig. 28.6    Air-Q Laryngeal mask airway specifi cally designed for use 
as conduits for tracheal intubation       

  Fig. 28.5    Storz Bonfi ls. Optical stylets are rigid metal stylets onto 
which a tracheal tube is loaded that deliver an image from the stylet’s 
tip to an eyepiece through fi ber optics       
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aperture of the device. The manufacturer supplies a stabilizer 
bar that is used to stabilize the tracheal tube as the air-Q is 
removed. The air-Q is a useful adjunct in management of 
diffi cult pediatric airway management that addresses several 
issues that can make the use of laryngeal masks as intubation 
conduits in the smallest patients challenging.    

    The Unanticipated Diffi cult Airway 

 When an airway proves unexpectedly diffi cult, the degree of 
preparation discussed above has often not been done. 
Nonetheless, practitioners should have alternative plans for 
airway management every time an intubation is planned, 
including plans for managing unexpected diffi culties. All of 
the appropriate ventilation adjuncts should be available, and 
an alternative plan for tracheal intubation other than direct 
laryngoscopy should be in place. Failure at initial intubation 
attempts should trigger escalation of care in the form of call-
ing for help and readying additional equipment. Simulation 
offers an attractive approach to preparing for managing an 
unexpected diffi cult airway. Defi ciencies of equipment and 
institutional preparedness as well as provider decision- 
making skills can be identifi ed and addressed, allowing for 
potential patient harm to be averted.  

    Systems Management 

 Safe and effective diffi cult pediatric airway management is 
fostered by the presence of a number of institutional factors. 
These include (but are not limited to) the dedication of 
 adequate institutional resources toward the acquisition and 
maintenance of appropriate equipment, implementation of 
management algorithms and triggers for escalation of care, 
and educational activities to develop and maintain the skills 
required for the care of these children. 

 In terms of equipment, a pediatric diffi cult airway cart 
should be available in several critical locations at any institu-
tion managing critically ill children, and we suggest that all 
carts are identical in equipment and placement. Suggested 
contents of a pediatric diffi cult airway cart are listed in 
Table  28.6 .

   Escalation of care should be discussed at individual insti-
tutions and specifi c protocols put into place for critical situa-
tions. An example of an escalation of care trigger might be 
that a policy is implemented whereby three failed intubation 
attempts using direct laryngoscopy mandates a call for help, 
reassessment of the intubation strategy, and use of an 
 alternative intubation device. Institutions should also have in 
place mechanisms to ensure providers acquire and maintain 
the requisite skills. For example, simulation programs 
can help foster an effective nursing and physician team 
approach for airway management in the ICU. Development 

and maintenance of skill set with specifi c devices can be 
achieved through simulation and semi-elective use in patients 
without cardiopulmonary compromise requiring intubation 
for  procedures or regular rotation/experience in the operating 
room. In larger pediatric hospitals, diffi cult airway teams 
able to respond to critical situations should be defi ned, avail-
able, and easily triggered into action. Pediatric anesthesiolo-
gists and otolaryngologists are integral members of these 
teams for development, training, and implementation.  

    Tracheal Extubation in the Child 
with a Diffi cult Airway 

 Tracheal extubation of a child with a diffi cult airway can be 
challenging in terms of resources, location, and personnel. 
First, it is not practical and likely not necessarily safe to 
 extubate every child in the operating room. It is up to the 
intensivists in coordination with members of the diffi cult 
 airway team (anesthesia, ENT) to determine the optimal 
location. There are several advantages to extubation of a 
child with a diffi cult airway in the operating room, including: 
equipment availability (including room for equipment), 

   Table 28.6    Suggested contents of a pediatric diffi cult airway cart   

 Ventilation adjuncts: 
  Facemasks, sizes neonate-adult 
  Oral airways, sizes – expected neonate-adult 
  Nasopharyngeal airways- sizes 12 French- 34 French 
  Laryngeal mask airway- Full complement of sizes 
 Tracheal tubes: 
  Full complement of cuffed pediatric size tubes (3.0–8.0 mm I.D.) 
  Uncuffed pediatric tubes (2.5–5.0 mm I.D.) 
  Tracheal tube stylets in sizes for use in various tube sizes 
 Medications: 
  2 % Lidocaine 
  Viscous lidocaine 
  Oxymetazoline spray 
 Laryngoscopes: 
   Standard laryngoscope with full complement of curved and 

straight blades 
  Indirect laryngoscope with appropriate size blade 
 Specialized equipment: 
  Airway exchange catheters, full complement of sizes 
  14 Gauge angiocatheters 
  Jet ventilator 
  Emergency cricothyrotomy kit (small pediatric and adult sizes) 
  Carbon dioxide detection devices 
  Surgical tracheostomy tray 
 Miscellaneous items: 
  Malleable atomizers 
  Syringes 
  14–16 Gauge angiocatheters 
  Water-based lubricant jelly 
  Tongue depressors 
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adjustable operating room bed, proper/adjustable lighting, 
surgical team availability and comfort. Disadvantages 
include: timing (OR availability), resource utilization, trans-
port of a critically ill patient, and transfer of care of a criti-
cally ill patient to a new team. If the intensive care team 
decides to extubate the trachea of a child with a diffi cult 
 airway in the ICU, it is important for the team to have plans 
in place to deal with the known problems and the unforeseen 
problems that may have developed since the initial intuba-
tion. The fi rst step in planning for the extubation of a diffi cult 
airway is to review the records of previous intubations, and if 
possible to have a direct discussion with the team members 
who performed the previous intubations about technique, 
equipment, and potential pitfalls. Second, is to plan for 
potential changes in anatomy and physiology that may have 
taken place since the initial intubation: airway edema, laryn-
gotracheal injury, cardiopulmonary dysfunction, and ongo-
ing neurologic injury. A diffi cult airway cart should be 
readily available, appropriate medications available for re-
intubation and cardiopulmonary support, and team members 
trained and facile with the pediatric diffi cult airway. A fi nal 
important consideration is the time of day to attempt the 
extubation of a diffi cult airway. While some failures may 
occur immediately post-extubation due to laryngotracheal or 
neurologic dysfunction, many extubations fail several hours 
later due to ongoing cardiopulmonary compromise. This 
should be taken into account based on resources available 
(especially at night) that can deal with a pediatric patient in 
respiratory distress and a diffi cult airway, a potentially lethal 
combination.  

    Conclusion 

 Pediatric diffi cult airway management in the intensive 
care environment presents a wide range of challenges. 
Children in whom airway management is expected to be 
diffi cult are often unable to cooperate with awake airway 
management techniques that are often primary approach 
in adult patients. The availability of a variety of indirect 
laryngoscopes has signifi cantly increased the intensivist’s 
ability to safely manage many of these children in the 
ICU. Successful airway management in these children 
requires careful planning, preparation, and often multidis-
ciplinary cooperation.     
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    Abstract 

 In children, central venous catheters are most often used for cardiovascular monitoring, 
emergency vascular access, intermittent blood removal for laboratory analysis, fl uid and 
drug administration, plasmapheresis, hemodialysis, and long-term chemotherapy. This 
chapter provides an overview of choices in central venous access sites, describes central 
venous catheterization techniques, and delineates associated risks and complications. 
Decisions regarding the “best” site for central venous cannulation depend upon patient 
specifi c clinical variables, risk of complications, operator experience, future vascular access 
needs, and projected length of time the catheter will remain in place. In 2011, the Centers 
for Disease Control (CDC) published updated recommendations regarding the selection, 
insertion, maintenance, and discontinuation of central lines. This guideline deserves review 
by practitioners who insert and/or maintain central venous lines in children (see Table 29.1). 
The femoral vein is the most common site for central venous access in children. This site 
may have the lowest insertion risk profi le and a high degree of operator experience across 
multiple specialties. In adult patients, IJ and subclavian vessels are preferred sites because 
the rates of infection and deep venous thrombosis may be less than that found with femoral 
venous catheterization, however in children these differences are less clear. In children, 
operator experience and need for minimal sedation when placing femoral catheters, are 
important drivers in site choice. The subclavian vein is the preferred route for long-term 
venous access in children because it is easily inserted via the tunneled approach, is well 
tolerated, and is associated with few complications. Standard landmark insertion techniques 
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still apply however the role of ultrasound guided CVC placement is growing in popularity 
and is recommended by some regulatory groups. Inexperienced operators may benefi t most 
from ultrasound guided insertion. Pediatric providers should use their judgment about when 
to apply this important adjunct for line placement.  

  Keywords 

 Central Line   •   Percutaneous Venous Access   •   Central Venous Access   •   Central Line 
Placement   •   Vascular Access  

        Introduction 

 Percutaneous central venous access is a common procedure 
performed in emergency departments (ED) and intensive 
care units. In adults, in the United States, approximately 
three million central venous catheters are placed annually, 
resulting in 15 million central venous catheter (CVC) days 
in ICUs each year [ 1 ,  2 ]. Like adults, critically ill children 
often require central venous catheter placement. These cath-
eters are used for cardiovascular monitoring, emergency 
vascular access during crisis situations, intermittent blood 
removal for laboratory analysis, fl uid and drug administra-
tion, plasmapheresis, hemodialysis, and long-term chemo-
therapy [ 3 – 7 ]. Chiang et al., in a retrospective review of ED 
admissions over 5 years, reported that among all patients 
who required placement of a central venous catheter, 20 of 
121 patients (17 %) had the catheter placed as a result of a 
cardiac or respiratory arrest, 78 patients (64 %) had catheters 
placed for lack of peripheral access, and 23 patients (19 %) 
had catheters placed for inadequate or unstable peripheral 
access [ 5 ]. Multiple sites using varied techniques have been 
described for obtaining central venous access in children. 
Each site and access method has associated risks and ben-
efi ts. This chapter will provide an overview of choices in 
central venous access sites, describe standard techniques 
for central venous catheterization, and delineate associated 
risks and complications. Other methods of venous access, 
such as intraosseous access, venous cut down, or peripher-
ally inserted central catheters, will not be part of this review 
because they are well outlined in other standard references 
[ 7 ]. Catheter related blood stream infections and catheter 
related thrombosis are the subject of other chapters in this 
textbook and will be only briefl y discussed here.  

    Choice of Sites and Type of Catheter 

 There are multiple sites available for central venous cath-
eterization in children. These sites include the femoral, sub-
clavian, internal and external jugular, and axillary veins. 
Recently peripherally inserted central catheters (PICCs) have 
been used more frequently to obtain central venous access. 
PICCs are usually inserted into the basilic or cephalic veins 
and then advanced into the central circulation. Decisions 

regarding the “best” site for central venous cannulation 
depend upon multiple patient specifi c clinical variables, risk 
of complications, operator experience, future vascular access 
needs, and projected length of time the catheter will remain 
in place [ 8 – 11 ]. Practitioners who insert central lines should 
be familiar with the existing evidence to minimize untow-
ard complications associated with these invasive devices. 
In 2011, the Centers for Disease Control (CDC) published 
updated recommendations regarding the selection, insertion, 
maintenance, and discontinuation of central lines [ 12 ]. The 
CDC guideline provides exhaustive recommendations per-
taining to the maintenance care of catheters and their attach-
ment devices, all focused upon infection prevention. Most 
of these recommendations pertain to nursing practice and 
are beyond the scope of this chapter. However, Table  29.1  
summarizes the CDC recommendations most relevant to 
practitioners who insert central venous catheters. Much of 
this information is not new and some recommendations are 
derived from adult patients with central lines and therefore 
may have limited value to the pediatric practitioner. A cou-
ple of items deserve specifi c mention. A category 1A rec-
ommendation is to avoid the use of the subclavian vein for 
percutaneous access in patients with advanced kidney dis-
ease or those receiving chronic hemodialysis. This recom-
mendation is intended to prevent subclavian vein stenosis 
and preserve the use of the subclavian vein for future access 
needs. Another item pertains to the recommendation to use 
new sterile gloves when handling the new catheter during 
guidewire exchange (Category II recommendation) and a 
1B recommendation to use guidewire exchange to replace a 
malfunctioning catheter if there is no evidence of infection.

   The femoral vein is the most common site for central 
venous access in children, especially in the emergency setting 
[ 5 ]. This site may have the lowest insertion risk profi le and a 
high degree of operator experience across multiple special-
ties, hence its frequent use. In a cohort of 121 ED patients 
who required central venous access, 101 (83 %) had CVC 
placement in the femoral vein, 12 (10 %) had the catheter 
placed in the subclavian vein, and 7 (6 %) in the internal jug-
ular vein [ 5 ]. Clinical variables that may impact the choice 
of site for cannulation include the coagulation status of the 
patient, whether the patient is breathing spontaneously or 
via mechanical ventilation, and the severity of the patient’s 
respiratory illness. For example, patients with a signifi cant 
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coagulopathy may be at greater risk from inadvertent arterial 
puncture, especially if the access site does not easily allow for 
direct pressure to the artery. This could make subclavian veni-
puncture higher risk compared to the femoral approach. For 
patients breathing spontaneously (less likely to hold still for 
the procedure) or those requiring high ventilator settings, the 
risk of an unplanned pneumothorax associated with the sub-
clavian or internal jugular approach could make the femoral 
vein the preferred site. Subclavian and internal jugular sites 
may have lower catheter maintenance risks including lower 
infection rates compared to the femoral vein and thus may be 
preferred when central venous access is performed electively 
and the duration of cannulation is expected to be prolonged 
[ 2 ,  13 ]. Additionally, vein caliber can limit the size of catheter 
that can be inserted. This is of particular concern for infants 
and toddlers where lower extremity vessels are disproportion-
ally smaller compared to above the diaphragm vessels. If a 
large-caliber vessel is required for fl ow- dependent extracor-
poreal therapies (e.g., CRRT, ECMO), then site selection may 
be determined by the necessary cannula size.  

    Femoral Venous Catheterization 

    Demographic and Historical Data 

 Studies from the 1950s reported high complication rates 
from femoral vein cannulation and as a result femoral venous 
access fell out of favor [ 14 ]. Today, femoral vein catheteriza-
tion is frequently used in critically ill children because of its 
relatively low risk profi le and high insertion success rate, in 
a variety of clinical settings.  

    Indications and Contraindications 
for Placement 

 Femoral veins are excellent central venous access sites in 
critically ill children. The femoral veins are attractive because 
they are perceived as a simple site for percutaneous insertion, 
especially by inexperienced operators and the cannulation can 
often be performed with minimal supplemental sedation. This 

   Table 29.1    Centers for disease control’s recommendations for the selection, insertion, and removal of central lines   

  Category IA: strongly recommended for implementation and strongly supported by well-designed experimental, clinical or 
epidemiologic studies  
   Educate healthcare personnel re central line indications, proper insertion/maintenance practices, and infection control measures to prevent 

intravascular catheter-related infections 
  Periodically assess knowledge of and adherence to proper central line practices for all involved personnel 
  Designate only trained personnel who demonstrate competence for insertion/maintenance of central lines 
  Achieve skin antisepsis at the insertion site with a chlorhexidine-alcohol product 
  Employ maximal sterile barrier precautions during central line insertion, including sterile gloves 
  Avoid subclavian site if advanced kidney disease or chronic hemodialysis (to avoid subclavian vein stenosis) 
   Use antibiotic -impregnated central lines if the catheter is expected to remain in place >5 days if, after successful implementation of a 

comprehensive strategy to reduce rates of CLABSI, the CLABSI rate is not decreasing 
  Category IB: strongly recommended for implementation and supported by some experimental, clinical, or epidemiologic studies and a 
strong theoretical rationale; or an accepted practice (e.g. aseptic technique) supported by limited evidence  
  Maintain aseptic technique for the insertion and care of intravascular catheters 
   Hand hygiene should be performed before and after palpating catheter insertion sites as well as before and after inserting, replacing, 

accessing, repairing, or dressing a central line 
  Select a central line with the fewest number of ports/lumens essential for patient management 
  Use a guidewire exchange to replace a malfunctioning temporary catheter if no evidence of infection is present 
  Do not routinely replace nor exchange over a guidewire central lines to prevent catheter-related infections 
  When adherence to aseptic technique cannot be ensured (e.g., medical emergency), replace as soon as possible 
  Use ultrasound guidance to place central lines – if this technology is available and inserter trained in its use 
   Use a chlorhexidine-impregnated sponge dressing for temporary short-term catheters if the CLABSI rate is not decreasing despite adherence 

to basic prevention measures, including education and training, appropriate use of chlorhexidine for skin antisepsis, and maximum sterile 
barrier precautions 

  Category II: suggested for implementation and supported by suggestive clinical or epidemiologic studies or a theoretical rational  
   In adults, use an upper-extremity site for catheter insertion; replace a catheter inserted in a lower extremity site to an upper extremity site as 

soon as possible 
  Use new sterile gloves before handling the new catheter when guidewire exchanges are performed 
  Use a sutureless securement device to reduce the risk of infection for intravascular catheters 
   Use prophylactic antimicrobial lock solution in patients with long term catheters who have a history of multiple CRBSI despite optimal 

maximal adherence to aseptic technique 
   Do not remove CVCs or PICCs on the basis of fever alone. Use clinical judgment regarding the appropriateness of removing the catheter if 

infection is evidenced elsewhere or if a noninfectious cause of fever is suspected 
   Remove umbilical catheters as soon as possible when no longer needed or when any sign of vascular insuffi ciency to the lower extremities is 

observed. Optimally, umbilical artery catheters should not be left in place >5 days. Umbilical venous catheters should be removed as soon as 
possible when no longer needed, but can be used up to 14 days if managed aseptically 
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is particularly important in children who are not receiving 
mechanical ventilation at the time of catheter placement. In 
addition, risks of life-threatening complications at the time of 
insertion are reduced because of easy compressibility of local 
vessels (femoral artery) and the remote location from the lung. 
The femoral vessels are also preferred if there are relative or 
absolute contraindications to accessing the jugular or subcla-
vian veins. For example, in patients at risk for intracranial 
hypertension, placement of central venous catheters in the jug-
ular or subclavian veins may precipitate vascular thrombosis, 
which could create obstruction to cerebral venous drainage 
and potentially life threatening increases in intracranial hyper-
tension. In this clinical setting, a femoral venous catheter may 
be preferred [ 8 ]. In addition, patients with severe respiratory 
failure who require high mechanical ventilatory pressures may 
be at increased risk should a pneumothorax develop during the 
placement of a cervicothoracic central venous catheter. In this 
setting the femoral site may be preferred as well. In patients 
with a recognized coagulopathy, the femoral site is preferable 
because direct compression of the femoral vessels can occur, 
especially in the event of inadvertent puncture of the femo-
ral artery [ 8 ]. Multiple studies demonstrate that femoral vein 
catheterization is a rapid and safe route for obtaining intra-
venous access in patients requiring massive intravenous fl uid 
infusions or following cardiac arrest [ 4 ,  15 ,  16 ]. Furthermore, 
the femoral artery provides an easily recognized landmark to 
facilitate straightforward catheter insertion. 

 Some clinical situations warrant placement of central venous 
catheters at sites other than the femoral vein. Trauma to the 
lower extremity, pelvis, or inferior vena cava is a relative con-
traindication for femoral vein catheterization [ 8 ]. In addition, 
bulky abdominal tumors, inferior vena cava, common iliac, or 
femoral thrombosis, abdominal hematomas, venous anomalies 
and prior pelvic radiation are associated with increased risk of 
complications from femoral venous catheter placement [ 17 ]. 

 In adult patients, practitioners have traditionally avoided 
femoral CVC placement because of concerns about the risk 
of deep venous thrombosis, excess infectious risks compared 
to other sites, and potentially inaccurate central venous pres-
sure measurements derived from the femoral vessels [ 18 – 21 ]. 
While the jury may still be out in the adult critical care com-
munity regarding the use femoral catheters, evidence in chil-
dren suggests a safer risk profi le for femoral catheters than is 
observed in adults, especially when catheters are used for short 
periods of time [ 22 ,  23 ]. Perceived ease of insertion combined 
with a low insertion risk profi le, often make the femoral vessels 
the preferred site in children [ 23 ,  24 ]. In adults and children, 
there is a wide range of reported rates for venous thrombosis 
associated with central venous catheters (1–60 %), however 
the thrombosis rates in children, are not signifi cantly different 
between the femoral vessels and cervicothoracic vessels [ 25 , 
 26 ]. Furthermore, in children, infectious complications associ-
ated with femoral venous catheters are similar and in one report 
less than that reported for cervicothoracic central venous cath-
eters [ 27 – 29 ]. Finally, multiple studies have demonstrated that 

in the absence of elevated intraabdominal pressures and even 
in the presence of high mechanical ventilatory support, central 
venous pressure measurements derived from femoroiliac veins 
are similar to measurements obtained from cervicothoracic 
veins and may accurately predict right atrial pressures [ 30 – 33 ].  

    Anatomy 

 The femoral vein lies in the femoral sheath, medial to the 
femoral artery immediately below the inguinal ligament 
(Fig.  29.1 ). The femoral triangle is an anatomic region of 
the upper thigh with the boundaries including the inguinal 
ligament cephalad, sartorius muscle laterally, and adductor 
 longus muscle medially. The contents of the femoral triangle 
from lateral to medial are the femoral nerve, femoral artery 
and femoral vein. The femoral sheath lies within the femoral 
triangle and includes the femoral artery, femoral vein and 
lymph nodes. The femoral vein runs superfi cially in the thigh 
approaching the inguinal ligament in the femoral triangle. 
The vein dives steeply in a posterior direction, superior to the 
inguinal ligament, as it becomes the iliac vein. The femoral 
vein lies medial to the femoral artery in the femoral sheath 
inferior to the inguinal ligament. In patients with a palpa-
ble pulse, the femoral vein can be located just medial to the 
femoral arterial pulse inferior to the inguinal ligament. In 
pulseless patients, the femoral artery can be assumed to be at 
a point half-way along a line drawn from the pubic tubercle 
to the anterior superior iliac spine, at a level 1–2 cm inferior 
to the inguinal ligament. The femoral vein is located 0.5–
1.5 cm medial to the center of the femoral artery, depending 
upon the size of the patient [ 34 ].
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  Fig. 29.1    Femoral Vein Anatomy (Source: PALS Provider Manual © 
1997, American Heart Association, Inc)       
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       Insertion Technique 

 Femoral vein insertion should be performed using the 
Seldinger technique [ 35 ]. The Seldinger technique was fi rst 
described by Sven Seldinger in 1953 and enabled practitio-
ners to insert a large size catheter over a guidewire that was 

placed in the vein by venipuncture with a small size needle 
(Fig.  29.2 ). The femoral site should be prepared and draped 
as for any surgical procedure and in non-emergent clinical 
situations, using full sterile barrier (Fig.  29.3 ) [ 36 ]. The 
 optimal position of the leg can vary according to the prefer-
ence of the operator – some prefer slight external  rotation 

a b

c d

  Fig. 29.2    Seldinger    Technique for central venous catheter insertion. 
( a ) Insert needle into the target vessel and pass the fl exible end of the 
guidewire into the vessel. ( b ) Remove the needle, leaving the guidewire 
in place. ( c ) Using a twisting motion, advance the catheter into the ves-

sel. ( d ) Remove the guidewire, and connect the catheter to an appropri-
ate fl ow device or monitoring device (Source: PALS Provider Manual 
© 2002, American Heart Association, Inc)       
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at the hip and others prefer full “frog leg” external rotation. 
The location of the femoral vein is 0.5–2 cm inferior to the 
inguinal ligament, just medial to the femoral artery. Because 
the overlying skin in the inquinal region, especially in 
babies, is often slack and redundant, it can be important to 
develop a method to maintain traction on the skin while pal-
pating for the arterial pulse and then maintaining this trac-
tion while inserting the needle (Fig.  29.4a , b). The syringe 
should be held at a 30–45° angle from the skin, aimed ceph-
alad over the femoral vein site. Some operators approach 
the vessel from the side  maintaining traction on the skin 

and palpating the pulse with the opposite hand (Fig.  29.5 ), 
while others approach the vessel directly (Fig.  29.4b ). Most 
operators locate the vein and obtain venous blood fl ashback 
by advancing the needle/syringe at a 30° angle toward the 
ischial ramus while withdrawing the syringe plunger, cre-
ating negative pressure within the syringe (Fig.  29.5 ). If 
venous blood is not returned, the needle/syringe should be 
slowly withdrawn, pulling back constantly on the plunger. 
If the vein is not located, redirect the needle searching from 
medial to lateral until the vein is located. To avoid lacerat-
ing the vessels, the needle should be withdrawn to the skin 
surface prior to changing direction. Puncture of the vein is 
indicated by blood return (fl ashback in the syringe) while 
advancing or slowly withdrawing the needle. An alternative 
method to locate the vein is to advance the needle/syringe 
over the vein site toward the ischial ramus to a depth of 
1–2 cm without negative pressure in the syringe and then 
withdraw the needle applying negative pressure to the 
syringe, thus obtaining venous blood fl ashback on the with-
drawal of the needle. The advantage of this method is that it 
allows the operator to fi rmly rest the hand on the thigh dur-
ing needle/syringe withdrawal, which allows the operator to 
freeze when venous blood fl ashback occurs. This is espe-
cially important in small infants where the cross-sectional 
area of the needle and that of the vein are similar in size 
and as a result it is easy for the needle to move outside the 
lumen of the vessel as the syringe is gently removed from 
the needle. By freezing the operator’s hand in position, this 
method allows for greater success with guidewire placement 
(Fig.  29.6 ). Kanter et al. demonstrated by use of ultrasound 
that the greatest probability of successful puncture of the 

  Fig. 29.3    Full sterile barrier during elective insertion of central venous 
catheter       

a b

  Fig. 29.4    ( a ) Palpation of femoral pulse with traction on redundant skin. ( b ) Skin traction is maintained as initial skin puncture occurs. The needle 
is advanced through the vessel and venous fl ashback occurs as the needle is withdrawn using negative pressure on the syringe       
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femoral vein was located 4–5 mm medial to the femoral 
artery pulse [ 37 ]. In addition, if it is assumed that entry into 
the central half of the vein will result in successful catheter-
ization, successive attempts 5 mm and 6 mm medial to the 
pulse would result in cumulative successful insertion in 53 
and 61 %, respectively, with no arterial punctures. A third 
attempt 4 mm medial to the pulse further increases cumula-
tive success to 78 %, but the arterial puncture rate would 
increase to 3 %. Ultrasound guided central venous puncture 
is becoming common practice in adults and may increase 
insertion success rates and reduce insertion complication 
rates, especially for inexperienced operators or in diffi cult 

access patients such as obese patients, patients with poor 
arterial pulses, or those with  partial vessel thrombosis [ 38 ].

       As described by Seldinger, after observing blood return, 
the syringe is disconnected from the needle hub and the 
guidewire is advanced through the needle and into the vein. 
It is important to leave part of the wire in view at all times. 
The advancement of the wire should be smooth without 
meeting any resistance. If resistance occurs during guidewire 
advancement, it is possible the wire is meeting a previously 
unrecognized thrombus, is advancing into the subcutaneous 
tissue, or most likely is advancing into the ascending lumbar 
veins which drain into the common iliac veins proximal to 
the femoral vein. Once the wire is in good position, remove 
the needle over the wire, holding the guidewire in place. 
Make a small ¼ to ½ cm skin incision at the site of entry of 
the guidewire into the skin. Be certain that the bevel of the 
scalpel blade is away from the guidewire. Hold the dilator 
near its tip and advance the dilator over the guidewire into the 
femoral vein. The dilator should be advanced using a gentle 
boring motion. Holding the guidewire in place, remove the 
dilator while applying light pressure to the femoral site, as 
bleeding is likely to occur when the dilator is removed. Place 
the catheter over the guidewire and insert into the femoral 
vessel. Once the catheter is inserted, remove the guidewire 
and aspirate blood through the catheter to ascertain place-
ment and patency of the catheter. Secure the catheter in place 
and cover with a sterile dressing. 

 Important warnings to consider during cannulation of 
the femoral vein include: (1) puncture of the femoral artery 
requires application of direct pressure for 5–10 min or until 
hemostasis is achieved; (2) never push the guidewire or 
catheter against resistance, properly placed guidewires fl oat 
freely; (3) the guidewire can be sheared off if pulled out of 
the needle against resistance, if resistance is met on with-
drawal of the guidewire, pull out the needle and the guide-
wire simultaneously; (4) the guidewire should remain in view 
at all times because guidewires have remained in vessels or 
have fl oated into the central circulation when not properly 
monitored (Fig.  29.7 ).

       Confi rmation of Placement 

 Confi rmation of proper CVC position is required after place-
ment of all CVCs. A post-procedure x-ray is the initial and 
usually only confi rmatory test needed after femoral vein 
catheter insertion [ 39 ]. Some have questioned the value of 
confi rmatory x-rays for uncomplicated placement of femoral 
venous catheters, however unsuspected catheter tip placement 
in the ascending lumbar veins can occur with potentially seri-
ous consequences, especially if such placement is unrecog-
nized [ 40 ]. Several clinical variables can alert the  clinician to 
possible improper femoral catheter placement: (1) guidewire 

45°

  Fig. 29.5    One approach to the femoral vessel – needle and syringe 
advanced at 45 °  angle to the skin (Source: PALS Provider Manual © 
1997, American Heart Association, Inc)       

  Fig. 29.6    Operator’s hand resting on infant’s thigh allowing the hand 
to freeze when venous fl ashback occurs       
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that meets resistance during advancement - suspect  ascending 
lumbar placement or thrombosis; (2) bright red blood or arte-
rial pulsation when vessel puncture takes place – suspect 
arterial placement; (3) catheter tip on x-ray that points too 

cephalad – suspect ascending lumbar placement (Fig.  29.8 ); 
(4) catheter tip on x-ray that crosses the midline from the 
right groin position or tip that is too cephalad from the left 
– suspect arterial placement (Fig.  29.9 ). If the location of the 
catheter tip is in question a dye study should be performed 
to confi rm proper placement in the vascular bed (Figs.  29.8b  
and     29.9b ). Placing a transducer on the end of the catheter or 
sending blood from the catheter for blood gas determination 
may help distinguish arterial from venous placement.

        Complications and Risks 

 Femoral venous catheterization in children is generally 
regarded as safe, but as with all central venous catheters, 
complications do occur. In a prospective study evaluating 
femoral vascular catheterization in children, Venkataraman 
et al. reported that 74 of 89 (83 %) femoral venous cath-
eterizations had no complications during catheter insertion 
and the other 15 (17 %) had either minor bleeding or hema-
tomas at the insertion site [ 6 ]. During 13 of these femoral 
vein catheterizations, there was inadvertent puncture of 
the femoral artery. Overall catheterization success rate was 
94.4 %. Less experienced operators required signifi cantly 
more attempts (2.6 ± 1.5) to attain success than experienced 
operators (1.5 ± 0.5). Forty-fi ve (51 %) patients were ≤1 year 
of age. The median duration of catheterization was 5 days 

a b

  Fig. 29.8    ( a ) Left femoral venous catheter tip pointing cephalad. ( b ) Dye confi rmation of ascending lumbar catheter placement       

  Fig. 29.7    Guidewire    left in right femoral vein hemodialysis catheter 
( arrow )       
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with 21 % as ≤3 days duration, 43 % as 4–7 days, 26 % as 
7–14 days, and 10 % as >14 days. Long-term complications 
were uncommon. Sixty-eight patients had no long-term com-
plications, eight had leg swelling (all <1 year of age) and 11 
patients had either suspected or confi rmed catheter related 
blood stream infection. Kanter also examined the safety and 
effectiveness of femoral central venous catheter insertion 
[ 8 ]. This prospective observational study included 29 pedi-
atric patients who underwent attempted percutaneous femo-
ral venous catheter placement. Femoral catheterization was 
successful in 86 % of patients attempted. Arterial puncture 
was the only signifi cant complication of insertion, occur-
ring in 14 % of patients and was not associated with adverse 
sequelae. The most signifi cant complication associated with 
indwelling femoral central venous catheters was leg swell-
ing or documented thrombosis, which occurred in 11 % of 
74 critically ill patients during a 4 year period of observa-
tion. Lastly, Stenzel et al. prospectively reviewed complica-
tion rates over a 45 month period for percutaneously placed 
femoral and non-femoral central venous catheters [ 29 ]. Of 
the 395 catheters placed during this time period, 41 % were 
femoral. The mean duration of catheterization was 8.9 days. 
No complications occurred during femoral catheter insertion. 

Of the 162 femoral catheters, nine non-infectious complica-
tions occurred, which included four thromboses, one vessel 
perforation, one embolism, one catheter discontinuity, and 
two bleeding episodes. Stenzel concluded, “Femoral venous 
catheterization offers practical advantages for central venous 
access over other sites. The low incidence of complications 
in this study suggests that the femoral vein is the preferred 
site in most critically ill children when central venous cath-
eterization is indicated.”   

    Subclavian Vein Catheterization 

    Demographic and Historical Data 

 The infraclavicular approach to subclavian vein catheteriza-
tion was originally introduced in 1952 [ 41 ]. Supraclavicular 
approaches to the subclavian vein have been described but 
have not gained wide popularity as the primary approach 
for subclavian vein catheterization, though complication 
rates between the two approaches are similar [ 42 ]. Groff and 
Ahmed were among the fi rst to describe their  experience 
with subclavian vein catheterization in children [ 43 ]. They 

a b

  Fig. 29.9    ( a ) Left femoral catheter considered venous in patient with low blood pressure and marginal oxygenation. ( b ) Dye study ( aortagram ) 
confi rming unexpected arterial placement       
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reported upon 28 patients all less than 1 year of age (20 
newborns plus eight infants less than 6 months of age). 
Complications included one hemothorax, one pneumotho-
rax, and two hydrothoraces. They concluded that subcla-
vian catheterization in children was safe. More recently, 
Venkataraman et al. described their experience with infra-
clavicular subclavian catheterization placement by non- 
surgeons in 100 consecutive patients [ 10 ]. One-third of their 
patients were less than 1 year of age. The overall success rate 
was 92 % and even under emergency conditions the success 
rate was 89 %. Minor complications were few and included 
bleeding at the site, hematomas, and self-limited prema-
ture ventricular beats. There were six major complications, 
four pneumothoraces, and two catheter related blood stream 
infections. Others have concluded that subclavian vein cath-
eterization in children, even under emergency conditions, is 
safe and is associated with few major complications, espe-
cially when performed by experienced operators [ 11 ,  44 ,  45 ].  

    Indications 

 In adult patients, internal jugular and subclavian vessels are 
preferred sites for central venous catheterization because the 
rates of infection and deep venous thrombosis appear less 
than that found with femoral central venous catheteriza-
tion, however in children these differences are less clear [ 2 ]. 
Furthermore, in children, operator experience and need for 
minimal sedation when placing femoral catheters, are impor-
tant drivers of the decision process regarding which vessel is 
preferred. For long-term central venous access, the subcla-
vian vein has long been the preferred route for central venous 
access in children because it is easily inserted via the tun-
neled approach, is well tolerated, and is associated with few 
complications [ 46 ]. For elective or emergency percutaneous 
central venous access in children, the subclavian vein can be 
catheterized safely as described previously, however some 
specifi c clinical situations may further guide the decision to 
use this vessel. In obese or edematous patients, the clavicle 
can act as an easily identifi able landmark to assist in vessel 
cannulation, thus making the subclavian vein the preferred 
approach [ 47 ]. In patients with shock, the subclavian vein 
may be preferred because it is less likely to collapse than the 
internal jugular vein. The subclavian approach is not ideal in 
uncooperative patients, especially non intubated children, in 
patients with abnormal chest anatomy, patients with previ-
ous clavicular fracture, or those with bleeding diathesis [ 48 ]. 
In the event of unplanned subclavian artery puncture dur-
ing catheterization attempts, patients with signifi cant coagu-
lopathy may be at greater risk because it is diffi cult to apply 
direct compression to the artery. Lastly, some report that the 
technique for subclavian vein catheterization is not enhanced 
using ultrasound guidance, whereas femoral and internal 

 jugular vein catheterization success rates and  complication 
rates can be improved using ultrasound guidance [ 49 ,  50 ]. 
Using ultrasound guidance, Gualtieri et al., were able to 
demonstrate increased success rates for subclavian vein cath-
eterization, especially for less experienced operators [ 51 ]. 
They also reported no major complications. 

 For cervicothoracic central vein catheterization, contro-
versy exists regarding which vessel is preferred – internal 
jugular or subclavian veins. No pediatric specifi c data exists 
which compares the rates of success and complications for 
these two approaches, however a recent systemic review has 
been published for adult patients [ 52 ]. Pooled data from 17 
reports from 1982 to 1999 were analyzed which included 
nearly 2,000 jugular catheters and 2,500 subclavian cath-
eters. Despite the many potential problems routinely associ-
ated with such a large data aggregation from multiple reports, 
some conclusions can be derived. Arterial punctures occurred 
with greater frequency with the internal jugular approach; 
however catheter malposition was signifi cantly more com-
mon with subclavian vein catheterization. If rapid and correct 
catheter tip position is required (patient in shock requiring 
inotropes or hemodynamic monitoring), the jugular approach 
is preferred. There was no difference in the incidence of 
hemothorax, pneumothorax, or vessel occlusion between the 
two approaches. Data was too disparate to draw fi rm conclu-
sions regarding comparative catheter related infection rates. 
Operator success rates were not reported in this review.  

    Anatomy 

 The subclavian vein begins as a continuation of the axillary 
vein at the lateral border of the fi rst rib, crosses over the fi rst rib, 
and passes in front of the anterior scalene muscle (Fig.  29.10 ). 
The anterior scalene muscle separates the subclavian vein from 
the subclavian artery (Fig.  29.10b ). The vein continues behind 
the medial third of the clavicle where it is immobilized by 
small attachments to the rib and clavicle. At the medial border 
of the anterior scalene muscle and behind the sternocostocla-
vicular joint, the subclavian vein combines with the internal 
jugular to form the innominate or brachiocephalic vein.

       Insertion Technique 

 The patient is positioned in a supine, head-down position of 
at least 15–30º (Fig.  29.11 ). A rolled towel or sandbag is 
placed under the shoulders longitudinally between the scap-
ulae. Jung et al. demonstrated that tilting the head toward the 
catheterization side appears to reduce the incidence of cath-
eter malposition during the right infraclavicular subclavian 
approach in infants [ 53 ]. Introduce the needle 1 cm below 
the junction of the middle and medial thirds of the clavicle 
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(Fig.  29.11b ). The sternal notch acts as a landmark to direct 
insertion of the needle. The syringe and needle should be 
held parallel to the frontal plane just beneath the posterior 
aspect of the clavicle or “marched down” the clavicle to 
avoid puncturing the pleura or subclavian artery. The bevel of 
the needle should be oriented caudally as the vein is entered 
to minimize catheter tip malposition. In children, especially 
infants, blood “fl ashback” into the syringe may occur either 
during advancement or withdrawal of the needle/syringe, 
therefore it is important to withdraw the needle slowly and 
always with negative pressure exerted on the syringe hub. 
Upon entering the subclavian vein, using the Seldinger 
technique, a guidewire is placed through the needle to lie in 

the anticipated area of the superior vena cava. The catheter 
should be appropriately anchored to the skin and a sterile 
dressing placed over the site.

   Proper patient position, especially in children, is an impor-
tant factor that can impact successful subclavian vein cath-
eterization. Land et al. demonstrated that when the shoulder 
is in neutral position the subclavian vein is overlapped by 
the medial third of the clavicle, thereby allowing this seg-
ment of the bone to serve as a landmark for insertion [ 54 ]. 
These results were confi rmed by Tan et al. who demonstrated 
through anatomic dissection that infraclavicular  subclavian 
venipuncture should be performed with the shoulders in a 
neutral position and slightly retracted, hence the vertical 
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  Fig. 29.10    ( a ) Clavicular 
landmarks and vascular anatomy. 
( b ) Sagittal view: Course of 
subclavian artery and vein between 
boney structures and anterior 
scalenus muscle (Reprinted from 
Novak and Venus [ 47 ]. With 
permission from Lippincott 
Williams & Wilkins)       
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placement of a small towel or sandbag between the scapulae 
will allow the shoulders to fall back into a proper position 
and facilitate vessel cannulation [ 55 ].  

    Confi rmation of Placement 

 Signifi cant morbidity and mortality exists with malposition of 
central venous catheters. Case reports demonstrate cardiac 
tamponade and perforation secondary to CVC insertion and 
catheter migration [ 56 ,  57 ]. A retrospective case review in 

children demonstrates a mortality rate of 34 % for CVC- 
related pericardial effusions [ 58 ]. Furthermore the Food and 
Drug Administration (FDA) states “the catheter tip should not 
be placed in or allowed to migrate into the heart” and recom-
mends that CVC tips be positioned outside of the right atrium, 
preferably in the distal superior vena cava [ 1 ]. Andropoulos 
describes a formula for catheter insertion length that predicts 
positioning of the catheter tip above the right atrium 97 % of 
the time [ 59 ]. His report derives the formula by analyzing 452 
right internal jugular and subclavian catheterizations in infants 
undergoing open heart surgery. The correct length of catheter 
insertion (cm) = (height in cm/10) – 1 for patients ≤ 100 cm in 
height and (height in cm/10) – 2 for patients >100 cm in 
height. This author has had anecdotal success in predicting 
proper catheter tip placement by using a “paper tape measure” 
to determine the distance on the chest surface from the pro-
posed insertion site to the sternal-manubrium junction, which 
approximates the superior vena cava – right atrial junction. 

 After subclavian vein catheterization, confi rmation of cath-
eter tip placement is usually done by chest radiography how-
ever controversy exists regarding the necessity for 
post- procedural chest radiographs following cervicothoracic 
central venous catheter placement. McGee et al. described the 
results of a prospective, randomized, multicenter trial in adults 
and found that using conventional insertion techniques, the ini-
tial position of the catheter tip was in the heart in 47 % of 112 
catheterizations [ 60 ]. Gladwin et al. demonstrated that the inci-
dence of axillary vein or right atrial catheter malposition from 
internal jugular venous catheterization was 14 % [ 61 ]. The 
positive predictive value of a decision rule based on a question-
naire designed to detect potential mechanical complications 
and malpositioned catheters was 15 %. The sensitivity and 
specifi city of the decision rule for detecting complications and 
malpositions was 44 and 55 %, respectively. This suggests that 
clinical factors alone do not reliably identify malpositioned 
catheters. Others report that chest radiography may not be nec-
essary to confi rm proper catheter placement if: (1) the proce-
dure is performed by an experienced operator; (2) the procedure 
is “straightforward”; and (3) the operator requires <3 or 4 nee-
dle passes to access the vessel [ 62 – 64 ]. In children, no current 
“offi cial” data driven recommendations exist regarding post-
procedure chest radiography, however this author has observed 
many unexpected catheter tip placements, even in straightfor-
ward procedures, such that post-procedure chest radiography 
seems warranted. Figure  29.12  depicts several catheters 
wherein the malposition was not clinically evident and was dis-
covered only at the time of confi rmatory chest radiograph.

       Complications 

 Reported complications from subclavian venipuncture 
include failure to locate the vein, puncture of the  subclavian 
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  Fig. 29.11    ( a ) Subclavian vein anatomy – infraclavicular approach 
(Source: PALS Provider Manual © 1997, American Heart Association, 
Inc). ( b ) Medial infraclavicular approach (Reprinted from Novak and 
Venus [ 47 ]. With permission from Lippincott Williams & Wilkins)       

 

J. Kaplan et al.



357

artery, catheter misplacement, pneumothorax, mediastinal 
hematoma, hemothorax, injury to adjacent nerve structures, 
and cannulation of the thoracic duct when cannulating the 
left subclavian vein. The incidences of these complications 
vary from 0.5 to 12 % [ 49 ,  52 ,  65 ,  66 ]. In general, life- 
threatening mechanical complications (tension pneumo-
thorax, hemothorax) are uncommon in adults and children, 
occurring in <3 % of catheter insertions [ 10 ,  19 ,  44 ,  49 ]. In 
the report by Mansfi eld, complications occurred in greater 
than 25 % of those patients wherein catheterization was 

unsuccessful [ 49 ]. In adults, the overall failure rate of sub-
clavian vein catheterization ranges from 10 to 19 % and is 
primarily dependent upon operator experience [ 67 ]. Where 
controversy once existed, more studies are being published 
which suggest that ultrasound-guided subclavian vein can-
nulation is the preferred method based upon data showing 
lower complication rates, shorter time to access, and fewer 
attempts to achieve vessel cannulation [ 49 ,  51 ,  68 ]. 
Additional discussion will follow in the section pertaining 
to ultrasound guided central venous cannulation.   

a

b c

  Fig. 29.12    Malpositioned subclavian catheters: ( a ) Catheter tip against lateral wall of superior vena cava (SVC). ( b ) Catheter curled in SVC. ( c ) 
Catheter through RA into IVC in patient with bilateral vena cavae       
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    Internal Jugular Vein Catheterization 

    Demographic: Historical Data: Indications for 
Placement 

 English et al. were the fi rst to describe the safety and effi cacy 
of internal jugular vein (IJV) catheterization in children [ 69 ]. 
They reported upon a series of 85 infants and children and 
found a 91 % success rate of catheterization and reported 
few complications using the medial approach to the vein. 
Prince et al. expanded upon the IJV experience in children 
and reported an overall catheterization success rate of 77 %. 
They also reported three patients with local hematomas at the 
site of insertion when the carotid artery was punctured [ 70 ]. 
They attributed their low rate of complications to the use of 
a small gauge “fi nder needle” to locate the vein and avoid 
unnecessary probing for the vein location (Fig.  29.13 ). Hall 
and colleagues described their success with two approaches 

(posterior and medial) to IJV catheterization in children [ 71 ]. 
Successful catheterization occurred in >90 % of attempts 
and multiple attempts did not increase complication rates. 
The only complications were three arterial punctures. In this 
series, the IJV approach was used successfully in 20 patients 
who required resuscitation.

   Internal jugular vein catheterization is associated with a 
high rate of successful catheter placement. Non-emergent 
catheterizations are successful in more than 90 % of patients. 
Use of the IJV for emergency catheterization during cardio-
pulmonary resuscitation is more diffi cult primarily because 
management of the airway, including tracheal intubation 
and bag ventilation, make access to the neck less available 
and identifi cation of surface landmarks for catheter inser-
tion more diffi cult. IJV cannulation is often considered 
when other central vascular approaches are less desirable, 
such as in the presence of coagulation abnormalities or chest 
trauma. The low incidence of pneumothorax makes the IJV 

a b

  Fig. 29.13    “Finder needle” technique for IJV catheterization – ante-
rior approach. ( a ) Small bore “fi nder needle” in place at apex of the 
triangle created by the clavicle and the sternal and clavicular bellies of 

the SCM and insertion of a large bore needle along the same trajectory. 
( b ) Finder needle and large bore needle in place       
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 preferable in patients with signifi cant pulmonary disease and 
lung hyperinfl ation (pleural dome elevated in the thorax) 
such as patients receiving high levels of positive pressure 
mechanical ventilatory support to treat respiratory failure. In 
addition, for patients with signifi cant coagulation dysfunc-
tion, the IJV is favored because local compression of the vein 
or carotid artery is possible, whereas this is not an option 
with subclavian vein catheterization. The right IJV is also 
an optimal insertion site during emergency transvenous pac-
ing, since it facilitates passage of the pacemaker through the 
tricuspid valve. In addition the right IJV may be preferred 
because of the position of the pleural dome, the absence of 
the thoracic duct, and the less acute angle at the junction 
of the IJV and innominate vein [ 47 ]. Cervical trauma with 
swelling or anatomic distortion at the insertion site may 
make IJV catheterization diffi cult or relatively contraindi-
cated [ 72 ]. In adults, signifi cant carotid artery disease is a 
relative contraindication to IJV catheterization.  

    Anatomy 

 The internal jugular vein emerges from the base of the skull 
through the jugular foramen, and enters the carotid sheath 
anterior and lateral to the carotid artery (Fig.  29.14 ).

   The internal jugular vein usually runs beneath the triangle 
formed by the sternal and clavicular heads of the sternoclei-

domastoid muscle (SCM) as it approaches the underside of 
clavicle. The caliber of the IJV increases as it approaches 
the clavicle. The vein is closer to the skin surface at the 
level of the clavicle as well. Beneath the clavicle the right 
internal jugular vein joins the subclavian vein to form the 
innominate vein, which continues in a straight path to the 
superior vena cava. The left internal jugular vein joins the 
left subclavian vein at nearly a right angle; consequently any 
catheter inserted into the left IJV must negotiate this turn 
[ 73 ] (Fig.  29.15d ). The carotid artery usually lies medial 
and posterior to the IJV in the carotid sheath. In children 
positioned with their head in the neutral position, Roth et al. 
demonstrated that the IJV was most often found antero-lat-
eral and anterior (54 and 24 %, respectively) in relation to 
the carotid artery [ 74 ]. The stellate ganglion and the cervical 
sympathetic trunk lie medial and posterior to the IJV. Near 
the junction of the IJV and the subclavian vein is the pleu-
ral dome, with the left pleural dome slightly more cephalad 
than the right. The lymphatic duct is adjacent to the junction 
of the left IJV and innominate vein. Anatomic variation of 
the IJV is common and clinical maneuvers can signifi cantly 
affect vessel dynamics (vessel caliber). These variations can 
have an important impact upon success rates for IJV cath-
eterization. Using ultrasound, Mallory et al. determined 
that palpation of the carotid artery decreases the IJV lumen 
cross-sectional area [ 75 ]. He suggests that when attempting 
IJV cannulation, a mental note should be made regarding 
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  Fig. 29.14    Internal jugular vein related structures and surface anatomy (Reprinted from Todres and Cote [ 122 ]. With permission from Elsevier)       
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  Fig. 29.15    Cervicothoracic catheter placement – 
catheter tip malpositions: ( a ,  b ) Catheter tips striking 
lateral wall of superior vena cava – vessel erosion risk. 
( c ) Ventricular placement. ( d ) Short left IJV catheter 
striking innominate vein wall – vessel erosion risk. ( e ) 
Short right subclavian catheter striking lateral wall of 
innominate vein – vessel erosion risk (Reprinted from 
Todres and Cote [ 122 ]. With permission from Elsevier)       

the position of the carotid artery; however the artery should 
not be palpated during actual needle/syringe insertion. 
Maneuvers that increase the cross-sectional area and internal 
diameter of the IJV include: (1) Trendelenburg position with 
a 15–30º of head-down tilt; (2) the valsalva maneuver; and 
(3) retracting the skin over the vein in a direction opposite 
to the direction of the advancing needle. In addition, clinical 
conditions which increase right atrial pressures also increase 
the vessel lumen cross-sectional area. In another report 
locating the position of the IJV by ultrasound demonstrated, 
in adults, that in 3 % of patients studied the IJV lumen did 
not increase in response to valsalva, in 1 % the IJV lumen 
was >1 cm lateral to the carotid artery, in 2 % the IJV was 

positioned medially over the carotid artery, and in 5 % the 
IJV was positioned outside the area which is predicted by 
surface landmarks [ 76 ]. Suk et al. reported that using a skin 
traction method using tape to stretch and secure the skin in 
the cephalad and caudal positions increased the ultrasound-
measured cross-sectional area of the IJV by 40 % in infants 
and 34 % in children [ 77 ].

       Insertion Technique 

 Detailed step by step videos on the placement of central 
venous catheters and the use of ultrasound guidance have 
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been published [ 78 ,  79 ]. Here we detail the insertion tech-
nique using the surface landmark method. The patient is 
positioned in Trendelenburg position (unless contraindi-
cated, such as with elevated intracranial pressure) with head 
down 15–30º. For the medial approach (Fig.  29.16 ) the 
two bellies of the SCM should be palpated by placing the 
index fi nger in the triangle created by the clavicle and the 
sternal and clavicular bellies of the SCM. Retract the skin 
cephalad to the insertion site prior to inserting the needle 
into the skin. This may increase the vessel lumen cross-
sectional area. During actual venipuncture, avoid trying to 
retract the carotid artery medially and away from the IJV 
as this is likely to decrease the IJV lumen diameter. For the 
medial approach, the approximate insertion site is one half 
the distance along a line from the sternal notch to the mas-
toid prominence. Insert the needle at an angle about 20–30º 
above the plane of the skin. Advance the needle while 
applying slight negative pressure on the syringe. Venous 
fl ashback indicating venipuncture may occur during nee-
dle advancement or withdrawal, therefore if unsuccessful 
during advancement then the needle should be withdrawn 
slowly. The needle should be completely removed from the 
skin prior to redirecting to avoid vessel laceration. This is 
particularly important in small infants. Before attempting 
to place the guidewire (Seldinger technique), it is important 
to demonstrate free fl ow of “blue” blood into the syringe. 
Do not try to place the wire if blood cannot be easily with-
drawn, if the blood in the syringe is pulsating, or if the blood 
is obviously very oxygenated (bright red). Gently twist the 
syringe off the needle hub, maintain the needle in the same 
position and always occlude the needle hub with your fi nger 

to prevent air aspiration. The guidewire should be advanced 
without meeting any resistance. Resistance to wire advance-
ment usually means the lumen of the needle is now out-
side the vessel. In this case, the wire can be removed and 
needle position slightly adjusted. If in trying to remove the 
wire, resistance is encountered, this can mean the wire is 
bent near the needle bevel. In this case the wire and needle 
should be removed together. This reduces the risk of shear-
ing off the end of the wire. Once the guidewire is success-
fully advanced, the needle can be removed while holding 
the guidewire in place. Be careful not to advance the guide-
wire to its full length as cardiac arrhythmias may occur. 
Make a small ¼–½ cm skin incision at the site of entry of 
the guidewire into the skin. Be certain that the bevel of the 
scalpel blade is away from the guidewire. Hold the dilator 
near its tip and advance the dilator over the guidewire into 
the IJV. The dilator should not be fully advanced as its pur-
pose is to dilate the subcutaneous tissue and make a hole in 
the vessel. Holding the guidewire in place, remove the dila-
tor while applying light pressure to site. Place the catheter 
over the guidewire and insert into the IJV. Once the catheter 
is inserted, remove the guidewire and aspirate blood through 
the catheter to ascertain placement and patency of the cath-
eter. Secure the catheter in place.

   Posterior and anterior approaches to the IJV can also be 
used. These have similar success rates for cannulation and 
because the insertion sites are higher (more cephalad) in the 
neck, these approaches may carry lower risk of pneumotho-
rax. Figures  29.16  and  29.17  depict all three approaches.

   Some have suggested that using a “fi nder needle” to locate 
the IJV both reduces the incidence of carotid artery  puncture 

Sternal head
and

clavicular head
of

sternocleidomastoid
muscle

a b

SCM

M

C

Nipple

Midpoint

L

30˚

30˚

Aim toward

  Fig. 29.16    Internal jugular vein anatomy: ( a ) Medial approach (Source: PALS Provider Manual © 1997, American Heart Association, Inc). ( b ) 
Medial approach with triangle between bellies of SCM (Reprinted from Todres and Cote [ 122 ]. With permission from Elsevier)       
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and if advertent arterial puncture occurs, the smaller bore 
“fi nder needle” will cause less damage to the arterial wall 
and reduce the sequelae that might occur from carotid artery 
hematoma. Figure  29.13  demonstrates fi rst fi nding the IJV 
with a small bore needle and then advancing the larger bore 
needle along the same trajectory as the “fi nder needle.” 
Alternatively, the fi nder needle can be removed and the large 
bore introducer needle advanced in the same plane as the 
initial fi nder needle. This technique may be most useful in 
obese patients with poor surface landmarks or in patients 
with coagulopathy wherein puncture of the artery may be 
more problematic than usual.  

    Confi rmation of Placement 

 Optimal location of a catheter in the internal jugular vein is 
in the superior vena cava near the junction with the right 
atrium, but not in it. Chest radiography is commonly used 
to confi rm the position of the central venous catheter tip. 
Clinical controversy regarding the need for post procedure 
chest radiography is similar to that described for subclavian 
vein catheterization. As reported previously, Gladwin 
found that 14 % of IJV catheter tips were malpositioned in 
a series of 107 consecutive adult patients [ 61 ]. Given the 
risk of unrecognized catheter malposition, which because 
of small patient size, may be greater in children than adults, 
post procedure chest radiography is warranted even in 
patients who are clinically unchanged post procedure.  

    Complications 

 Other than complications related to catheter maintenance 
( infections and thrombosis), complications related to catheter 
insertion are uncommon. Arterial puncture is the most common 
complication and is usually easily resolved with direct pressure 
to the punctured vessel. Nicolson reported an 8 % incidence of 
arterial puncture but minimal sequelae from the arterial punc-
ture because she used the fi nder needle technique to avoid punc-
turing the artery with the large bore needle that is needed to pass 
the guidewire [ 80 ,  81 ]. Arterial puncture is signifi cantly more 
common with IJV catheterization than with subclavian vein 
catheterization, with a reported incidence of 2–11 % in adults 
[ 52 ,  73 ,  82 ]. Pneumothorax or hemothorax are rare complica-
tions with an average incidence of 0–0.2 % [ 27 ,  76 ,  83 ,  84 ]. 

 Catheter tip malposition is a frequent complication of all 
central venous catheters and IJV catheters are no exception. 
As previously described, dysrhythmias, pericardial tampon-
ade, and mediastinal effusions have been reported when stiff 
plastic catheters erode through thin vessel walls [ 58 ,  85 ,  86 ]. 
Figure  29.18  depicts several IJV catheter malpositions in 
children. Figure  29.18b  shows a short left IJV catheter with 
its tip at the IJV – innominate junction. Subsequent chest 
radiograph reveals a widened mediastinum fi lled with lipid 
as a result of vessel erosion by the catheter and extravasa-
tion of parenterally administered lipid into the mediastinum 
(Fig.  29.18c ). Figures  29.19  and  29.15  depict both correctly 
positioned and malpositioned cervicothoracic catheters. 
Malpositioned catheters are at high risk for vessel erosion.
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  Fig. 29.17    Alternative approaches to IJV catheterization: ( a ) Anterior. ( b ) Posterior (Source: PALS Provider Manual © 1997, American Heart 
Association, Inc)       
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         Axillary Vein Catheterization 

    Demographic and Historical Data: 
Indications for Use 

 The axillary vein is an alternative, and less commonly dis-
cussed, access site for central venous catheterization in chil-
dren. A percutaneous approach to axillary vein catheterization 
was fi rst described in 1981 and a modifi ed technique further 
described in very low birth weight infants [ 87 ,  88 ]. These 
reports demonstrated a high success rate for  cannulation with 

minimal complication rates. Oriot’s report included axillary 
vein catheterization in 226 neonates with only nine failures 
[ 88 ]. In a few patients, non-persisting extrasystoles occurred 
during catheter insertion but disappeared with correct posi-
tioning of the catheter. No intrathoracic complications were 
noted. Metz reported on a cohort of 47 critically ill children 
(age 14 days to 9 years) who underwent 52 separate attempts 
at axillary vein catheterization. His reported success rate for 
cannulation was 79 % [ 89 ]. The most common reasons the 
axillary vein was used included: (1) poor alternative access 
sites; (2) need for hyperalimentation; (3) need for central 
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  Fig. 29.18    ( a ) Left IJV catheter malposition in right subclavian vein – no recognized complications. ( b ) Left IJV malpositioned in innominate 
vein. ( c ) Catheter erodes through vessel wall – widened mediastinum with lipid extravasation       
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  Fig. 29.19    Cervicothoracic catheter placement – proper catheter tip positions: ( a ) Normal vascular anatomy. ( b ) Right IJV. ( c ) Right subclavian 
vein (Reprinted from Todres and Cote [ 122 ]. With permission from Elsevier)       

venous pressure monitoring; and (4) preservation of femoral 
vessels for cardiac catheterization. 

 Martin has recently reported his experience with single 
lumen axillary catheters placed in 60 adults in a surgi-
cal intensive care unit [ 90 ]. Insertion complications were 

 infrequent and deep venous upper extremity thrombosis 
occurred in 11 % of the patients. He concluded that because 
the thrombosis rates were similar between axillary vein 
and cervicothoracic catheters, the axillary vein offered an 
 attractive alternative when other sites were unavailable.  
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    Anatomy 

 The axillary vein begins at the junction of the basilic and 
brachial veins running medial, anterior and caudal to the 
axillary artery. In the chest at the lateral border of the fi rst rib 
it becomes the subclavian vein. The artery and vein lie within 
the axillary fascia and the brachial plexus runs between the 
artery and vein (Fig.  29.20 ).

       Technique 

 Catheter insertion is accomplished with the child placed in 
the Trendelenburg position, if not contraindicated, and the 
arm abducted between 100º and 130º. The position of the 
axillary artery is determined by palpation while retracting the 
redundant axillary skin with the opposite hand. The vein is 
punctured parallel and inferior to the artery as described by 
Gouin [ 91 ]. A 22-gauge short Tefl on catheter can be used to 
cannulate the vein as if inserting a peripheral venous catheter. 
Alternatively, a thin-walled needle appropriate for the central 
venous catheter use can be used to obtain venous fl ashback. 
The needle/syringe should be inserted using negative pressure 
on the syringe hub. Once venous blood is obtained, the 
syringe is carefully disconnected from the needle and the 
guidewire inserted as per standard Seldinger technique. The 
axillary vein in children is very mobile in the axillary soft tis-
sue and the greatest challenge to cannulation is fi xing the vein 
in position so that the needle can enter the vessel. Firm 
 traction of the redundant skin can help with this issue.  

    Complications 

 Complications associated with axillary vein insertion include 
failed cannulation, catheter malposition, arterial puncture, 
transient paresthesia, pneumothorax and axillary hematoma 
[ 92 ,  93 ]. The frequency of complications reported by Metz 
in a pediatric cohort is low – with complications of inser-
tion occurring in 3.8 % – one pneumothorax and one hema-
toma [ 89 ]. Four additional complications occurred while the 
catheter was in place and these included venous stasis of the 
arm, venous thrombosis of the subclavian vein proximal to 
the catheter tip, parenteral nutrition infi ltration secondary to 
catheter dislodgment, and one catheter-related infection. 

 The axillary vein route has a lower rate of success-
ful cannulation and results in higher incidence of catheter 
malposition and arterial puncture when compared with IJV 
catheterization, however the IJV route had a greater risk of 
pneumothorax [ 93 ]. Axillary vein catheter insertion success 
was 84 %, which is lower than IJV catheterization. Martin 
concluded that this rate of success was acceptable when 
other sites are less unavailable.   

    Ultrasound-Guided Central Vein 
Catheterization: The New Standard? 

 Traditionally percutaneous insertions of CVCs have been per-
formed by utilizing anatomic surface landmarks. Recently, 
bedside use of Doppler ultrasound has been used to facili-
tate vessel visualization. In some settings, the use of ultra-
sound increases catheter placement success rates, especially 
for novice operators, and reduces complications. Doppler 
ultrasound assist with catheter placement was fi rst reported in 
1984 [ 94 ]. Gualtieri et al. demonstrated in a prospective, ran-
domized study that subclavian vein catheterization was suc-
cessful in 23 of 25 (92 %) attempts using ultrasound guidance 
compared to 12 of 27 (44 %) using conventional landmark 
techniques [ 51 ]. In the hands of less experienced operators, 
ultrasound guidance improves subclavian vein cannulation 
success and in high-risk patients with obesity or coagulopa-
thy, the use of ultrasound improved cannulation success with 
fewer signifi cant complications [ 95 ]. 

 In adults, multiple reports have shown that ultrasound 
guided central venous access is associated with decreased 
number of attempts, higher access success rates, and fewer 
catheter insertion related complications compared to surface 
landmark techniques [ 50 ,  96 – 98 ]. A randomized, controlled 
clinical trial in adults compared the overall success rate for 
IJV cannula placement by comparing dynamic (real-time) 
ultrasound, static ultrasound and surface anatomical land-
marks. The odds for successful cannulation using dynamic 
ultrasound was 54 (95 % CI 6.6–44.0) times higher  compared 
to landmark methodology [ 38 ]. Recently, Fragou et al.
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  Fig. 29.20    Axillary vein anatomy (Reprinted from Metz et al. [ 89 ]. 
With permission from American Academy of Pediatrics)       
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 compared ultrasound-guided infraclavicular subclavian 
vein cannulation to landmark methodology and found sig-
nifi cantly shorter access time, fewer attempts, and compli-
cations in the ultrasound group compared to the landmark 
group. Catheter misplacement was not different between 
groups. They suggest that ultrasound-guided subclavian vein 
cannulation should be the method of choice [ 68 ]. 

 Similar fi ndings regarding the benefi ts of ultrasound guid-
ance have been demonstrated in pediatric patients. The suc-
cess rate for IJ catheter placement in infants prior to cardiac 
surgery was 100 % in the ultrasound group compared with a 
77 % success rate in the group who underwent catheter place-
ment by landmarks only [ 99 ]. In a separate study, Verghese 
also demonstrated that US-guidance for IJ catheter placement 
led to quicker cannulation times and fewer attempts [ 100 ]. In 
a recent meta-analysis, Sigaut et al. analyzed fi ve clinical trials 
that compared ultrasound guidance to anatomical landmarks 
during IJV access in pediatric patients [ 101 ]. The authors 
found that ultrasound guidance had no effect on the rate of 
complications or IJV failure rate. However, in this study, four 
of the fi ve studies were performed in cardiac surgery patients 
and therefore the results may not be generalizable to the het-
erogeneous pediatric intensive care unit population. 

 Prospective clinical data on the use of ultrasound guid-
ance in the general PICU population is limited. Froehlich 
et al. performed a prospective study in a quaternary 

 multidisciplinary pediatric intensive care unit [ 102 ]. The 
overall success rate and time to success of CVC placement 
was not signifi cantly different between the landmark and 
ultrasound groups. However, 40 % (37/93) of the patients 
in the landmark group required four or more attempts com-
pared with only 20 % (24/119) of the patients in the ultra-
sound group. The number of inadvertent arterial punctures 
was less in the ultrasound group compared with the landmark 
group, and all arterial punctures occurred at the femoral site. 
A national survey of the use of bedside ultrasound in pedi-
atric critical care was recently conducted by Lambert et al. 
[ 103 ]. Seventy percent of responders stated they currently 
use bedside ultrasound. Pediatric ICUs with greater than 12 
beds, greater than 1,000 yearly admissions, and university-
based institutions with either a pediatric critical care medi-
cine fellowship or a cardiovascular thoracic surgery program 
were more likely to use bedside ultrasound for CVC place-
ment. The preferred site for bedside ultrasound was “almost 
always” or “frequently” the IJV. Importantly, formal training 
on bedside ultrasound use occurred in 20 % of ultrasound 
using responders. Figure  29.21  depicts IJV and carotid artery 
images as observed using ultrasound guidance.

   The advantages associated with ultrasound guided cen-
tral venous catheter placement include detection of ana-
tomic variations and exact vessel location, avoidance of 
central veins with pre-existing thrombosis that may prevent 

a b

  Fig. 29.21    Ultrasound image of internal jugular ( IJ ) vein and carotid artery ( CA ) with the ultrasound probe lightly touching the skin ( a ) and with 
gentle pressure compressing the IJ vein but maintaining the diameter of the CA ( b )       

 

J. Kaplan et al.



367

 successful central venous catheter placement, and guidance 
of both guidewire and catheter placement after initial needle 
insertion. The greatest benefi t for use of ultrasound guidance 
may occur for the inexperienced operator and for all opera-
tors in high-risk clinical situations. The results from random-
ized controlled clinical trial in adults, comparing success 
rates for catheterization and complication rates were so com-
pelling in favor of real-time ultrasound guided placement of 
percutaneous central venous catheters that some have called 
ultrasound guidance the “new standard of care” [ 36 ,  104 ]. 

 In summary, the use of ultrasound guided CVC placement in 
pediatrics occurs commonly and should be in the arsenal avail-
able to all practitioners who place central catheters. These 
authors believe that the data in children pertaining to ultrasound 
use is suffi cient to require that it be available for bedside use, but 
not suffi cient to require its use in all circumstances. Clinicians 
should continue to use their judgment about when to apply this 
important adjunct for line placement. Furthermore inexperi-
enced operators and physicians in training may benefi t the most 
from the use of bedside ultrasound during CVC placement.  

    Complications Associated With Central 
Venous Catheter Placement 

 Central venous catheters are associated with numerous compli-
cations, some minor and others life-threatening. These compli-
cations are primarily related to mechanical complications at the 
time of catheter insertion or complications that occur during 
maintenance of the catheter. Catheter associated blood stream 
infections and catheter related thrombosis are major complica-
tions that occur during catheter maintenance and have been the 
subject of excellent recent reviews and are topics of other chap-
ters in this text [ 105 ,  106 ]. They will not be the subject of this 
review. Furthermore, mechanical complications associated 
with insertion have been previously discussed under the head-
ing for each type of catheterization and the reader is referred to 
those sections. A brief summary will be included here. 

 A retrospective review of over 1,400 central venous cathe-
ters placed in children demonstrated that age, sex, type of cath-
eter, primary disease, indication for placement, level of 
physician training, and operator experience were not associated 
with increased complication risks [ 22 ]. Conversely, in a study 
by Sznajder et al. the complication rate for inexperienced phy-
sicians was double the rate of more experienced physicians 
when performing central venous catheter insertion [ 67 ]. 

    Pneumothorax 

 In children, pneumothorax is reported as a complication in 
1–2 % of CVC insertions placed by surgical staff surgical 
and in 4 % of patients when performed by nonsurgical staff 

[ 10 ,  22 ,  107 ]. More recent data indicates that a  pneumothorax 
occurred in only two out of 156 patients (1.2 %) who under-
went central venous catheter placement by pediatricians 
skilled in emergency procedures [ 108 ].  

    Arterial Puncture 

 Using classic Seldinger technique arterial puncture occurs dur-
ing central venous catheter insertion in 1.5–15 % [ 8 – 10 ,  22 ,  94 , 
 109 ]. Merrer et al. demonstrated that catheter insertion during 
the night was signifi cantly associated with the occurrence of 
mechanical complications including arterial puncture [ 19 ].  

    Catheter Malposition: Femoral Catheters 

 It is important to determine catheter placement because mal-
position of central venous catheters can result in both mor-
bidity and mortality [ 40 ,  110 ]. Malposition of femoral 
catheters in the ascending lumbar vein is an infrequent com-
plication but if left in place can result in tetraplegia. Zenker 
et al. reviewed contrast radiographs taken immediately after 
insertion of 44 transfemoral catheters in a neonatal intensive 
care unit [ 40 ]. Malposition of catheters in the left ascending 
lumbar vein was detected in two newborns. Paravertebral 
malposition has been previously reported in neonates [ 111 –
 113 ]. These reports demonstrate that catheter position was 
initially misinterpreted or assessed inadequately until the 
onset of complications. In newborns, the vertebrolumbar and 
azygous systems represent an extensive, highly variable, 
intercommunicating network in which alterations in pressure 
and fl ow direction may occur. The large capacity of the lum-
bar veins and the vertebral plexus can compensate for occlu-
sion of the inferior vena cava. Use of catheters misplaced in 
this posterior system can give rise to retroperitoneal, perito-
neal or spinal epidural fl uid extravasation [ 98 ,  114 ,  115 ]. 
Ultrasonography, lateral radiography, or venogram is 
required in cases in which the location of the catheter tip is in 
question. Catheters in the ascending lumbar vein or vertebral 
plexus should be removed immediately. Warning signs that 
may indicate catheter malposition include: (1) loss of blood 
return on aspiration; (2) subtle lateral deviation, or “hump,” 
of the catheter at the level of L4 or L5 on frontal abdominal 
radiographs in catheters placed from the left side (Fig.  29.8 ); 
(3) a catheter path directly overlying the vertebral column 
rather than the expected path to the right of midline for a 
catheter in the inferior vena cava; (4) resistance to guidewire 
advancement during insertion [ 96 ]. A lateral abdominal 
radiograph may confi rm the posterior position of the cathe-
ter, however this author has found that a venogram (injecting 
dye directly into the catheter – Fig.  29.8 ) is the best method 
to confi rm proper placement of these catheters.  
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    Catheter Malposition and Post Procedure 
Chest Radiographs: Cervicothoracic Catheters 

 As noted previously, Fig.  29.15  depicts cervicothoracic cathe-
ter malpositions that are potentially hazardous. Three recent 
reports describing experience in adult patients conclude that a 
postprocedure chest radiograph is unnecessary in the asymp-
tomatic patient after IJV catheterization when using fl uoros-
copy or ultrasound during catheter placement [ 116 – 118 ]. 
Similar recommendations are made for subclavian vein 
approach. A study in adults focusing on the subclavian vein 
catheterization concluded that postprocedure chest radiograph 
has minimal benefi t and is not necessary, unless the patient 
shows sign of clinical deterioration post procedure [ 119 ]. 
Others have advocated that a postprocedure chest x-ray may be 
omitted in cases after line placement when experienced clini-
cians use good technique and good clinical judgment [ 61 ,  120 ]. 
In pediatrics little data driven recommendations are available, 
however Janik reports that routine chest x-ray is not indicated 
after uneventful central venous catheter insertion when moni-
tored with concurrent fl uoroscopy [ 121 ]. These recommenda-
tions were based on a low rate of complications of 1.6 %. In 
addition, all children who had pulmonary complications dis-
played signs and symptoms suggestive of impaired respiratory 
function. This recommendation may not be relevant to the 
pediatric ICU setting where catheters are rarely placed with 
fl uoroscopic guidance. In the ICU, these authors recommend 
chest radiography after all percutaneously placed central 
venous catheters, regardless of post procedure clinical status.      
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 Historical Perspective

Shock is one of the most frequently diagnosed, yet poorly 
understood disorders in the pediatric intensive care unit 
(PICU). The very definition of what constellation of physical 
signs and symptoms comprise shock remains controversial, 
in part due to the vast array of disorders that cause shock 
in critically ill and injured children (Table 30.1). Webster’s 
Dictionary defines shock as any sudden disturbance or agita-
tion of the mind or emotions [1]. Indeed, at one time in his-
tory, shock was thought to be due to a “nervous condition” 
and was treated with all manner of treatments, such as stimu-
lants, depressants, and even electrical shock therapy [2]. 
A more appropriate and contemporary definition, however, 

would define shock as a sudden disturbance or agitation of 
the body’s normal homeostasis. Obtaining a more accurate, 
scientific definition of the clinical state known as shock has 
become increasingly difficult with the recognition of the 
complexity of the biochemical and molecular perturbations 
of the shock state.

Although Hippocrates was perhaps the first to describe 
the constellation of signs and symptoms of shock, the French 
surgeon Henri Francois Le Dran is widely credited with the 
first use of the medical term shock (literally translated from 
the French verb choquer) in 1737 in his textbook, A Treatise 
of Reflections Drawn from Experience with Gunshot Wounds 
[3]. Le Dran had used the term to describe a sudden impact 
or jolt, and by happenstance, a mistranslation by the English 
physician Clare in 1743 introduced the term into the English 
language to describe the sudden deterioration of a patient’s 
condition following major trauma [4]. The term was further 
popularized by the English physician, Edwin A. Morris, who 
used the term in his article A practical treatise on shock after 
operations and injuries in 1867 [5]. Samuel Gross called 
shock the rude unhinging of the machinery of life in 1872 
[6]. John Warren called shock a momentary pause in the act 
of death in 1895 [7]. Blalock defined shock as a peripheral 
circulatory failure, resulting from a discrepancy in the size of 
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the vascular bed and the volume of the intravascular fluid in 
1940 [8]. Finally, the famed physiologist Carl Wiggers 
offered the following definition in 1942: Shock is a syndrome 
resulting from a depression of many functions but in which 
reduction of the effective circulating blood volume is of basic 
importance and in which impairment of the circulation 
steadily progresses until it eventuates into a state of irrevers-
ible circulatory failure [9].

While all of these descriptions are appropriate, shock 
is very simply placed in economic terms as supply not 
matching demand, in that there is an inadequate delivery 

of oxygen and metabolic substrates to meet the metabolic 
demands of the cells and tissues of the body. We now recog-
nize Gross’ machinery of life as the mechanisms that assure 
adequate oxygen delivery and utilization at the cellular level. 
Inadequate oxygen delivery results in cellular hypoxia, 
anaerobic metabolism and resultant lactic acidosis, activa-
tion of the host inflammatory response, and eventual vital 
organ dysfunction. Left untreated, shock leads to progres-
sively worsening organ dysfunction and eventually organ 
failure and subsequent death.

Shock is a clinical diagnosis and is characterized by hyo-
perfusion of several organ systems. The initial diagnosis is 
often based upon the clinical presence of tachycardia, 
decreased urine output, mottled skin, and altered levels of 
consciousness. Shock may occur with a decreased, normal, 
or even increased cardiac output as well as a decreased, nor-
mal, or increased blood pressure [10, 11]. Just as important, 
shock may occur in the scenario of globally decreased tissue 
perfusion, as in the case with profound hypotension, or 
decreased regional tissue perfusion.

Hypovolemic shock, the most common cause of shock 
in children [10], has been described in the medical litera-
ture for over 150 years. For example, a pandemic of cholera 
claimed more than 23,000 lives in England during 1831 [12]. 
The accepted treatment at that time was blood-letting, which 
not surprisingly often failed. A 22 year-old medical gradu-
ate of Edinburgh University named William O’Shaughnessy 
was the first to note that the blood from patients suffer-
ing from cholera had lost a large portion of its water and 
later suggested a novel treatment by returning the blood to 
its natural specific gravity by replacing its deficient saline. 
O’Shaughnessy sent a letter to the Lancet [13] that included 
the following description of terminal cholera: On the floor, 
before the fireplace. . .lay a girl of slender make and juvenile 
height; with the face of a superannuated hag. She uttered no 
moan, gave expression of no pain, … The colour of her coun-
tenance was that of lead – a silver blue, ghastly tint; her eyes 
were sunk deep into the sockets, as though they had been 
driven in an inch behind their natural position; her mouth 
was squared; her features flattened; her eyelids black; her 
fingers shrunk, bent, and inky in their hue. All pulse was gone 
at the wrist, and a tenacious sweat moistened her bosom. In 
short, Sir, that face and form I never can forget, were I to live 
to beyond the period of man’s natural age. O’Shaughnessy 
offers a highly accurate and classic portrayal of the late 
stages of uncompensated and irreversible shock. However, 
it was Thomas Latta who followed O’Shaughnessy’s advice 
and first attempted intravenous fluid resuscitation in 1832. 
Ironically, William O’Shaughnessy received a knighthood 
for his work on the electric telegraph and not for his work on 
cholera, and Thomas Latta died a relative unknown less than 
1 year after his classic observations [14].

The modern era of pediatric shock did not begin until 
much later, when intravenous therapy replaced  subcutaneous 

Table 30.1 Common causes of shock in children

Hypovolemic shock
 Fluid and electrolye losses

  Vomiting
  Diarrhea
   Nasogastric tube drainage renal losses (via excessive urinary 

output)
   Diuretic administration
   Diabetes mellitus
   Diabetes insipidus
   Adrenal insufficiency
  Fever
  Heat stroke
  Excessive sweating
  Water deprivation
  Sepsis
  Burns
  Pancreatitis
  Small bowel obstruction
 Hemorrhage

  Trauma
   Fractures
   Spleen laceration
   Liver laceration
   Major vessel injury
   Intracranial bleeding (especially neonates)
  Hastrointestinal bleeding
  Surgery
Cardiogenic shock
 Myocarditis
  Cardiomyopathy
  Myocardial ischemia (e.g. kawasaki’s disease, anomalous origin 

of the left coronary artery, etc)
 Ventricular outflow tract obstruction
 Acute dysrhythmias
 Post cardiopulmonary bypass
Obstructive shock
 Tension pneumothorax
 Cardiac tamponade
 Pulmonary embolism
Distributive shock
 Sepsis
 Anaphylaxis
 Neurogenic shock
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therapy as a means of fluid resuscitation during the 1960s 
and 1970s. Deaths associated with diarrheal disease in 
the U.S. decreased from 67 per 100,000 infants to 23 per 
100,000 infants following the widespread use of metal 
intravenous catheters, with a further reduction from 23 to 
2.6 per 100,000 infants noted by 1985 associated with the 
use of plastic intravenous catheters [15]. Thomas et al. [15] 
reviewed data from the Vital Statistics of the United States 
from 1960 to 1991 and noted an eightfold reduction in the 
mortality rate from hypovolemic shock from 1/1,000 infants 
in 1960 to 0.12/1,000 infants in 1991. Significantly, the steep-
est decrease in mortality occurred during the decade between 
1975 and 1985 coinciding with implementation of IV fluid 
therapy using plastic catheters in children. While numerous 
factors are responsible for this decline, the development of 
pediatric critical care medicine as a subspecialty, along with 
the aggressive use of intravenous fluids has certainly contrib-
uted substantially to this profound reduction in mortality and 
undoubtedly represents one of modern pediatric medicine’s 
great accomplishments.

Although significant progress has been made in eluci-
dating the molecular and cellular basis of shock, morbidity 
and mortality from shock remain unacceptably high. For 
example, Watson and colleagues evaluated a U.S. popula-
tion sample for all-cause mortality in children in 1995 and 
noted that the two leading causes of death were trauma and 
severe sepsis [16]. Orr and colleagues evaluated a 5,000 
patient database of children referred from the community 
setting to five separate pediatric hospitals in 2000 [17]. 
Shock, defined in this report by the presence of either hypo-
tension or a capillary refill >2 s was the leading cause of 
death in these children, regardless of trauma status. 
Although head trauma was more common among patients 
who died, shock at the outside community hospital was a 
major predictor of subsequent death. Of major concern, 
only 7 % of the 5,000 patients were referred for a diagnosis 
of shock, yet more than 40 % of these children did, in fact, 
meet prospectively defined criteria for the diagnosis of 
shock. Community physicians were more likely to refer 
these children for respiratory distress when shock was pres-
ent, even though the presence of shock was a significant 
risk factor for subsequent mortality. Therefore, despite the 
dramatic advances in the care of children with shock over 
the last 50 years, shock remains both common and often 
underappreciated in children transported to tertiary care 
pediatric hospitals.

 A Brief Overview of Cellular Respiration 
and the Cellular Basis of Shock

Adenosine triphosphate (ATP) is the energy currency of 
the cell – therefore, shock is a state of acute energy failure 
in which there is insufficient ATP production to support 

 systemic cellular function. During stress and periods of 
increased energy demand, glucose is produced from glyco-
genolysis and gluconeogenesis. Fat metabolism is the sec-
ondary source of energy in this scenario. Long chain fatty 
acids are oxidized and carnitine is utilized to shuttle acetyl 
coenzyme A (acetyl CoA) into mitochondria. Protein catabo-
lism can also contribute acetyl CoA to the Krebs cycle for 
energy production. Aerobic metabolism provides 20 times 
more energy than anaerobic metabolism. Glucose is oxidized 
to pyruvate via glycolysis (also called the Embden-Meyerhof 
pathway), generating only two molecules of ATP in the pro-
cess. When oxygen supply is adequate, pyruvate enters the 
mitochondria and is converted to acetyl CoA by the pyruvate 
dehydrogenase enzyme complex, after which it is completely 
oxidized to CO2 and H2O via the Kreb’s cycle (also known 
as the tricarboxylic acid or citric acid cycle) and oxidative 
phosphorylation, generating a net total of 36–38 mol of ATP 
for every mole of glucose. Conversely, when oxygen sup-
ply is inadequate, pyruvate is reduced by NADH and lactate 
dehydrogenase to lactate, a relatively inefficient process that 
generates considerably less ATP.

Cells do not have the means to store oxygen and are there-
fore dependent upon a continuous supply that closely 
matches the changing metabolic needs that are necessary for 
normal metabolism and cellular function. If oxygen supply is 
not aligned with these metabolic requirements, hypoxia will 
ensue, eventually resulting in cellular injury and/or death. As 
defined above, shock is a state characterized by an inade-
quate delivery of oxygen and metabolic substrates to meet 
the metabolic demands of the cells and tissues of the body. 
Alterations in cellular function and structure result directly 
from the consequent derangements in cellular metabolism 
and energy production. Eventually, these derangements lead 
to cellular necrosis, with subsequent release of proteolytic 
enzymes and other toxic products which produce a systemic 
inflammatory response.

In practical terms, using this operational definition, a state 
of shock may result from inadequate oxygen delivery, inad-
equate substrate delivery (glycopenia), or mitochondrial dys-
function (cellular dysoxia). Oxygen delivery to the cells and 
tissues is dependent primarily upon three factors: (i) hemo-
globin concentration (Hb), (ii) cardiac output (CO), and (iii) 
the relative proportion of oxyhemoglobin, i.e. percent oxy-
gen saturation (SaO2). Oxygen is transported in the blood 
combined with hemoglobin, though a relatively small amount 
is freely dissolved in the plasma fraction of the blood. When 
fully saturated, each gram of hemoglobin can carry approxi-
mately 1.34 mL of oxygen at normal body temperature, such 
that the oxygen content of arterial blood is determined by 
Eq. 30.1.

 

CaO gO mL

Hb SaO PaO
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2 21 34 0 003

/

. .
( )
= × ×( ) + ×( )  (30.1)
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Oxygen delivery (DO2) is therefore determined by 
Eq. 30.2.

 DO CO CaO2 2= ×  (30.2)

It can easily be shown that one of the most important ele-
ments of CaO2 (and hence, tissue oxygen delivery) is the 
arterial hemoglobin concentration. While oxygen delivery 
from the left ventricle is linearly related to the hemoglobin 
concentration, capillary flow may be impaired at an extremely 
high hematocrit due to increased viscosity of the blood. The 
optimal hemoglobin concentration to maximize tissue oxy-
gen delivery appears to be around 10 g/dL.

Generally, more oxygen is delivered to the cells of the 
body than the cells actually require for normal metabolism. 
However, a low cardiac output (stagnant hypoxia), low 
hemoglobin concentration (anemic hypoxia), or low hemo-
globin saturation (hypoxic hypoxia) will result in inadequate 
delivery of oxygen unless a compensatory change occurs in 
any of the other factors. Finally, even when oxygen delivery 
and glucose delivery is adequate, shock may occur as a result 
of mitochondrial dysfunction. For example, cyanide poisons 
the oxidative phosphorylation chain preventing production 
of ATP. Cellular dysoxia (also known as cytopathic hypoxia) 
may theoretically occur from one or a combination of several 
mechanisms, including diminished delivery of a key sub-
strate (e.g., pyruvate) to the Kreb’s cycle, inhibition of a key 
enzyme involved in either the Kreb’s cycle or the electron 
transport chain, or uncoupling of oxidative phosphorylation. 
One additional mechanism is through activation of the mito-
chondrial DNA repair enzyme, poly (ADP-ribose) synthe-
tase, or PARS, which is also commonly known as poly 
(ADP-ribose) polymerase, or PARP, in which more NAD+ is 
consumed than ATP is being produced [18–20].

As stated above, under resting conditions, given a normal 
distribution of cardiac output, global oxygen delivery 
(Eq. 30.2) is more than adequate to meet the total oxygen 
requirements of the tissues needed to maintain aerobic 
metabolism, referred to as oxygen consumption (VO2). This 
excess delivery or oxygen reserve serves as a buffer, such 
that a modest reduction in oxygen delivery is more than ade-
quately compensated by increased extraction of the delivered 
oxygen, without any significant reduction in oxygen con-
sumption. During stress or vigorous exercise, oxygen con-
sumption markedly increases, as does oxygen delivery. 
Therefore, in the majority of circumstances, the metabolic 
demands of the cells and tissues of the body dictate the level 
of oxygen delivery. However, very little oxygen is stored in 
the cells and tissues of the body. Therefore, as oxygen deliv-
ery falls with critical illness, oxygen extraction must neces-
sarily increase to meet metabolic demands, and oxygen 
consumption remains relatively constant (i.e., delivery- 
independent). However, there is a critical level of oxygen 
delivery (“critical DO2) at which the body’s compensatory 

mechanisms are no longer able to keep up with metabolic 
needs (i.e. the point at which oxygen extraction is maximal). 
Once oxygen delivery falls below this level, oxygen con-
sumption must also fall and is said to become supply- 
dependent (Fig. 30.1). This point also corresponds to the 
so-called anaerobic threshold, the point at which aerobic 
metabolism shifts to anaerobic metabolism and lactate pro-
duction increases significantly.

Theoretically, oxygen delivery can be augmented by 
increasing either the cardiac output or the arterial oxygen 
content.

 
DO CO Hb SaO PaO2 2 21 34 0 003= × × ×( ) + ×( ) . .  (30.3)

However, in clinical practice, global oxygen delivery (as 
calculated mathematically by the equations above) is not 
necessarily a true reflection of what occurs at the local tissue 
capillary beds. Regional oxygen delivery may therefore sig-
nificantly differ between different tissue capillary beds, such 
that increasing global oxygen delivery has relatively little 
effect on augmenting oxygen delivery to different tissue cap-
illary beds (Table 30.2) [21]. This may be one reason (among 
many) that efforts to improve outcomes by increasing oxy-
gen delivery to supranormal levels have almost universally 
failed [22–27].

In years past, a so-called pathologic supply-dependency 
was believed to exist in association with certain disease pro-
cesses (e.g., sepsis, ARDS, etc.). Early experimental models 
of sepsis [28–30] and clinical data [31] reported that the crit-
ical oxygen extraction ratio was lower than normal during 
these critical illnesses; that is oxygen consumption became 
delivery-dependent at a higher critical DO2 in critically ill 
patients. This observation implied an intrinsic defect at the 
cellular level in oxygen extraction. However, most of the 

VO2

DO2

“Critical DO2’’

“Supply-dependent’’ “Supply-independent’’

Fig. 30.1 The oxygen delivery – oxygen consumption relationship. 
See text for explanation
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subsequent clinical data on which this concept of a patho-
logic supply-dependency was based is suspect due to the 
fact that most of the studies determined oxygen consump-
tion (VO2) using the Fick equation (Eq. 30.4). As can be 
readily observed, Eqs. 30.3 and 30.4 share several common 
variables.

 
VO CO2

2 2

2 2

1 34
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The potential for computation error arises because the 
measurements of these variables in the calculation of DO2 
and VO2 result in a mathematical coupling of measurement 
errors in the shared variables resulting in false correlation 
between oxygen delivery and consumption. In order to avoid 
potential mathematical coupling, oxygen consumption and 
delivery should be determined independent of each other. 
Studies in which VO2 was directly measured (rather than cal-
culated using the Fick principle) largely have disproved this 
pathologic supply dependency hypothesis [32–36]. The true 
answer, given the stark differences in regional circulation 
(that are likely compounded during critical illness) probably 
lies somewhere in the middle. In other words, augmenting 
oxygen delivery is undoubtedly one of the first and foremost 
priorities in the management of critically ill children, though 
until better methods and techniques are available to moni-
tor regional differences in oxygen delivery and consump-
tion, focusing on supranormal levels of oxygen delivery or 
attempts at titrating therapy to the so-called critical DO2 (i.e. 
by titrating therapy until oxygen consumption no longer 
increases, such that the patient is on the supply-independent 
portion of the oxygen delivery/oxygen consumption curve) 
is unwarranted.

 Differences Between Pediatric Shock 
and Adult Shock

Children are not small adults is an oft repeated axiom in 
the subspecialty of pediatric critical care medicine. The 
 developmental differences between children and adults have 
very important implications on the pathophysiology and 

management of shock and have been reviewed extensively 
[37–40]. Age-specific differences in hemoglobin concen-
tration and composition, heart rate, stroke volume, blood 
pressure, pulmonary vascular resistance, systemic vascu-
lar resistance, metabolic rate, glycogen stores, and protein 
mass are the basis for many age-specific differences in the 
cardiovascular and metabolic responses to shock [15, 37, 
41–43]. For example, newborns have a higher hemoglobin 
concentration (mostly fetal hemoglobin) but low total blood 
volumes. They also have the highest total body water compo-
sition (Fig. 30.2). Newborns have comparatively higher heart 
rates, lower stroke volumes, near systemic pulmonary artery 
blood pressures, and higher metabolic rates with high energy 
needs, but the lowest glycogen stores and protein mass for 
glucose production [15, 43].

At birth, the normal newborn transitions from fetal to neo-
natal circulation when inhalation of oxygen reduces pulmo-
nary vascular resistance and allows blood to flow through the 
lungs, rather than bypass the lungs through the patent duc-
tus arteriosus. When pulmonary circulation is firmly estab-
lished, the ductus arteriosus closes and newborn circulation 
is assured. In the presence of shock, acidosis prevents the 
ductus arteriosus from closing and elevated pulmonary vas-
cular resistance persists. If untreated, persistent pulmonary 
hypertension results in right ventricular failure with septal 
bowing and inadequate cardiac output from the left ventricle. 
Resuscitation of the newborn with shock therefore requires 
meticulous attention to maintaining (i) adequate heart rates 
with chronotropes (newborns predominantly have high 
parasympathetic tone and do not fully develop sympathetic 
vesicles until the age of 6 months), (ii) blood volume (the 
newborn only has approximately one cup (approximately 
80 mL/kg) of blood [44], and (iii) newborn circulation (using 
pulmonary vasodilators such as inhaled nitric oxide, and 
reversing metabolic acidosis). In addition, glucose infusion 
rates of 8 mg/kg/min or higher are often necessary to prevent 
hypoglycemia in the presence of low glycogen and protein 
gluconeogenesis stores. Newborns with refractory shock 
respond well to extracardiac support life support (ECLS) 
because mortality is uniformly caused by low cardiac output 
with high pulmonary and/or systemic vascular resistance.

Neonates, infants, and young children also have high sys-
temic vascular resistance and vasoactive capacity, such that 
hypotension is a very late sign of shock (Fig. 30.3). This is 
a survival mechanism designed to counterbalance the lim-
ited cardiac reserve of the young. For example, neonates and 
infants, in particular, have relatively decreased left ventricu-
lar mass compared to adults [45, 46], as well as an increased 
ratio of type I collagen (decreased elasticity) to type III colla-
gen (increased elasticity) [47]. In addition, the  myocardium 
in neonates and infants functions at a relatively high contrac-
tile state, even at baseline [48, 49], such that neonates and 
infants have a relatively limited capacity to increase stroke 

Table 30.2 Differences in regional blood flow and oxygen 
 consumption at rest

Regional circulation % Cardiac output % VO2

Cerebral 13 20
Coronary 4 11
Renal 19 7
GI tract and liver 24 25
Skeletal muscle 21 30
Skin 9 2
Other 10 5
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volume during stress [46, 49, 50]. Neonates and infants are 
therefore critically dependent upon an increase in heart rate 
to generate increased cardiac output during stress. However, 
coronary artery (and hence, myocardial) perfusion occurs to 
the greatest degree during diastole and is directly propor-
tional to the difference between diastolic blood pressure and 

left atrial pressure, and inversely proportional to the heart 
rate (as an indirect measure of diatolic filling time). Under 
conditions of hypovolemia, an adult can easily double the 
heart rate from 70 to 140 beats per minute (bpm) to main-
tain an adequate cardiac output (cardiac reserve); however, 
the newborn or infant cannot double heart rate from 140 
to 280 bpm or 120 to 240 bpm respectively, because these 
heart rates will not allow adequate coronary artery perfu-
sion. Indeed supraventricular tachycardia with heart rates 
of 240 bpm or higher frequently lead to inadequate cardiac 
filling and subsequent poor tissue perfusion. During states 
of shock, newborns, infants, and children compensate by 
peripheral vasoconstriction to maintain adequate perfu-
sion to the heart, brain, and kidney, and hypotension is an 
extremely late and poor  prognostic sign.

These differences between pediatric and adult shock are 
perhaps best illustrated by a now classic study by Ceneviva and 
colleagues [51]. These investigators categorized 50 children 
with (in this case) fluid-refractory septic shock according to 
hemodynamic state, based upon hemodynamic data obtained 
with the Pulmonary Artery (PA) catheter, into one of three 
possible cardiovascular derangements (i) a  hyperdynamic 
state characterized by a high cardiac output (>5.5 L/min/m2 
BSA) and low systemic vascular resistance (<800 dyn s/cm5) 
(classically referred to as warm shock); (ii) a hypodynamic 
state characterized by low cardiac output (<3.3 L/min/m2 
BSA) and low systemic vascular resistance (SVR); or (iii) 
a hypodynamic state characterized by low cardiac output 
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Fig. 30.2 Total body water 
(TBW), which consists of the 
intracellular (ICF) and 
extracellular (ECF) fluid 
compartments, as a percentage of 
body weight decreases rapidly 
with age. The ECF compartment 
consists of the plasma volume 
(5 % TBW) and the interstitial 
volume (15 % TBW). The ECF 
volume decreases rapidly during 
the first year of life, while the ICF 
volume remains relatively 
constant. Fluid losses usually 
affect either the interstitial or 
intracellular compartments. 
Infants have a proportionately 
higher ratio of ECF to ICF, which 
predisposes them to rapid fluid 
losses. For example, 10 % 
dehydration in a 6 month-old 
child weighing 7-kg is equivalent 
to approximately 700 mL, which 
is roughly one-tenth the total 
volume loss required to produce 
the same degree of dehydration in 
a 70-kg adult (approximately 
7,000 mL fluid loss) [15]
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Fig. 30.3 As shown in the figure, children may lose up to approxi-
mately 25 % of the blood volume before they become hypotensive. As 
cardiac output falls, systemic vascular resistance increases, so that 
mean arterial blood pressure remains constant. Recall that by Hagen-
Poiseuille’s law (analogous to Ohm’s law of electrical current flow), the 
fluid flow (Q) through a system is related to the pressure drop aross the 
system divided by the resistance of the system. In other words, Q (car-
diac output) = MAP/SVR. Similarly, MAP = Q × SVR. If Q decreases 
and SVR increases, MAP remains constant
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and high SVR (>1,200 dyn s-cm5) (classically referred to as 
cold shock). Importantly, hemodynamic data was obtained 
following aggressive fluid resuscitation (minimum 60 mL/
kg fluid in the first hour, with pulmonary capillary wedge 
pressure >8 mmHg). In contrast to adults in which the early 
stages of septic shock is characterized by a high cardiac out-
put and low SVR, most of these children were in a hypo-
dynamic state characterized by low cardiac output and high 
systemic vascular resistance (cold shock) and required the 
addition of vasodilators to decrease SVR, increase CI, and 
improve peripheral perfusion [51]. Children with low cardiac 
output (as defined by a cardiac index less than 2.0 L/min/
m2 BSA) had the highest risk of mortality. These findings 
have been confirmed in multiple studies using a variety of 
methods to measure cardiac output and vascular resistance 
[52–58]. Collectively, these studies all point to the fact that 
hypotension in children is a very late sign that portends a 
poor prognosis. Moreover, children more commonly present 
with cold shock, as opposed to warm shock. Early recogni-
tion and appropriate treatment (guided to the relevant hemo-
dynamic derangements) of children with shock is therefore 
crucial.

 Pathophysiology of Shock

 Hemodynamic Relationships in Shock

An understanding of the relationship between flow (i.e. car-
diac output), perfusion pressure (i.e. mean arterial blood 
pressure [MAP] – central venous pressure [CVP]), and vas-
cular resistance (systemic vascular resistance, or SVR) is 
vital to the understanding of the pathophysiology of shock. 
Hagen-Poiseuille’s Law (analogous to Ohm’s Law of electri-
cal flow) states that flow (i.e. cardiac output) is directly pro-
portional to the pressure difference (MAP-CVP), i.e. 
perfusion pressure (or driving pressure) divided by the 
resistance.

 
CO P R MAP CVP SVR= = ( )∆ −/ /  (30.5)

Under ideal laminar flow conditions, in which vascular 
resistance is independent of flow and pressure, the relation-
ship between pressure, flow, and resistance is shown by 
Fig. 30.4. In other words, an increase in resistance will 
decrease blood flow at any given perfusion pressure (and 
vice versa). At any given blood flow, an increase in resis-
tance will increase the perfusion pressure (and vice versa). 
This relationship does not hold under conditions of turbulent 
(or pulsatile) flow, as turbulence decreases the flow at any 
given pressure according to Hagen-Poiseulle’s Law.

The perfusion pressure may be a more important deter-
minant of flow than blood pressure alone. According to 

Eq. 30.5, one can theoretically have a normal MAP but no 
forward flow (CO), e.g. if CVP is equal to MAP (which 
would of course be rare and catastrophic). Conceptually, 
however, when fluid resuscitation is used to improve blood 
pressure, the increase in MAP must be greater than the con-
comitant increase in CVP. If the increase in MAP is less 
than the increase in CVP then the perfusion pressure is actu-
ally reduced, and hence cardiac output is reduced. Inotropic 
agents, and not additional fluid resuscitation, are indicated 
to improve cardiac output in this scenario. Understanding 
this relationship helps guide the management of blood flow 
reflected as cardiac output. Cardiac output can be decreased 
when perfusion pressure (MAP-CVP) is decreased, but it can 
also be decreased when the perfusion pressure (MAP-CVP) 
is normal and vascular resistance is increased (by Eq. 30.5). 
Hence, children with normal blood pressure can have inad-
equate cardiac output because systemic vascular tone is too 
high. Cardiac output can be improved in this scenario with 
the use of inotropes, vasodilators, and volume loading. The 
cardiovascular pathophysiology of shock can therefore be 
attributed either to reduced cardiac output, reduced perfusion 
pressure (MAP-CVP or DBP-CVP), or both. Reduced car-
diac output is caused either by reduced heart rate or reduced 
stroke volume caused by hypovolemia (inadequate preload), 
decreased contractility (insufficient inotropy), or excess vas-
cular resistance (increased afterload). Reduced perfusion 
pressure can be caused by reduced MAP or increased CVP.

 Compensatory Mechanisms in Shock

Following the onset of hemodynamic dysfunction, several 
homeostatic compensatory mechanisms (summarized in 
Table 30.3) are initiated in an attempt to maintain end organ 
perfusion and function. Many of these compensatory mech-
anisms can be clinically recognized during the early stages 
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Fig. 30.4 The relationship between pressure, flow, and resistance
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of shock. The progression of shock is commonly divided 
into three phases: compensated, uncompensated, and irre-
versible shock [10, 11] (Table 30.4). During compensated 
shock, oxygen delivery to the brain, heart, and kidney is 
often maintained at the expense of less vital organs. Signs 
and symptoms of the shock state, though often subtle, may 
be apparent even at this early stage. Notably, hypotension is 
not a feature during this stage – rather, increased peripheral 
vascular tone and increased heart rate maintain a normal 
cardiac output and a normal blood pressure. As shock pro-
gresses to the uncompensated stage, the body’s compensa-
tory mechanisms eventually contribute to the further 
progression of the shock state (e.g., blood is shunted away 
from the skin, muscles, and gastrointestinal tract in order to 
maintain perfusion of the brain, heart, and kidneys, leading 
to ischemia in these vascular beds with subsequent release 

of toxic substances, further perpetuating the shock state). 
Cellular function deteriorates further, culminating in end-
organ dysfunction. The terminal or irreversible stage of 
shock implies irreversible organ injury, especially of the 
vital organs (brain, heart, and kidneys). Intervention at this 
late stage is unsuccessful, and death occurs even if therapeu-
tic intervention restores cardiovascular measurements such 
as heart rate, blood pressure, cardiac output, and oxygen 
saturation to normal.

 Functional Classification of Shock

Hinshaw and Cox [44] proposed a classification scheme for 
shock in 1972 that is still relevant today. The four major 
categories of shock include (i) hypovolemic shock (shock 
as a consequence of inadequate circulating volume), (ii) 
obstructive shock (shock caused by obstruction of blood 
flow to and from the heart), (iii) cardiogenic shock (shock 
caused by primary pump failure), and (iv) distributive shock 
(shock caused by maldistribution of the circulating volume) 
(Table 30.5). Notably, distributive shock encompasses septic 
shock, anaphylactic shock, and neurogenic shock (all sub-
types of vasodilatory shock) [59]. This classification scheme 
is relatively arbitrary, especially when viewed in the context 
that different features of each category may be present at the 
same time (e.g. septic shock is often characterized by mani-
festations of hypovolemic shock, cardiogenic shock, and 
distributive shock). However, this kind of simplistic view of 
the different types of shock can provide valuable informa-
tion about the pathophysiological alterations involved, and 
knowledge of these pathophysiological alterations can then 
be used to guide appropriate management.

 Hypovolemic Shock

Hypovolemic shock is the most common cause of shock in 
children and claims the lives of millions of children each 
year worldwide [10, 15, 60–63]. Diarrheal illnesses leading 
to dehydration and hypovolemic shock account for as many 
as 30 % of all deaths in infants and young children world-
wide. Dengue shock syndrome (DSS) is another important 
cause of hypovolemic shock worldwide [64, 65]. Nearly 
8,000 children less than 5 years of age die every day from 
dehydration and hypovolemic shock [60, 61, 66]. While diar-
rheal illnesses are an important cause of hypovolemic shock 
in children in developing nations, hypovolemic shock is an 
important problem that affects children in the U.S. and other 
developed nations as well [67]. For example, hypovolemic 
shock accounts for nearly 10 % of all hospital admissions 
and 300 annual deaths in children younger than 5 years of 
age in the U.S. alone [60, 68].

Table 30.3 Compensatory responses to the shock state

1. Mechanisms to maintain effective circulating blood volume
 (a) Decreased venous capacitance (via venoconstriction)
   Increased sympathetic tone
   Release of epinephrine from the adrenal medulla
    Increased angiotensin II (activation of the renin-angiotensin-

aldosterone axis)
    Increased circulating vasopressin via release from the posterior 

pituitary gland
 (b) Decreased renal fluid losses
   Decreased Glomerular Filtration Rate (GFR)
    Increased aldosterone release (activation of the  

renin-angiotensin-aldosterone axis)
   Increased vasopressin release from the posterior pituitary gland
 (c) Fluid redistribution to the vascular space
   Starling effect (fluid redistribution from the interstitial space)
    Osmotic effect (fluid redistribution from the intracellular 

space)
2. Mechanisms to maximize cardiac performance
 (a) Increase heart rate
   Increased sympathetic tone
   Release of epinephrine from the adrenal medulla
 (b) Increase contractility
   Increased sympathetic tone
   Release of epinephrine from the adrenal medulla
 (c)  Increased Frank-Starling mechanism (increased preload = 

increased cardiac output)
   Decreased venous capacitance (see above)
   Decreased renal losses of fluid (see above)
   Fluid redistribution to the vascular space (see above)
3.  Mechanisms to maintain preferential perfusion to the vital 

organs (dive reflex)
 (a) Extrinsic regulation of systemic arterial tone
 (b) Autoegulation of vital organs (brain, heart, kidneys)
4. Mechanisms to optimize conditions for oxygen unloading
 (a) Increased concentration of red blood cell 2,3-DPG
 (b) Tissue acidosis (Bohr Effect)
 (c) Decreased Tissue PO2
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Traumatic injuries are the leading cause of mortality in 
children and adolescents. While closed-head injuries 
account for the vast majority of these deaths, hemorrhagic 
shock accounts for a significant number of deaths in chil-
dren on an annual basis. Blunt trauma is more common in 
children, which differs from penetrating trauma in that 
multiple organs are often involved, occult injury is com-
mon, and progressive organ damage is frequent due to 
continued hemorrhage, edema, or ischemia. Blunt trauma 
associated with motor vehicle accidents is especially 
common in the pediatric age group. While penetrating 
trauma secondary to gunshot or stab wounds is more com-
mon in adolescents, these injuries account for a small per-
centage of all pediatric injuries even in urban trauma 
centers [69]. Regardless, recent statistics suggest that the 

incidence of penetrating trauma is increasing in the pedi-
atric population [70, 71].

The source of blood loss in hemorrhagic shock may be 
external and readily identifiable. For example, the scalp is 
highly vascular and lacerations in this area can account for a 
significant amount of blood loss in children. More com-
monly, however, the source of blood loss is internal and 
requires a high index of suspicion. Intra-abdominal injuries 
(e.g. spleen laceration, liver laceration, etc.) and long-bone 
fractures can result in significant blood loss. For example, an 
occult femur fracture may result in the loss of up to 500–
1,000 mL of blood into the soft tissues of the thigh, though 
isolated femur fractures rarely cause hemorrhagic shock in 
children [72–74].

As discussed above, children appear to be at a greater risk 
for hypovolemic shock compared to adults due to a number 
of important age-specific physiological differences. For 
example, total body water (TBW) as a percentage of body 
weight decreases rapidly with age. Based on such an analy-
sis, it would seem logical to assume that children, due to 
their relatively greater percentage of TBW, would be pro-
tected against dehydration; unfortunately, this is not the case. 
TBW consists of the intracellular (ICF) and extracellular 

Table 30.4 Stages of shock

Organ system Compensated shock Uncompensated shock Irreversible shock

Central nervous system Agitation Altered mental status Hypoxic-ischemic injury and cell necrosis
Anxiety Hypoxic-ischemic injury
 ↓
Lethargy
Somnolence

Heart Tachycardia Tachycardia Myocardial ischemia
  ↓ Cell necrosis
Bradycardia

Lungs Tachypnea Acute respiratory failure Acute respiratory failure
Increased WOB

Kidneys Oliguria Acute tubular necrosis Tubular necrosis
↑ urinary osmolality Acute renal failure
↑ urinary sodium
FENa <1

Gastrointestinal tract Ileus Pancreatitis GI bleeding
Feeding intolerance Acalculous cholecystitis Sloughing
Stress gastritis GI bleeding

Gut translocation
Liver Centrilobular injury Centrilobular necrosis Hepatic failure

Elevated transaminases Shock liver

Hematologic Endothelial activation DIC DIC
Platelet activation
(Pro-coagulant, hypofibrinolytic)

Metabolic Glycogenolysis Glycogen depletion Hypoglycemia
Gluconeogensis Hypoglycemia
Lipolysis
Proteolysis

Immune system Immunoparalysis Immunoparalysis Immunoparalysis

Table 30.5 Classification of shock

Type of shock Preload Afterload Contractility

Hypovolemic ↓ ↑ N
Cardiogenic ↑ ↑ ↓
Obstructive ↓ ↑ N
Distributive ↑, ↓, or N ↓ ↑
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(ECF) fluid compartments. The ECF compartment consists 
of the plasma volume (5 % TBW) and the interstitial volume 
(15 % TBW). The ECF volume decreases rapidly during the 
first year of life, while the ICF volume remains relatively 
constant. However, fluid losses usually affect either the inter-
stitial or intracellular compartments. Experimental models 
utilizing radio-labeled albumin demonstrate that the percent-
age of body weight lost is directly proportional to the per-
centage of plasma volume lost (e.g., children who lose 5 % 
of their body weight have lost approximately 5 % of their 
plasma volume) [75]. It is useful to quantify the amount of 
dehydration based upon clinical signs and symptoms or the 
percentage of weight loss (Table 30.6). Finally, the total 
amount of fluid loss required to produce shock is signifi-
cantly less in children compared to adults. For example, 
10 % dehydration, indicative of moderate dehydration by 
most accounts, in a 6 month-old child weighing 7-kg 
(approximately 700 mL fluid loss) is one-tenth the total vol-
ume loss required to produce the same degree of dehydration 
in a 70-kg adult (approximately 7,000 mL fluid loss) [15].

The total blood volume is usually estimated as 7–8 % of 
the total body weight, or 70–80 mL/kg. Loss of up to 15 % 

of the total blood volume (Class I shock as defined by the 
American College of Surgeons) usually results in minimal 
signs and symptoms (Table 30.7). Heart rate may increase to 
maintain adequate cardiac output, though blood pressure is 
usually maintained in the normal range. Hypotension, in 
fact, is a relatively late sign of hypovolemic shock. 
Compensatory mechanisms such as an increased heart rate 
and peripheral vascular resistance can maintain a normal 
blood pressure even in the face of a 30–40 % loss of the total 
blood volume. Hypotension, therefore, defines a state of 
uncompensated shock and is a relatively late and ominous 
finding in the critically ill or injured child.

 Obstructive Shock

Obstructive shock is caused by a mechanical obstruction of 
blood flow to and/or from the heart. Common causes of 
obstructive shock include tension pneumothorax, cardiac 
tamponade, and pulmonary embolism, which are discussed 
in greater detail in subsequent chapters. Also included in this 
category are the congenital heart lesions characterized by 

Table 30.6 Clinical signs and symptoms of dehydration in children

% Dehydration

Sign/symptom Mild (4–5 %) Moderate (6–9 %) Severe (≥10 %)

General appearance Thirsty, restless, alert Thirsty, drowsy, postural hypotension Drowsy, limp, cold, mottled
Peripheral pulses Normal rate and strength Rapid and weak Rapid, thready, occasionally not palpable
Respirations Normal Deep, rapid Deep, rapid
Anterior fontanelle Normal, flat Sunken Very sunken
Skin turgor Pinch retracts quickly Pinch retracts slowly Pinch retracts very slowly (“tenting”)
Capillary refill Normal (<2 s) Prolonged (3–4 s) Very prolonged (>4 s)
Eyes Normal, tearing Sunken, dry Very sunken, dry
Mucous membranes Moist Dry Very dry
Blood pressure Normal Normal (low-range) Hypotension

Table 30.7 Classification of hemorrhagic shock in children

Class I Class II Class III Class IV

Blood loss (%) <15 % 15–25 % 26–39 % >40 %

Cardiovascular Normal to ↑ HR ↑ HR ↑↑ HR ↑↑↑ HR
Normal blood pressure Normal blood pressure Hypotension Profound hypotension
Normal pulses Diminished peripheral pulses Thready peripheral pulses Absent peripheral pulses

Thready central pulses
Respiratory Normal rate Tachypnea Moderate tachypnea Severe tachypnea
CNS Slightly anxious Irritable, confused, combative Diminished response to pain Coma
Skin Warm, pink Cool extremities Cool extremities Cold extremities

Mottling Mottling Pallor
Pallor Cyanosis

Normal cap refill Delayed cap refill Prolonged cap refill
Kidneys Normal urine output Oligurua Oligura Anuria

Increased urine specific gravity Increased BUN
Acid-base Normal pH Normal pH Metabolic acidosis Metabolic acidosis
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left-sided obstruction (e.g., critical aortic stenosis, coarcta-
tion of the aorta, interrupted aortic arch, hypoplastic left 
heart syndrome) or right-sided obstruction (e.g., tricuspid 
atresia, pulmonary stenosis, Ebstein’s anomaly, etc. – which 
impair systemic venous return to the right side of the heart 
and hence result in diminished preload to the left side of the 
heart), which are also discussed in greater detail elsewhere in 
the textbook.

 Tension Pneumothorax
A pneumothorax is defined as an accumulation of air in the 
pleural space. A tension pneumothorax occurs due to the 
progressive accumulation of air in the pleural space, leading 
to shift of the mediastinum to the contralateral hemithorax 
and subsequent compression (and total collapse) of the con-
tralateral lung and great vessels, compromising both cardio-
vascular and respiratory function. Whether the air enters the 
pleural space through a defect in the chest wall, a lacerated 
or ruptured bronchus, or a ruptured alveolus, a one-way 
valve effect is created such that air enters during inhalation, 
but cannot exit during exhalation. Accumulation of air con-
tinues until the intrathoracic pressure of the affected hemi-
thorax equilibrates with atmospheric pressure. At this point, 
the accumulation of pressure within the thorax leads to 
depression of the ipsilateral hemi-diaphragm and displace-
ment of the mediastinum (and associated great vessels) 
towards the contralateral hemi-thorax. While the superior 
vena cava (SVC) is able to move to some extent, the inferior 
vena cava (IVC) is relatively fixed within the diaphragm and 
will be compressed. As two-thirds of the venous return in 
older children and adults comes from below the diaphragm 
[76], compression of the IVC leads to a drastic and profound 
reduction in venous return to the heart, leading to cardiovas-
cular collapse and signs and symptoms of obstructive shock. 
Decompression of the pneumothorax via needle thoracente-
sis or thoracostomy tube placement will improve symptoms 
and is therefore the treatment of choice.

 Pulmonary Embolism
Pulmonary embolism (PE) is uncommonly diagnosed in 
children and is often only discovered on autopsy [77–80]. In 
fact, approximately 50 % of patients who have fatal PE are 
not diagnosed until autopsy. However, PE occurs more fre-
quently in children than commonly assumed [81, 82], and 
unfortunately, PE is frequently fatal and difficult to diagnose. 
The clinical presentation often is confusing, perhaps com-
pounded by the fact that very few pediatricians have a lot of 
experience with this disorder. Results of screening tests, such 
as oxygen saturation, electrocardiography, and chest radiog-
raphy, may be normal. Thus, a high index of clinical suspi-
cion is necessary.

A massive PE has a profound impact upon gas exchange 
and hemodynamics. Obstruction to flow through the 

 pulmonary artery results in increased deadspace ventilation 
(i.e., affected lung segments are ventilated but not perfused), 
which is observed clinically as a substantial decrease in the 
end-tidal CO2 (ETCO2) that no longer reflects arterial PCO2. 
A widened alveolar-to-arterial gradient, (A-a) PO2 is present 
in most children as well. The mechanism for hypoxemia is 
somewhat controversial, though several mechanisms likely 
play a role. For example, an intracardiac right-to-left shunt 
through a patent foramen ovale may occur as right atrial 
pressure increases and eventually exceeds that of left atrial 
pressure. In addition, V/Q mismatching is compounded by 
the accompanying fall in cardiac output that results from 
massive PE, leading to mixed venous desaturation. PE 
increases the right ventricular (RV) afterload, resulting in an 
increase in the RV end-diastolic volume (EDV). The increase 
in RVEDV adversely affects left ventricular hemodynamics 
through ventricular interdependence. Specifically, the inter-
ventricular septum bows into the left ventricle (LV) and 
impairs diastolic filling, resulting in decreased LV preload 
and subsequent hypotension. The diagnosis, pathophysiol-
ogy, and management of PE are discussed elsewhere in the 
textbook.

 Cardiac Tamponade
The pericardium is relatively non-compliant, such that the 
accumulation of a small amount of fluid (usually less than 
200 mL) is sufficient to produce cardiac tamponade. 
However, chronic accumulation of fluid may accumulate 
with little to no hemodynamic derangements as the pericar-
dium slowly stretches to accommodate the excess volume. 
The therapeutic implications of an acute versus chronic peri-
cardial fluid accumulation are also important. For example, 
removal of even a small volume of pericardial fluid from an 
acute effusion or hemopericardium will decrease the intra- 
pericardial pressure significantly and relieve symptoms of 
cardiac tamponade. Conversely, due to the change in the 
pericardial compliance curves, a large volume of pericardial 
fluid from a symptomatic, chronic effusion will need to be 
removed to attain comparable relief of tamponade.

Cardiac tamponade is produced by compression of the 
heart by accumulation of pericardial fluid beyond a certain 
threshold. The true filling pressure of the heart is represented 
by the myocardial transmural pressure (i.e., intracardiac 
pressure minus intra-pericardial pressure). Therefore, as 
intra-pericardial pressure rises, the filling pressure of the 
heart decreases and stroke volume falls. The body attempts 
to compensate for the increase in intra-pericardial pressure 
(and hence transmural pressure) by increasing systemic cen-
tral venous pressure and pulmonary venous pressure, so that 
the left and right ventricular filling pressures are higher than 
the intra-pericardial pressure. Left and right atrial pressures 
increase and equilibrate as the intra-pericardial pressure 
rises. Though this equalization of atrial pressures is often 
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touted as a hallmark of cardiac tamponade, it is more com-
monly observed with inflammation-induced etiologies and 
should not be relied on as a pathognomonic sign of tampon-
ade in the post-operative cardiac patient [83, 84].

Pericardiocentesis is the lifesaving procedure of choice 
for children with cardiac tamponade. Medical stabilization 
with fluid resuscitation and inotropic support is temporary at 
best and somewhat controversial as fluid resuscitation may 
precipitate (i.e. in the case of low-pressure tamponade) or 
worsen tamponade physiology, especially in children who 
are either normovolemic or hypervolemic. In the latter sce-
nario, fluid administration will increase intracardiac pres-
sures further, hence increasing intrapericardial pressures and 
worsening tamponade [85–89]. The pathophysiology, diag-
nosis, and management of cardiac tamponade are discussed 
in greater detail later in the textbook.

 Left Ventricular Outflow Tract Obstruction
While not commonly considered in the category of obstruc-
tive shock, there are several congenital heart defects that 
result in left ventricular outflow tract obstruction (LVOT) 
which produce signs and symptoms of obstructive shock. 
These include lesions such as critical aortic stenosis, critical 
coarctation of the aorta, interrupted aortic arch, and hypo-
plastic left heart syndrome (which includes mitral stenosis 
or atresia, as well as aortic stenosis or atresia), among oth-
ers [90, 91]. These lesions all present in the neonatal period, 
as once the ductus arteriosus closes, there is no longer any 
egress for oxygenated blood to get from the heart to the 
rest of the body. Successful resuscitation of these patients 
requires early recognition, so that the proper therapy can be 
initiated. Fluid resuscitation and vasoactive medications are 
only temporizing measures – relief of obstruction by opening 
up the ductus arteriosus with prostaglandin E1 (PGE1) is life-
saving. However, PGE1 can also cause systemic vasodilation 
[92, 93], which can result in profound hypotension in the 
face of a fixed LVOT, where the heart cannot increase output 
to compensate. Fluid resuscitation and initiation of vasoac-
tive medications are therefore just as important as starting 
the PGE1. Once the patient has been stabilized, palliation or 
repair via cardiac catheterization or surgery is the definitive 
treatment. The diagnosis, pathophysiology, and management 
of LVOT are discussed elsewhere in the textbook.

 Right-sided Obstructive Lesions
Right-sided obstructive lesions, such as tricuspid atresia, 
Ebstein’s anomaly, pulmonic stenosis, etc. all produce sig-
nificant cyanosis due to inadequate pulmonary blood flow. 
However, these lesions also decrease preload back to the left 
side of the heart, which again results in signs and symptoms 
of obstructive shock. The diagnosis, pathophysiology, and 
management of these lesions are discussed elsewhere in the 
textbook.

 Cardiogenic Shock

Cardiogenic shock is the term used to describe inadequate 
oxygen delivery resulting from depressed stroke volume as a 
result of myocardial failure. The generation of an adequate 
stroke volume as it relates to the contractile apparatus of the 
myocyte is reviewed in detail later in this textbook. However, 
suffice it to say that calcium (Ca2+) homeostasis is paramount 
to this physiologic process as it facilitates both systolic con-
traction (inotropy) and diastolic relaxation (lusitropy). 
Following depolarization, Ca2+ enters the myocyte via 
voltage- gated, L-type channels. This increase in intracellular 
Ca2+ triggers further release of Ca2+ from the sarcoplasmic 
reticulum (SR) via ryanodine receptors. Ca2+ then binds to 
the myofilament troponin C to cause contraction. Following 
contraction, Ca2+ is removed from the intracellular space 
back into the SR by a series of Ca2+-regulating proteins 
including: SR Ca2+-ATPase, SERCA and phospholamban. 
Importantly, phospholamban is subject to functional regula-
tion on the basis of its phosphorylation state modulated by 
kinases (e.g. protein kinase C, cAMP-protein kinase, Ca2+-
calmodulin kinase) and phosphatases (e.g. PP1) [94]. In its 
phosphorylated form, phospholamban dissociates from 
SERCA resulting in increased uptake of intracellular Ca2+ 
into the SR causing myocyte relaxation as well as having a 
subsequent positive inotropic effect. This mechanism is also 
utilized by β1-adrenergic receptor agonists, which lead to 
G-protein-coupled receptor activation of adenylate cyclase 
resulting in elevation in cAMP levels, activation of PKA, and 
subsequent phosphorylation of phospholamban – thus hav-
ing a positive inotropic effect. Also related to this pathway, 
type III phosphodiesterases hydrolyze cAMP to terminate 
the activation process. Thus, type III phosphodiesterase 
inhibitors (e.g. milrinone) prevent the breakdown of cAMP 
thereby augmenting both contraction and relaxation and may 
have a synergistic effect of prolonging the inotropic effect of 
β1-agonists. In addition, there is mounting evidence that the 
β1-adrenergic receptor pathway is dysfunctional in certain 
settings (e.g. sepsis) [95], so that while the use of β1-receptor 
agonists to augment inotropy may be unsuccessful, the use of 
non-receptor-based phosphodiesterase inhibition may be a 
preferred pharmacologic approach [96].

Among the myriad of diseases that are associated with 
abnormal myocardial function (Table 30.8), a variety of 
mechanisms may be responsible for contractile dysfunction 
including: circulating myocardial depressant factors, myo-
filament insensitivity to Ca2+, apopotosis and/or necrosis, 
uncoupling of myocyte mitochondrial energy production 
and/or β-receptor down-regulation/dysfunction. However, 
regardless of the underlying pathology, the characteristic 
mechanical defect in cardiogenic shock is a marked reduc-
tion in contractility that shifts the left ventricular end- systolic 
pressure-volume curve to the right. As a result, at a similar 
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degree of afterload or systolic pressure, the ventricle ejects 
less stroke volume per beat resulting in a substantially 
increased end-systolic volume. In order to compensate for 
the diminished stroke volume, the curvilinear diastolic 
pressure- volume curve also shifts to the right, reflecting a 
decrease in diastolic compliance or lusitropy so that the 

increased diastolic filling is ultimately coupled with an 
increase in LV end-diastolic pressure (LVEDP). Thus, this 
compensatory mechanism to enhance cardiac output 
increases LVEDP with a concomitant cost of both increased 
myocardial oxygen demand and the development of signs of 
congestive heart failure (e.g. pulmonary edema, hepatomeg-
aly, jugular venous distention, pedal edema) commonly 
observed in this setting. The diagnosis, pathophysiology, and 
management of cardiogenic shock is discussed elsewhere in 
the textbook.

 Distributive Shock

Distributive shock, as the name implies, results from abnor-
malities in vasomotor tone that lead to the maldistribution of 
a normally effective blood volume and flow. Peripheral vaso-
dilation and shunting can lead to a state of relative hypovole-
mia. In other words, peripheral vasodilation increases venous 
capacitance, resulting in a decrease in the effective mean cir-
culatory filling pressure (Pmcf). Pmcf is defined as the mean 
pressure that exists in the vascular system if the cardiac out-
put stops and the pressure within the vascular system is 
allowed to equilibrate. Pmcf is dependent upon the volume of 
blood in the vascular system and the smooth muscle tone of 
the venous system (i.e., venous capacitance) [97–101]. 
Distributive shock arises from a variety of disorders and 
encompasses various states of shock arising from anaphy-
laxis (anaphylactic shock), central nervous system injury 
(which includes neurogenic shock), and sepsis.

Anaphylaxis refers to a systemic, immediate hyper-
sensitivity reaction that is potentially life-threatening and 
 characterized by the onset of signs and symptoms within sec-
onds to minutes following exposure to the offending agent 
(e.g. insect envenomation, medication, food, etc.), involve-
ment of multiple organ systems, and involvement of systems 
distant from the site of exposure. While the true incidence of 
anaphylaxis is difficult to define, it is certainly not uncom-
mon and the most frequent causes of anaphylaxis are foods, 
hymenoptera stings and medications. Anaphylaxis is caused 
by the release of mediators from mast cells and basophils. 
Antigen bridging of IgE antibodies bound to FcεRI (high 
affinity IgE) receptors on the cell surface leads to the aggre-
gation of the receptors and activation of an enzymatic cas-
cade initiating mediator release. Mast cells and basophils 
are concentrated near exposed mucosal surfaces, such as 
the lung and the gastrointestinal tract, and as such, children 
with anaphylaxis will typically present with signs and symp-
toms affecting these organ systems (wheezing, respiratory 
distress, vomiting, hives, etc.). While several mediators are 
released from the mast cell and basophil, including hista-
mine, platelet activating factor (PAF), and the leukotrienes 
(the so-called slow-reacting substances of anaphylaxis), 

Table 30.8 Common precipitating causes of cardiogenic shock

Infectious:
  Viral myocarditis (coxsackie a and b, adenovirus, other 

enteroviruses)
  Bacterial (fulminant) myocarditis(gram negative and gram 

positive sepsis)
 Rickettsial
 Protozoal
Metabolic:
  Storage diseases (glycogen storage disease, 

mucopolysaccharidoses)
 Carnitine deficiency
 Acidosis
 Hypocalcemia
Inflammatory diseases:
 Kawasaki’s disease
 Rheumatic fever
 Systemic lupus erythematous
 Juvenile rheumatoid arthritis
Hypoxic-ischemic injury:
 Perinatal asphyxia
 Near-drowning
 Post-cardiopulmonary bypass
 Asphyxia/near-sids
 Myocardial infarction/anamolous left coronary artery
Toxicities:
 Anthracyclines
 Sulfonamides
 Calcium channel blockers
 β-Receptor blockers
 Thyrotoxicosis
Cardiac-related causes:
 Dysrhythmias:
  Bradycardia
  Supraventricular tachycardia
  Ventricular tachycardia
 Cardiomyophathies:
  Idiopathic dilated cardiomyopathy
  Familial dilated cardiomyopathy
 Increased afterload:

  Aortic stenosis
  Coarctation of the aorta
  Hypertrophic cardiomyopathy
  Coarctation of the aorta
  Malignant hypertension/pheochromocytoma
Neuromuscular disorders:
 Duchenne muscular dystrophy
 Spinal muscular atrophy
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histamine is the most important mediator of anaphylaxis. 
Intramuscular administration of epinephrine is the mainstay 
of the treatment of anaphylaxis. Additional adjunctive thera-
pies include the administration of systemic corticosteroids 
and parenteral antihistamines. The diagnosis, pathophysiol-
ogy, and management of anaphylaxis and anaphylactic shock 
are discussed elsewhere in the textbook.

Neurogenic shock results from autonomic dysfunction 
occurring secondary to injury to the spinal cord. Loss of 
peripheral vascular tone and subsequent increased venous 
capacitance lead to a relative hypovolemia due to expansion 
of the vascular space (i.e. an increase in Pmcf). Children with 
neurogenic shock often fail to improve with fluid resuscita-
tion but instead respond to treatment with selective alpha- 
adrenergic vasoactive infusions. Importantly, spinal shock 
refers to the acute loss of sensation accompanied by motor 
paralysis and the loss of spinal muscle reflexes that occurs 
following a spinal cord injury (usually transection of the spi-
nal cord). Some of the spinal muscle reflexes gradually 
recover over time, and the patient eventually becomes exhib-
its hyperreflexia. While neurogenic shock often occur con-
comitant with spinal shock, the two are distinct entities and 
should not be confused.

Septic shock is the last sub-category of distributive shock. 
As mentioned above, patients with septic shock exhibit many 
of the features of the other types of shock, including hypovo-
lemic shock (both an absolute and relative fluid deficit are 
often observed), cardiogenic shock (due to the presence of 
circulating cardiac depressant factors), and finally, distribu-
tive shock. For this reason, septic shock is often placed in a 
category all of its own. The diagnosis, pathophysiology, and 
management of septic shock are discussed elsewhere in the 
textbook.

 Diagnosis of Shock

Shock is primarily a clinical diagnosis. The diagnosis is 
relatively straightforward in the latter stages of shock, as 
in a child who is lethargic, ashen, gray, tachypneic, cold, 
and hypotensive (see the superannuated hag above). 
Unfortunately, intervention at this stage (i.e. irreversible 
shock) is unlikely to be successful. The diagnosis of shock 
requires a high index of suspicion. Early recognition and 
timely, aggressive intervention is paramount. Important his-
torical clues in the infant are poor feeding, slow weight gain, 
sweating with feeds and fussiness, whereas an older child 
may complain of sleep difficulties (orthopnea), excessive 
fatigue, exercise limitations, chronic cough and palpitations. 
Family history of congenital heart disease, metabolic disease 
and autoimmune disease, along with medication exposure 
and infectious disease exposure should be ascertained. The 
presence of tachycardia, tachypnea, gallop, rales, jugular 

venous distention, hepatomegaly and extremity edema are 
consistent with congestive heart failure. As discussed above, 
the body’s compensatory mechanisms will maintain ade-
quate function of the vital organs (compensatory stage of 
shock) for a time so that frank hypotension remains both a 
late and ominous sign.

In its final stages, uncompensated shock can be character-
ized by the presence of anion gap acidosis. An anion gap 
>16 mEq/L can be used as a surrogate marker for ATP deple-
tion and energy failure. When oxygen delivery is inadequate, 
anaerobic metabolism occurs through glycolysis with pyru-
vate being converted to lactate and lactic acid, which is 
largely responsible for the anion gap. Glycopenic shock can 
be diagnosed when an anion gap exists in the presence of 
hypoglycemia (inadequate substrate), hyperglycemia (insu-
lin resistance), or euglycemia (inadequate substrate + insulin 
resistance). When glucose utilization is inadequate, the anion 
gap is caused by organic acid intermediates produced by 
catabolism of protein and or fat to fuel the Krebs cycle.

It cannot be over-emphasized that early recognition of 
shock is critical as time-sensitive, early reversal of clini-
cal signs of shock has been shown to influence outcomes 
in critically ill patients. In adults, Rivers and colleagues 
[102] demonstrated the importance of early goal-directed 
therapies, which maintain not only blood pressure but also 
oxygen delivery, in improving outcome [102–107]. In this 
study, adults presenting to the emergency department in 
severe sepsis or septic shock were randomized early on to 
receive either therapies directed at achieving normal blood 
pressure or therapies directed towards achieving not only 
normal blood pressure but also a superior vena cava (SVC) 
oxygen saturation ≥70 %. In this latter arm, investigators 
used packed red blood cell transfusion (for patients with a 
hemoglobin less than 10 g/dL to reverse anemic shock) and/
or fluids and inotropic support (to reverse ischemic shock) 
if the SVC saturation remained less than 70 %. The theory 
behind this approach is based on the concept of oxygen 
delivery reviewed above in which DO2 depends on oxygen 
carrying capacity (hemoglobin), oxygen content of arterial 
blood (percent oxyhemoglobin plus dissolved oxygen), and 
cardiac output. Thus, if the hemoglobin and arterial oxygen 
saturation are normal, then cardiac output predominantly 
determines oxygen delivery. As cardiac output decreases 
and metabolic demands remain the same, the mitochondria 
extract more oxygen to maintain a similar amount of energy 
production; therefore, the oxygen saturation of blood return-
ing to the heart (normally ~75 %) decreases. Rivers et al. 
[102] observed that patients in the first arm attained a nor-
mal blood pressure but had an average SVC oxygen satura-
tion of only 65 %. In contrast, those in the second treatment 
arm received more blood transfusions, fluid resuscitation, 
and inotrope use to both maintain normal blood pressure 
and achieve an SVC saturation >70 %. Of note, this early 
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(within 6 h), goal- directed (SVC saturation >70 %) therapy 
resulted in a nearly 50 % reduction in mortality. In a second 
analysis of this study, the authors evaluated patients who had 
shock characterized by tachycardia and decreased SVC O2 
saturation with normal or high blood pressure. Interestingly, 
these patients had higher mortality rates than those patients 
presenting with hypotension. When this group of patients 
with tachycardia, low SVC O2 saturation, and normotension 
were evaluated by treatment arms, those who received thera-
pies directed towards a goal SVC O2 saturation >70 % had 
reduced multiple organ failure and mortality. The authors 
described this type of shock without hypotension as cryp-
tic or ischemic shock. Ischemic shock without hypotension 
can be represented by the following equation: Decreased 
cardiac output = (normal or high mean arterial pressure – 
central venous pressure)/ increased systemic vascular resis-
tance. Their data suggests that reversal of this normotensive 
ischemic shock can reduce organ failure and mortality. De 
Oliviera and colleagues also demonstrated similar findings 
in a randomized interventional trial in children with septic 
shock. In the control arm, therapies were directed to normal-
izing capillary refill time and blood pressure. In the intervn-
tional arm, therapies were also directed to maintaining an 
SVC O2 sat >70 %. This intervention resulted in the use of 
more fluid resuscitation, blood tranfusions, and intrope and 
vasodilator infusions, as well as a reduction in mortality 
from 39 to 12 % [108].

Emergency departments place central lines for measure-
ment of SVC oxygen saturations less frequently in children 
than in adults making a corresponding study in children 
unlikely, though the feasibility of this approach in adults 
has been confirmed by multiple studies [109–114]. 
However, in a similar manner, a recent landmark study 
showed that the predominant factor that reduces mortality 
and neurologic morbidity in children transported to tertiary 
care pediatric hospitals is the reversal of shock through 
early recognition and resuscitation in the referring emer-
gency department [115]. In this study, Han and colleagues 
examined early goal directed therapy for neonatal and pedi-
atric shock in community hospital emergency departments, 
using prolonged capillary refill >2 s as a practical though 
inferior surrogate marker of decreased SVC O2 saturation. 
In all patients with shock, both mortality and morbidity 
increased with the following progression of clinical signs: 
tachycardia alone → hypotension with normal capillary 
refill → prolonged capillary refill without hypotension → 
and finally, the combination of prolonged capillary refill 
with hypotension (which carried the highest mortality risk). 
Reversal of these clinical signs in the emergency depart-
ment reduced mortality and morbidity by more than 50 % 
and each hour that passed without reversal of hypotension 
or reduction in capillary refill was associated with a twofold 
increased odds ratio of death. Thus, the ability to both 

 recognize and reverse shock in children may be the most 
important lessons to be learned in the practice of pediatric 
critical care medicine.

 Therapeutic Endpoints of Resuscitation 
in Pediatrics

 Traditional Endpoints

Resuscitation to clinical goals remains the first priority in the 
management of shock. Children should be resuscitated to 
normal mental status, normal pulse quality proximally and 
distally, equal central and peripheral temperatures, capillary 
refill <2 s, and urine output >1 mL/kg/h. Many of these clini-
cal features of shock lack interrater reliability and validity, 
especially when used as “stand alone” therapeutic endpoints 
[116–121]. However, serial examination of multiple clinical 
features by the same clinician can be used to effectively 
identify and monitor children with shock [122]. Because 
20 % of blood flow goes to both the brain and the kidney, 
clinical assessment of the function of these two organs can 
be informative and a normal mental status and urine output 
generally suggest adequately compensated oxygen delivery. 
However, the clinician should not necessarily be reassured 
by a normal mental status, as altered mental status is a very 
late sign of shock. Distal pulse quality, temperature, and cap-
illary refill reflect systemic vascular tone and cardiac output. 
Normal capillary refill and toe temperature assures a cardiac 
index greater than 2.0 L/min/m2 and superior vena cava oxy-
gen saturation ≥70 % [123]. Fluid resuscitation should be 
monitored using a combination of physical exam findings 
(palpation of the liver edge, increasing tachypnea, onset of 
basilar rales on auscultation, etc.) in addition to monitoring 
tools (central venous or atrial pressures) as surrogate indica-
tors of when fluid resuscitation has likely been adequate and 
it is necessary to initiate inotropic therapy. The predictive 
hemodynamic response to a fluid bolus can often be ascer-
tained by applying gentle but constant pressure over the liver 
in the right upper quadrant to provide an auto transfusion 
while assessing the immediate hemodynamic response in 
terms of heart rate and blood pressure changes. The recent 
studies referenced above add support to the concept that 
titrating resuscitation to simple clinical parameters is likely 
to be as effective as utilizing advanced hemodynamic param-
eters such as SVC O2 saturation.

Normal heart rate and perfusion pressure for age (MAP- 
CVP) should be the initial hemodynamic goals. Fluid resus-
citation can be monitored by observing the effects on heart 
rate and MAP-CVP. The heart rate should decrease and 
MAP-CVP increase when fluid resuscitation is effective. In 
contrast, the heart rate may increase and MAP-CVP will nar-
row if too much fluid is given. The shock index (HR/SBP) 

30 Shock



386

[107, 124–128] can also be used to assess the effectiveness 
of fluid and inotrope therapy. If the applied therapy (e.g. pre-
load or inotropy) increases the stroke volume, then the heart 
rate will decrease and systolic blood pressure will increase 
resulting in a lower shock index value. However, if stroke 
volume does not improve with resuscitation then heart rate 
will not decrease, systolic blood pressure will not increase, 
and shock index will not improve.

 Cardiac Filling Pressures

Both the right-sided cardiac filling pressures (central 
venous pressure, CVP; right atrial pressure) and left-sided 
cardiac filling pressures (pulmonary artery occlusion pres-
sure, PAOP, also known as the wedge pressure and/or 

 pulmonary capillary wedge pressure; left atrial pressure) 
have also been used as therapeutic endpoints of resuscita-
tion [118, 129]. For example, Max Harry Weil developed a 
resuscitation protocol based upon CVP and PAOP in the 
early days of critical care medicine (Fig. 30.5) [130]. 
Importantly, the site in which CVP is measured (femoral 
vein, internal jugular vein, subclavian vein) does not mat-
ter, as the CVP measured in the femoral vein appears to 
adequately approximate right atrial pressure in children, 
particularly in the absence of intra- abdominal pathology 
[131–135]. Unfortunately, the vast majority of clinical 
studies have shown that CVP does not reliably or accurately 
predict fluid responsiveness in critically ill patients [136, 
137]. In addition, a meta-analysis of 13 randomized clinical 
trials showed that invasive hemodynamic monitoring with 
the pulmonary artery catheter (PAC) increased overall 

Observe CVP for 10 min

Observe PAOP for 10 min

CVP < 8 cmH2O

200 mL × 10 min

a

b

During Infusion
0–9 min

After Infusion
0–9 min

During Infusion
0–9 min

After Infusion
0–9 min

CVP > 2 cm < 5 cm
CVP > 2 cm persists
CVP ≤ 2 cm

Wait 10 min and repeat
STOP
Repeat infusion

PAOP > 3 cm < 7 cm
PAOP > 3 cm persists
PAOP ≤ 3 cm

Wait 10 min and repeat
STOP
Repeat infusion

 ↑ CVP > 5 cmH2O

STOP

 ↑ PAOP > 7 cmH2O

STOP

100 mL × 10 min 50 mL × 10 min

200 mL × 10 min 100 mL × 10 min 50 mL × 10 min

CVP < 14 cmH2O CVP ≥ 14 cmH2O

CVP < 12 cmH2O CVP < 16 cmH2O CVP ≥ 16 cmH2O

Fig. 30.5 (a) Max Harry Weil’s “5-2 Rule” for 
CVP-titrated Fluid Management. A volume of 50, 100, 
or 200 mL of fluid (depending upon the initial CVP) is 
administered through a peripheral intravenous catheter 
over 10 min. If at any time during the administration of 
this fluid the CVP rises by more than 5 cmH2O, the 
infusion should be stopped. Following the infusion, the 
“5-2” rule is applied. If the CVP has risen by more than 
2 cm, but less than 5 cm, the patient should be monitored 
at 10 min intervals. If the CVP has risen by more than 
2 cm and remains elevated, no additional fluid is 
administered. If the CVP has declined to within 2 cm of 
the initial value, another fluid challenge (again, the 
amount will depend upon the CVP) is administered. 
(b) Max Harry Weil’s “7-3” Rule for PAOP-titrated Fluid 
Management. A volume of 50, 100, or 200 mL of fluid 
(depending upon the initial PAOP) is administered 
through a peripheral intravenous catheter over 10 min. 
If at any time during the administration of this fluid the 
PAOP rises by more than 7 cmH2O, the infusion should 
be stopped. Following the infusion, the “7-3” rule is 
applied. If the PAOP has risen by more than 3 cm, but 
less than 7 cm, the patient should be monitored at 10 min 
intervals. If the PAOP has risen by more than 3 cm and 
remains elevated, no additional fluid is administered. 
If the PAOP has declined to within 3 cm of the initial 
value, another fluid challenge (again, the amount will 
depend upon the PAOP) is administered (Reprinted from 
Weil and Henning [130]. With permission from Wolters 
Kluwer Health)
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 mortality in critically ill patients [138]. Finally, a multi-
center, randomized clinical trial comparing PAC-guided 
therapy versus central venous catheter (CVC)-guided ther-
apy in critically ill adults with acute lung injury showed 
that use of the PAC increased complications and hospital 
costs without improving outcome [139, 140]. However, it 
should be noted that CVP was used as a resuscitation end-
point in the Early Goal-Directed Therapy trial of severe 
sepsis/septic shock [102], as well as the Surviving Sepsis 
Campaign [113, 114]. Therefore, it would seem that cardiac 
filling pressures should not be used as the sole therapeutic 
endpoint of resuscitation, but as part of an entire set of 
resuscitation endpoints. Importantly, there are few (if any) 
randomized, controlled trials of CVP- or PAOP-titrated 
fluid management in critically ill children with shock, and 
any current recommendations are based upon anecdotal 
experience and translation from adult studies.

 Venous Oximetry and Near-Infrared 
Spectroscopy

In the era of early goal-directed therapy, an increasing num-
ber of pediatric intensivists are placing superior vena cava 
(SVC) central venous catheters in order to monitor SVC 
oxygen saturation (SVC O2). Due to the increased relative 
size and weight of the head versus the body in infants and 
young children, blood flow through the SVC comprises a 
much larger percentage of total cardiac output compared to 
the inferior vena cava (IVC) [76], perhaps making SVC O2 
an ideal therapeutic endpoint in children. The SVC O2 
(directly measured via co-oximetry) has a reasonable corre-
lation with the mixed venous oxygen saturation [141]. There 
is a commercially available central venous catheter (PediaSat 
Oximetry Catheter, Edwards Life Sciences, Irvine, CA) with 
a sensor on the tip that continuously measures SVC O2 [142–
145]. However, there remains some question as to the accu-
racy of these catheters, particularly at lower SVC O2 (<70 %), 
which would be when such a catheter would be most useful 
[143, 144, 146]. In addition, the growing use of near-infrared 
spectroscopy (NIRS) in the Cardiac Intensive Care Unit 
(CICU) population has led to a few studies using this tech-
nology in older children with shock (In Vivo Optical 
Spectroscopy, INVOS System, Somanetics, Troy, MI) 
 [147–151]. However, further studies are necessary before the 
use of these devices can be considered standard monitoring 
tools in the PICU. The data supporting using SVC O2 satura-
tion as a therapeutic endpoint in critically ill children is lim-
ited [108]. Nevertheless, targeting a SVC O2 saturation to 
>70 % is an oft quoted goal. Similar to the approach in 
adults, the critically ill child in shock should be transfused if 
the hemoglobiin is sub-optimal and if normalized, then ino-
tropes and vasodilators can be used to improve cardiac out-
put until the SVC saturation is >70 %.

 AVDO2

An additional target sometimes used by clinicians is to main-
tain a normal arterial to venous oxygen content difference, 
the so-called AVDO2. The AVDO2 can be calculated as 
follows:
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Typical normal values (Hgb = 14, paO2 90 and 
SaO2 = 100 %, pvO2 40 and SvO2 = 75 %) would show an 
average difference of usually less than 5 ml O2/ 100 ml blood 
which corresponds to a saturation difference of 25 %. When 
the AVDO2 is greater than 5, suggesting increased oxygen 
extraction because of inadequate oxygen delivery (i.e. an 
oxygen deficit), then cardiac output should be increased 
with inotrope and vasodilator therapy until the AVDO2 
returns to the normal range. The AVDO2 is most accurately 
determined when the venous saturation is measured in the 
pulmonary artery. In these circumstances, cardiac output 
can be measured using either the pulmonary artery cathe-
ter and thermodilution or PICCO as reviewed in the chap-
ter on Hemodynamic Monitoring, later in this textbook. In 
this setting, a typical goal cardiac index is ≥2.5 L/min/m2 
in cardiogenic shock and between 3.5 and 6.0 L/min/m2 in 
septic shock. Furthermore, with the aid of either a pulmo-
nary artery catheter (to measure the capillary wedge pressure 
as an estimate of LVEDP) or a left atrial catheter (as com-
monly provided by the cardiac surgeon), these surrogates of 
LVEDP can be trended to that value at which the best cardiac 
output can be achieved. For example, higher filling pressures 
may be required to attain the required end diastolic volume 
to achieve optimal stroke volume in a non-compliant, post- 
operative myocardium that can be determined during the 
wean from cardiopulmonary bypass.

 Lactate

Many clinicians use lactate as a serum measure of anaerobic 
metabolism [152–155]; however, lactate can be elevated by a 
number of conditions in the absence of shock, including met-
abolic disorders, lymphoproliferative disorders, liver failure, 
and sepsis. Following lactate levels has been most useful in 
the setting of pre-operative and post-operative cardiogenic 
shock (although levels can be increased even in the absence 
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of the low flow state). For these patients, mortality risk 
increases as serum lactate levels rise above 2.0 mmol/L. 
More helpful may be trending the change in lactate, as it has 
been shown that a change in lactate level of ≥0.75 mmol/L 
per hour was associated with worse outcomes and was supe-
rior to predicting a poor outcome (89 % sensitivity, 100 % 
specificity and a 100 % positive predictive value) as com-
pared to single worse values [156]. When used as a hemody-
namic goal, a diminishing value over time with an ultimate 
value <2.0 mmol/L is generally the target (i.e. lactate clear-
ance). Interestingly, a recent multi-center, randomized, non- 
inferiority clinical trial in adults with septic shock suggested 
that targeting lactate clearance is at least comparable to tar-
geting SVC O2 ≥70 % [157]. A follow-up analysis of this 
same study showed that achieving the SVC O2 target (≥70 %) 
without achieving the lactate clearance target (≥10 %) was 
more strongly associated with mortality, compared to achiev-
ing the lactate clearance target without achieving the SVC O2 
target [158]. In other words, if only one of these targets is 
achieved, failure to achieve the lactate clearance target has a 
worse prognosis. Global targets (i.e. superior vena cava oxy-
gen saturation, mixed venous oxygen saturation, etc.) may 
not truly reflect regional targets (lactate clearance, NIRS, 
etc.) [159]. Lastly, a substantial number of patients in this 
trial never developed increased lactate levels, which has also 
been observed in critically ill children with severe sepsis and 
septic shock [108]. More studies testing lactate clearance as 
a therapeutic endpoint of resuscitation, especially in criti-
cally ill children, are required.

 Management of Shock

 Fluid Therapy

Fluid therapy is the hallmark of shock resuscitation in infants 
and children. In this context, intravenous fluid boluses are used 
to reverse the hypovolemic state and optimize contractility 
based on the principle of the Starling curve. Approximately 
8 % of the total blood volume is contained within the arte-
rial side, 70 % in the venous side, and 12 % in the capil-
lary beds. The total blood volume in a baby is approximately 
80–85 mL/kg, and decreases slightly (to 65–75 mL/kg) in 
the infant or child. Rapid resuscitation is often necessary 
to restore circulating volume. Rapid fluid boluses in incre-
ments of 20 mL/kg minimally up to 60 mL//kg [160] may 
be required to restore intravascular volume. However, if the 
patient has capillary leak syndrome as may occur in septic 
shock, then quite large volumes (up to and at times exceeding 
100 mL/kg) may be needed in the first several hours.

Either crystalloids (e.g. 0.9 % normal saline or lactated 
ringers) or colloids (e.g. 5 % albumin) can be used to restore 
intravascular volume. While it appears that less colloid fluids 

may be needed than crystalloid fluids (as colloid fluids redis-
tribute to the extravascular space more slowly), a large, 
multi-center, randomized, controlled trial demonstrated no 
differences among outcomes in adults resuscitated with nor-
mal saline as compared to 4 % albumin [161]. Of note, in a 
subgroup analysis there was a suggestion that 4 % albumin 
was more effective in patients with sepsis/septic shock when 
compared to crystalloid, though this nearly 5 % mortality 
reduction did not reach statistical significance [161]. Of 
interest, there are a growing number of studies showing that 
colloids may be better in critically ill children [162–168]. 
Even more compelling are the results of the FEAST study, a 
randomized, controlled trial in which children presenting 
with a severe febrile illness at the time of admission to the 
hospital (in Uganda, Kenya, or Tanzania) received either 
20–40 mL/kg 5 % albumin, 20–40 mL/kg 0.9 % saline, or no 
fluid bolus. There were no differences in mortality at 48 h 
between the saline (110/1,047 children, 10.5 %) and albumin 
(111/1,050 children, 10.6 %) groups, though mortality was 
lowest (76/1,044 children, 7.3 %) in the control group that 
did not receive a fluid bolus. These results were consistent 
across all sub-group analyses [169]. A follow-up analysis of 
these results showed that excess mortality occurred as a 
result of cardiovascular collapse and not fluid overload (pul-
monary edema, neurologic deterioration, etc.) [170]. Hence 
use of fluid resuscitation in the severe anemia/ high cardiac 
output malaria populations found in Sub-Saharan Africa is 
deleterious in part because further hemodilution exacerbates 
anemia and decreases rather than increases oxygen delivery. 
In contrast, fluid resuscitation in the capillary leak/ hypovo-
lemia populations found in the UK and Netherlands menin-
gococcemia belt and in the Southeast Asia Dengue belt is 
beneficial because increased ventricular filling improved car-
diac output and oxygen delivery. With these caveats in mind, 
the usual practice in most PICUs in the US is to initiate vol-
ume resuscitation for hypovolemic patients with crystalloid 
fluids as a first line and follow with colloid if needed.

Rapid bolus of volume employing a push technique not 
only restores intravascular volume, but may also turn off 
expression of inflammation and coagulation genes. Numerous 
studies have shown that rapid and aggressive volume resusci-
tation within the first hour, improves survival not only in ani-
mal models, but more importantly in humans with shock. 
Fluid administration should be judicious, however, in neo-
nates and children with cardiogenic failure from cardiomy-
opathy or congenital heart disease, as lower myocardial 
compliance often results in less volume need to achieve opti-
mal stroke volume as predicted by Starling curves. Conversely, 
these children may be pushed off the Starling curve in the 
setting of over-aggressive fluid administration. Because of 
this, titrating in volume boluses as low as 5–10 mL/kg is 
often done while carefully monitoring the trend of CVP, LAP, 
PAOP, MAP and mixed venous saturation in these patients.
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 Blood Products

Transfusion with packed red blood cells (PRBC) is abso-
lutely crucial in children with anemia and shock. 
Mitochondria cannot extract the last 20 % of oxygen bound 
to hemoglobin. Under normal conditions the mitochondria 
typically extract 25 % of oxygen bound to hemoglobin. This 
is reflected clinically by a mixed venous oxygen saturation 
of 75 % in a healthy patient with an arterial blood oxygen 
saturation of 100 %. In a child with 10 g/dL hemoglobin, 
only 8 g/dL is available for extraction as 20 % cannot be 
extracted. Thus, 2.5 g/dL is used for oxygen extraction, leav-
ing a surplus of 5.5 g/dL of hemoglobin. In states of hemoly-
sis, anemic shock can develop as surplus hemoglobin is lost 
(i.e. drops below 5 g/dL). Mortality rates are known to 
increase as the hemoglobin drops below 6 g/dL in various 
settings including hemorrhagic shock. The FEAST trial 
demonstrated this harmful effect [169]. Transfusion of blood 
is lifesaving in these circumstances. Whole blood is avail-
able in some parts of the world, while packed red blood cells 
are available in other parts of the world. The usual hemoglo-
bin concentration of packed red blood cells is 20 g/dL. Since 
the blood volume of the child ranges from 65 to 85 mL/kg 
based on age, 10 mL/kg of packed red cells should increase 
the hemoglobin concentration by approximately 2 g/dL. 
Blood can be rapidly infused in patients with life threatening 
hemolytic anemia, however, furosemide may be needed to 
prevent fluid overload if hypovolemia is not a concurrent 
challenge.

The optimal hematocrit in critically ill patients with shock 
remains a matter of debate. There is no question that a restric-
tive transfusion strategy is safe in critically ill children in the 
PICU who are hemodynamically stable [171]. However, the 
optimal transfusion threshold for hemodynamically unstable 
children in the PICU is less certain [172]. An early study by 
Crowell and Smith based on an in vitro model of the micro-
circulation suggested that the optimal hematocrit is >30 % 
[173]. The blood viscosity increased substantially and 
reduced blood flow through glass capillaries of fixed diame-
ter as the hematocrit increased. Based on their results, these 
investigators calculated that the hematocrit for optimal oxy-
gen delivery was around 30 %. Experimental evidence in ani-
mals has further suggested that viscosity begins to compromise 
blood flow at hematocrits approaching 40–45 % [172]. Again, 
it is interesting to note that one of the therapeutic endpoints in 
the EGDT trial was a hematocrit of 30 % [102].

 Vasoactive Medications

There are several different vasoactive medications 
(Table 30.9) that are commonly used in the PICU [174]. 
These are routinely placed into different categories based 
upon their principal hemodynamic effect. Inotropic agents 
(inotropes) are used to increase contractility and as a result, 
stroke volume and cardiac output. Most of the inotropic 
agents are adrenergic receptor agonists and include both 
endogenously produced catecholamines (e.g. dopamine, 

Table 30.9 Vasoactive pharmacologic agents commonly used in the management of pediatric shock

Agent Dose range Comments

Dopaminea, b, c 3–5 μg/kg/min Renal-dose dopamine (primarily dopaminergic agonist activity); 
increases renal and mesenteric blood flow, increases natriuresis 
and urine output

5–10 μg/kg/min Inotropic (β1 agonist) effects predominate; increases cardiac 
contractility, heart rate, and blood pressure

10–20 μg/kg/min Vasopressor (α1 agonist) effects predominate; increases peripheral 
vascular resistance and blood pressure

Dobutaminea, b 5–10 μg/kg/min Inotropic effects (β1 agonist) predominate; increases contractility 
and reduces afterload

Epinephrinea, b 0.03–0.1 μg/kg/min Inotropic effects (β1 and β2 agonist) predominate, increases 
contractility and heart rate; may reduce afterload to a slight extent 
via β2 effects

0.1–1 μg/kg/min Vasopressor effects (α1 agonist) predominate; increases peripheral 
vascular resistance and blood pressure

Norepinephrinea, b 0.1–1 μg/kg/min Potent vasopressor (α1 and β1 agonist); increases heart rate, 
contractility, and peripheral vascular resistance; absent β2 effect 
distinguishes it from epinephrine

Phenylephrinea, b, d 0.1–0.5 μg/kg/min Potent vasopressor with primarily α1 agonist effects; indicated in 
tetralogy of Fallot hypercyanotic spells (tet spells)

Vasopressina, b, e 0.0003–0.002 units/kg/min Vasopressor (via V1) without inotrope activity; may be indicated 
in refractory shock(0.018–0.12 units/kg/h)

Nitroglycerina, d, f 0.5–3 μg/kg/min Dose dependent venodilator and vasodilator (cGMP mediated)

(continued)
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 epinephrine, and norepinephrine) as well as synthetic ana-
logs (e.g. dobutamine). The exceptions to this pharmacologic 
mechanism are agents that inhibit type III phosphodiesterase 
(e.g. inamrinone, milrinone, and enoximone), resulting in 
elevated cAMP, as well as those agents that increase sen-
sitivity of the myofilament to calcium (e.g. levosimendan). 
Vasodilators are used to decrease systemic vascular resis-
tance (recall again that CO = MAP/SVR, so that by reducing 
SVR, CO will increase). The most commonly used vaso-
dilators are nitroprusside and nitroglycerin. Vasopressors 
are used to increase systemic vascular resistance, in order 
to increase perfusion pressure (discussed above). Most of 
the currently available vasopressors are adrenergic recep-
tor agonists (e.g., dopamine, epinephrine, norepinephrine, 
phenylephrine).

 Inotropes
Most of the currently available inotropes act through either 
direct stimulation of the adrenergic receptors or through 
inhibition of phosphodiesterases to increase cAMP. 
Adrenergic receptors fall into three categories: α-adrenergic, 
β-adrenergic and dopaminergic (DA) receptors. The recep-
tors responsible for inotropic stimulation are the β1- 
adrenoreceptors located on the myocardium, while the 
β2-receptors exist on the vascular and bronchial smooth mus-
cle and mediate vaso- and broncho- dilation, respectively. 
α-adrenoreceptors include the α1 subtype located on periph-
eral vasculature and stimulation mediates smooth muscle 

contraction and thus, vasopressor effects (discussed below). 
Following their initial descriptions α2-receptors were identi-
fied on the presynaptic terminals of sympathetic nerves and 
stimulation inhibited norepinephrine release. They have also 
been identified on postsynaptic smooth muscle where stimu-
lation results in contraction, though the contribution of this 
mechanism to vasopressor effects of adrenergic agonists is 
not fully known [175]. From a pharmacokinetic standpoint, 
nearly all the inotropes used clinically are cleared by first- 
order kinetics, such that changes in infusion rates linearly 
correlate to plasma concentrations, making them practical to 
titrate to clinical effect. In addition, the adrenergic receptor 
agonists are rapidly metabolized by circulating catechol-O- 
methyltransferase (COMT) followed by deamination (via 
monoamine oxidase) or sulfoconjugation (by phenolsulfo-
transferase) such that effective half-life of these agents is on 
the order of minutes. Therefore, these agents are preferably 
administered via continuous infusion – most commonly via 
a central venous catheter. Of note, the phosphodiesterase 
inhibitors are cleared by the kidneys (requiring dosage 
adjustments in renal failure) and possess a half-life estimated 
to be 45–60 min.

 Dopamine
Historically, the mainstay of inotropic therapy in pediatrics 
has been dopamine which is the immediate precursor in the 
catecholamine biosynthetic pathway. Because of its unique 
properties of being able to stimulate dopaminergic (0–3 μg/

Agent Dose range Comments

Nitroprussidea, g 0.5–3 μg/kg/min Systemic arterial vasodilator (c GMP mediated)
Inamrinonea, h 0.75 mg/kg I.V. bolus over 2–3 min followed 

by maintenance infusion 5–10 μg/kg/min
Inodilator (Type III phosphodiesterase inhibitor); increases cardiac 
output via increased contractility and afterload reduction

Milrinonea, i 50 μg/kg administered over 15 min followed 
by a continuous infusion of 0.5–0.75 μg/kg/min

Inodilator (Type III phosphodiesterase inhibitor); increases cardiac 
output via increased contractility and afterload reduction

Prostaglandin E1 (PGE1)j 0.3–0.1 μg/kg/min Maintains patent ductus arteriosus (cAMP effect)
aCorrect volume depletion prior to starting infusion
bExtravasation may produce tissue necrosis (as a general recommendation, should be administered via central venous access). Treatment with 
subcutaneous administration of phentolamine as follows:
  Neonates: infiltrate area with a small amount (e.g., 1 mL) of solution (made by diluting 2.5–5 mg in 10 mL of preservative free NS) within 12 h 

of extravasation; do not exceed 0.1 mg/kg or 2.5 mg total
  Infants, children, and adults: infiltrate area with a small amount (eg, 1 mL) of solution (made by diluting 5–10 mg in 10 mL of NS) within 12 h 

of extravasation; do not exceed 0.1–0.2 mg/kg or 5 mg total
cDopamine has exhibited nonlinear kinetics in children (dose changes may not achieve steady-state for approximately 1 h, compared to 20 min in 
adults)
dExhibits rapid tachyphylaxis (dose may need to be increased with time to achieve same clinical effect)
eDose not well established in children or adults; abrupt discontinuation of infusion may result in hypotension (gradually taper dose to discontinue 
the infusion); May be associated with profound peripheral vasoconstriction (leading to tissue ischemia)
fMay cause profound hypotension in volume-depleted patients; nitroglycerin adsorbs to plastics; I.V. must be prepared in glass bottles and special 
administration sets intended for nitroglycerin (nonpolyvinyl chloride) must be used
gConverted to cyanide by erythrocyte and tissue sulfhydryl group interactions; cyanide is converted in the liver by the enzyme rhodanase to thiocya-
nate (thiocyanate levels should be monitored)
hMetabolized in the liver; causes thrombocytopenia (may be dose-related); milrinone is now preferred agent
iMetabolized in the kidney; relatively long half-life (use with caution in children with hemodynamic instability)
jDose may be decreased once the ductus arteriosus has opened with very little change in therapeutic effects; may cause hypotension, apnea, cutane-
ous flushing

Table 30.9 (continued)
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kg/min), β-adrenergic (3–10 μg/kg/min) and α-adrenergic 
receptors (>10 μg/kg/min) in a dose-dependent manner, 
some clinicians refer to this agent as an inovasopressor, as 
both inotropic and vasopressor activity can be observed with 
escalating dosage. The pharmacologic effect of dopamine 
is derived from two relatively equipotent properties – direct 
agonist stimulation of the receptors and indirect release of 
norepinephrine from the sympathetic vesicles. Because 
infants less than 6 months have been considered to not pos-
sess their full number of sympathetic vesicles (corroborated 
in studies of immature animals), it has been suggested that 
there is a relative age-specific insensitivity to the drug, 
such that increased infusion rates may be necessary [176]. 
However, this data remains controversial in that Seri et al. 
[177] have demonstrated clear physiologic responses to nor-
mal dopamine infusion rates (3–7 μg/kg/min) in premature 
infants. Relative dopamine insensitivity can also be observed 
in older children and adults who may have exhausted endog-
enous catecholamine reserves because of prolonged stress 
responses prior to reaching the clinical care setting.

When infused at 3–10 μg/kg/min, dopamine increases 
cardiac contractility and cardiac output with only mod-
est effects on heart rate and systemic vascular resistance. 
Because of its general effectiveness and the vast familiarity 
and experience with this agent, dopamine has remained the 
first line inotropic agent for fluid refractory shock. Infusion 
rates can be increased gradually in order to titrate its inotro-
pic effect to the goals outlined above. Surveys of common 
practice suggest that while infusion rates as high as 40 μg/
kg/min have been reported, most clinicians stop escalating at 
20 μg/kg/min and choose instead to add a second vasoactive 
agent. It should also be noted that dopamine administration 
through a peripheral intravenous catheter is not any safer 
compared to other vasoactive medications, as is commonly 
believed.

Because of the imprecise ability to differentiate infusion 
rates mediating strictly inotropic effects from vasopressor 
effects during the transition from β to α-adrenergic receptor 
stimulation, some clinicians express concern for the use of 
dopamine alone in cardiogenic shock. Though relatively few 
studies have been performed, it has been suggested that 
because dopamine alone increases not only mean arterial 
blood pressure, but also pulmonary capillary wedge pressure 
and myocardial oxygen extraction, clinicians consider add-
ing a vasodilator (e.g. dobutamine) as the combination may 
be more beneficial than dopamine alone in this setting [178]. 
Another major effect of dopamine is to selectively increase 
renal and splanchnic perfusion. However, the ascribed renal 
protective effect of renal-dose dopamine has not been sub-
stantiated in several large clinical trials designed to examine 
this possible benefit and more likely to be related to modest 
improvements in cardiac output associated with even low 
infusion rates [179].

Dopamine, similar to most inotropic agents, will worsen 
ventilation/perfusion matching such that intrapulmonary 
shunt increases and as a result, PaO2 may decrease. In addi-
tion, dopamine also inhibits prolactin secretion [180], which 
may have adverse results on the host immune response [181]. 
Finally, dopamine has been shown to increase VO2 and oxy-
gen extraction to a greater extent than the improvements 
observed in cardiac output and DO2 in critically ill children 
following the Norwood procedure [182]. As an interesting 
aside, a multicenter, cohort study in critically ill adults with 
sepsis noted that patients who were treated with dopamine 
had a higher mortality compared to those who were treated 
with other agents [183]. Moreover, a meta-analysis of studies 
comparing dopamine to norepinephrine in critically ill adults 
with severe sepsis/septic shock again showed that dopamine 
increases mortality [184]. However, while the evidence 
against dopamine is growing, dopamine remains the first- 
line vasoactive medication in many PICUs.

 Dobutamine
Dobutamine is an inotropic agent synthetically derived from 
the catecholamine parent structure that possesses mixed 
β-receptor agonist activities. Thus, dobutamine possesses 
both chronotropic and inotropic properties mediated through 
β1-adrenergic receptor stimulation as well as modest vaso-
dilating effects related to its β2-adrenergic receptor agonist 
property. The limitation of vasodilating effects relate to its 
preparation as a racemic mixture where the (+) isomer has 
potent effects at the β-receptor and modest α-adrenergic 
antagonist effects, but conversely the (−) isomer is a selec-
tive α1-adrenergic receptor agonist mediating vasoconstric-
tor effects [185]. In addition, it has been observed that at 
infusion rates >10 μg/kg/min, dobutamine can lead to sig-
nificant afterload reduction and at times hypotension. This 
is thought to occur because dobutamine at this infusion 
rate may possess α2 agonist effects which inhibit release 
of norepinephrine from the pre-synaptic terminals to fur-
ther reduce vascular tone. Similar to dopamine, there may 
be an age- specific insensitivity to dobutamine in children. 
Perkin and co-workers demonstrated that children under 
the age of 2 years have a reduced response to dobutamine 
[186]. Despite these complex properties, the primary hemo-
dynamic effects are to increase contractility, most often with 
little change in the heart rate or mean arterial blood pressure 
despite substantial increases in cardiac output. Because of 
these properties, dobutamine is most commonly indicated 
in the clinical setting that necessitates increasing inotropy 
without augmenting systemic vascular resistance, as occurs 
most commonly with pure cardiogenic shock (e.g. myocardi-
tis). In these cases, dobutamine will increase stroke volume 
while decreasing central venous pressure and often improves 
the ratio between myocardial oxygen supply and demand. 
However, a growing body of evidence suggests that inotropic 
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agents, such as dobutamine and milrinone increase long- term 
mortality in patients with heart failure, leading many experts 
to recommend against their use in this setting [187–190].

 Epinephrine
Epinephrine is the endogenous circulating neurohormone 
released from the adrenal medulla during stress which pos-
sesses β1, β2, α1, and α2 adrenergic receptor agonist activity. 
It is a commonly used adjuvant inotrope for patients who fail 
to respond adequately to dopamine therapy or are too hypo-
tensive to tolerate the vasodilating effects of inodilators such 
as dobutamine or milrinone. Adults and children who are 
resistant to either dopamine or dobutamine therapy will fre-
quently respond to epinephrine. At the lower dosage or infu-
sion rates (0.03 toward 0.1–0.3 μg/kg/min, so called low 
dose epinephrine) its β-adrenergic effects predominate such 
that it is principally an inotropic agent. Based on this princi-
pal, epinephrine has become an increasingly utilized second- 
line inotropic agent in the setting of low cardiac output states 
(e.g. post-cardiopulmonary bypass). The α-adrenergic effect 
on increasing systemic vascular resistance becomes more 
prominent as the epinephrine infusion rate approaches and 
exceeds 0.3 μg/kg/min, in which case it is sometimes 
described as an inovasopressor. Though epinephrine can 
mediate splanchnic vasoconstriction and theoretically lead to 
intestinal ischemia, this adverse effect is thought to be less 
significant in the critical care setting as it is countered by 
significant augmentation of cardiac output [191]. Patients 
with heart failure and increased systemic vascular resistance 
may be harmed by higher dosage epinephrine unless it is 
concomitantly administered with a vasodilator or inodilator. 
Non-cardiac related effects of epinephrine include increas-
ing plasma glucose levels, increasing fatty acid levels, and 
increased renin activity with a concomitant decrease in 
serum potassium and aldosterone levels.

 Norepinephrine
While norepinephrine is classically considered to be 
a vasopressor, it does have mixed α-adrenergic and 
β-adrenergic effects. Again, these effects are dose-depen-
dent. Norepinephrine is an endogenous neurotransmitter 
in the sympathetic nervous system. At lower doses (typi-
cally on the order of 0.01–0.05 μg/kg/min), norepinephrine 
can improve contractility and hence cardiac output via its 
β1- adrenergic effects. At higher doses, it is almost a pure 
α-adrenergic agonist with primarily vasopressor effects.

 Phosphodiesterase Inhibitors
The phosphodiesterase (PDE) inhibitors are a class of drugs 
called bipyridines which mediate both inotropy and vaso-
dilation, and as a result are often referred to as inodilators. 
These agents mediate their effects by preventing hydrolysis 
of cAMP (Type III PDE inhibitorsI, e.g. milrinone,  amrinone, 

 enoximone, or pentoxyfilline) and/or cGMP (Type V PDE 
inhibitors, e.g. sildenafil, dipyrimadole, or pentoxyfilline). 
When type III PDE inhibitors are administered alone, the 
increase in cAMP improves contractility and also causes 
vasodilation of pulmonary and systemic arterial vasculature 
resulting in decreased ventricular afterload. Unique to this 
class of agents, PDE inhibitors improve ventricular relax-
ation (so called lusitropic property). This effect is mediated 
by decreased breakdown of cAMP resulting in activation of 
protein kinase A which subsequently phosphorylates the sar-
coplasmic reticulum protein, phospholamban. This phosphor-
ylation modulates the activation of sarcoplasmic reticulum 
ATPase (SERCA) resulting in more rapid uptake of cytosolic 
calcium thus facilitating more rapid and improved myocyte 
relaxation [192, 193]. As a result of these pharmacologic 
properties, the main hemodynamic effects of PDE inhibitors 
are to decrease both systemic and pulmonary vascular resis-
tances, decrease filling pressures, and substantially augment 
cardiac output, most often with very little change in heart rate. 
Other effects noted with the use of PDE inhibitors include cor-
onary artery dilation, thus there is little change in myocardial 
oxygen consumption, and putative anti-inflammatory effects 
which have made it an attractive option in fluid-resuscitated, 
low cardiac output shock as most commonly occurs in pedi-
atric septic shock [96]. Finally, it is notable that PDE inhibi-
tors mediate their effects independent of β-adrenergic receptor 
ligation. It has become increasingly appreciated that β-receptor 
down-regulation (e.g. in congestive heart failure), signaling 
disruption (e.g. in sepsis), and polymorphisms all may affect 
the manner by which this receptor-based pharmacologic 
mechanism can be utilized clinically, so that PDE inhibitors 
may provide superior clinical effects in these settings.

The interaction of PDE inhibitors with concomitant ino-
tropes, vasodilators, and even vasopressors can be used to 
therapeutic advantages in patients with a variety of forms 
of shock. For example, epinephrine can remain a potent and 
relatively pure inotrope at higher dosages when combined 
with a type III PDE inhibitor that will prevent breakdown of 
cAMP produced by β1 and β2 adrenergic stimulation such that 
increased cAMP inhibits the usual effects of epinephrine- 
mediated α1 adrenergic stimulation. In a similar manner, 
norepinephrine may be a more effective inotrope while main-
taining vasopressor effectiveness, when administered with a 
Type III PDE inhibitor. The hydrolysis of norepinephrine- 
mediated β1-receptor cAMP production is inhibited so that 
increased cAMP improves both contractility and relaxation. 
In addition, norepinephrine-mediated α1 and α2 adrener-
gic effects remain unopposed because milrinone possesses 
no specific β1 receptor activity and therefore has minimal 
vasodilatory effect in the face of potent α-adrenergic vaso-
constriction. In a related manner, the type V PDE inhibitors 
(e.g. sildenafil, dipyridamole) may potentiate the pulmonary 
vasodilator effects of inhaled nitric oxide.
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As alluded to above, one major challenge posed by the 
use of currently licensed PDE inhibitors is their relatively 
prolonged half-life as compared to catecholamines and 
nitrosovasodilators. Although the latter agents are eliminated 
within minutes, PDE inhibitors are not eliminated for hours. 
Milrinone is primarily bound to plasma proteins (~75 %) 
and predominantly eliminated by the kidney while inamri-
none is predominantly eliminated by the liver, thus, this 
half-life elimination is even more important in the setting 
of organ failure. When untoward side effects are encoun-
tered (e.g. hypotension), these drugs should be discontinued 
immediately. Of note, norepinephrine has been reported as 
being an effective antidote for these toxicities. As mentioned 
above, norepinephrine, on the basis of its α1 and β1, but not 
β2 adrenergic activity will increase blood pressure via vaso-
constriction (α1 effect) and cardiac output (β1 effect), but not 
exacerbate the vasodilatory effect of the phosphodiesterase 
inhibitor.

 Other Agents
Of historic note, isoproterenol was an important and com-
monly used inodilator that possesses both β1 and β2 adren-
ergic activity. It used to be considered an important drug in 
the treatment of heart block, refractory status asthmaticus, 
and pulmonary hypertensive crises with right ventricular 
failure although its unfavorable safety profile with regards 
to increasing myocardial oxygen demand resulting in isch-
emic injury has substantially tempered its use over the 
past decade. Levosimendan represents a relatively newer 
class of inodilators which sensitizes calcium binding in 
the actin- tropomyosin complex to improve contractility, 
while simultaneously hyperpolarizing potassium chan-
nels to cause vasodilation [194]. There is a growing body 
of literature on levosimendan use in critically ill children 
[195–202]. However, at the time of this writing, levosimen-
dan is not available in the United States. Calcium chloride 
infusions have also been used as inotropic agents, though 
there are limited studies in children and adults [203–205]. 
Some of the unique developmental differences in excita-
tion-contraction coupling in the pediatric myocardium 
are importantly considered here. The relative immaturity 
of intracellular calcium regulation (T tubules, sarcoplas-
mic reticulum, L-type Ca2+ channels) causes alterations in 
the normal mechanisms leading to the Ca2+-induced Ca2+ 
release (CICR) that triggers excitation-contraction cou-
pling, such that the neonatal myocardium is more depen-
dent upon extracellular calcium versus intracellular calcium 
for contractility compared to the mature heart [206–210]. 
These developmental differences also explain the extreme 
sensitivity of neonates to calcium channel antagonists 
[207]. Tri-iodothyronine is also an effective inotropic agent 
which has long been used to preserve cardiac function in 
patients who are brain dead and have low T3 levels [211]. 

A  randomized controlled trial in neonates showed that 
use of tri-iodothyronine as a post cardiac surgery inotrope 
improved outcomes [212, 213].

 Vasodilators

Vasodilators (Table 30.9) are used to reduce either pulmo-
nary or systemic vascular resistance and improve cardiac 
output. The nitrosovasodilators depend on release of nitro-
sothiols (nitric oxide donor) to activate soluble guanylate 
cyclase and release cGMP. Sodium nitroprusside is both a 
systemic and pulmonary vasodilator. In the setting of a fail-
ing myocardium, careful titration of nitroprusside to achieve 
lower afterload may improve cardiac output even though 
changes in blood pressure may not be observed. The usual 
starting infusion rate is on the order of 0.5–1 μg/kg/min. 
Nitroglycerin has a somewhat selective dose-dependent 
effect in that at <1 μg/kg/min it is a coronary artery vasodila-
tor, 1 μg/kg/min it provides pulmonary vasodilation, and at 
3 μg/kg/min it mediates systemic vasodilation. Inhaled nitric 
oxide is a selective pulmonary vasodilator which can be 
started at 5 PPM (see chapter on nitric oxide later in this 
textbook) when needed to afterload the RV or decrease PVR. 
Prostaglandins (PG) increase cAMP levels to provide potent 
systemic and pulmonary vasodilation. Prostacyclin (PGI2) 
can be started at 3 ng/kg/min and an increasing experience 
with this agent suggests that continuous infusions are neces-
sary to maintain its effect. Numerous PGI2 analogs continue 
to be developed (e.g. treprostinil, iloprost, and beraprost 
sodium); however, their role in hemodynamic support of the 
critically ill child remain incompletely defined [214].

Alpha-adrenergic antagonists also have a role as vasodila-
tors. Phentolamine, which is a competitive antagonist, has 
been used in combination with epinephrine or norepineph-
rine to offset the alpha-adrenergic effects and facilitate the 
beta-adrenergic effects of these agents. Phenoxybenzamine 
has also been used for afterload reduction in neonates with 
single ventricle physiology [215, 216]. Phenoxybenzamine 
binds to and inhibits the alpha-adrenergic receptor through 
covalent modification so it possesses a very long half-life 
elimination making its routine use uncommon in the PICU 
setting.

 Vasopressors

In the setting of distributive shock, low SVR results in sig-
nificant hypotension and as a result inadequate organ perfu-
sion pressure. Thus, principal pharmacologic agents 
indicated in anaphylactic, neurogenic, and vasodilatory 
(warm) septic shock include those mediating vasoconstric-
tive effects, so-called vasopressors (Table 30.9). As reviewed 
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above, a number of the agents that provide inotropic support 
at lower infusion rates via β-adrenergic stimulation, transi-
tion to providing vasopressor activity as a result of 
α-adrenergic agonism at escalating infusion rates. For exam-
ple, titration upwards of dopamine (>10 μg/kg/min) and epi-
nephrine (>0.3 μg/kg/min) infusion rates increase SVR. 
Without the concomitant increase in inotropy provided by 
these agents, a simple escalation in afterload will increase 
blood pressure, but at the expense of less stroke volume and 
greater ventricular work. In a similar manner, norepineph-
rine, which possesses predominantly α-adrenergic stimula-
tion, also possesses β-receptor activity so that it can be 
effective for dopamine-resistant shock on the basis of both 
inotropic and vasopressor activity. As a result, dopamine and 
norepinephrine may have their greatest role in the mainte-
nance of adequate perfusion pressure in children with shock.

 Phenylephrine
Different from these mixed agonists, phenylephrine is a pure 
α-adenergic receptor agonist that can be effectively titrated 
to augment systemic afterload. Because of this property, 
one of its principal roles in pediatrics historically has been 
for reversal of tet spells (hypercyanotic spells) in children 
with tetralogy of Fallot. Infants and children with tetralogy 
of Fallot have a thickened infundibulum which spasms and 
causes right to left blood flow through the ventricular septal 
defect, which substantially reduces pulmonary blood flow 
and leads to life-threatening hypoxemia. Therapies used to 
treat this spell include oxygen and morphine to relax the 
infundibulum, and knee-to-chest positioning to increase 
afterload and help generate left to right flow across the 
ventricular septal defect. When these maneuvers fail, phen-
ylephrine is implemented to increase systemic arterial vaso-
constriction resulting to left to right shunting and perfusion 
of the lung. Because phenylephrine has no beta- adrenergic 
effects it does not increase heart rate and hence the heart is 
better able to fill.

 Vasopressin
Vasopressin is being used more frequently for catecholamine- 
refractory shock in children [217–221]. Vasopressin is usu-
ally administered only in physiologic doses and is thought to 
improve blood pressure not only through interaction with the 
vasopressin receptor and the phospholipase C second mes-
senger system, but also by increasing release of ACTH and 
subsequent cortisol release. This vasopressor should also be 
used with caution because it can reduce cardiac output in 
children with poor cardiac function. A multicenter, random-
ized, placebo-controlled trial in critically ill children of low- 
dose vasopressin (0.0005–0.002 U/kg/min) showed no 
benefit [222]. Aside from this clinical trial and several 
smaller case series, there has not been sufficient experience 
or clinical studies performed as of yet to fully determine the 

role of either low-dose, hormonal-level dosing or higher 
vasoconstrictive dosing of vasopressin in various forms of 
shock. In current clinical practice, it is most commonly insti-
tuted in catecholamine-resistant, refractory, vasodilatory 
shock, though earlier indications may be identified by ongo-
ing studies.

 Hydrocortisone

Clinical use of hydrocortisone in shock has also been re- 
examined in recent years. Centrally and peripherally- 
mediated adrenal insufficiency is increasingly common in 
the pediatric intensive care setting [223–225]. Many children 
are being treated for chronic illnesses with corticosteroids 
with subsequent pituitary-adrenal axis suppression. Many 
children have central nervous system anomalies and acquired 
illnesses. Some children have purpura fulminans and 
Waterhouse-Friedrichsen Syndrome [226]. Other investiga-
tors have reported reduced cytochrome P450 activity and 
decreased endogenous production of cortisol and aldoste-
rone in some children. Interestingly, adrenal insufficiency 
can present with low cardiac output and high systemic vascu-
lar resistance or with high cardiac output and low systemic 
vascular resistance. The diagnosis should be considered in 
any child with catecholamine-resistant vasodilatory shock. 
The dose recommended for stress dosing of methylpredniso-
lone is 2 mg/kg follow by the same dose over 24 h, but prac-
tice varies greatly among intensivists [227]. Central or 
peripheral adrenal insufficiency may be diagnosed in 
 adequately volume resuscitated infants or children who 
require epinephrine or norepinephrine infusions for shock, 
and have a baseline cortisol level <18 mg/dL [228].

When considering the dose of hydrocortisone to be used 
for patients with shock it is important to understand two 
concepts. First, hydrocortisone must be multiplied by 6 to 
be glucocorticoid equivalent to methylprednisone and by 
30 to be glucocorticoid equivalent to dexamethasone dos-
ing. The use of methylprednisone at 2 mg/kg as a loading 
dose and then 1 mg/kg every 6 h is equivalent to 30 mg/
kg of hydrocortisone in glucocorticoid equivalent dos-
ing. The use of 0.5 mg/kg of dexamethasone every 6 h is 
equivalent to 60 mg/kg/day of hydrocortisone in glucocor-
ticoid equivalent dosing. Neither methylprednisone nor 
dexamethasone has any mineralocorticoid effect; however, 
hydrocortisone has both glucocorticoid and mineralocor-
ticoid effect. For this reason hydrocortisone is generally 
recommended over methylprednisone or dexamethasone 
for adrenal insufficiency. Second, cortisol levels differ dur-
ing stress and shock so efforts to treat patients with adrenal 
insufficiency should be directed to achieving these levels. 
During surgical stress, cortisol levels increase to 30 μg/
dL range. However, during acute shock cortisol levels can 
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reach 150–300 μg/dL. Hydrocortisone infusion at 2 mg/
kg/day (50 mg/m2 B.S.A./day) will achieve serum corti-
sol levels in the range of 20–30 μg/dL, whereas infusions 
at 50 mg/kg/day can achieve levels of up to 150 μg/dL. 
Unfortunately, the majority of clinical data examining the 
role of corticosteroids in improving outcome in shock are 
derived from adult studies. Importantly, a multicenter, ran-
domized, controlled trial of stress-dose hydrocortisone in 
critically ill adults with severe sepsis/septic shock failed to 
show any improvement in outcomes [229]. Adrenal insuf-
ficiency and its treatment is discussed in great detail else-
where in this textbook.

 Extra-Corporeal Life Support (ECLS)

In patients who remain in shock (cardiac index <2.0 L/m2 
B.S.A./min) despite use of the above therapies, extra-cardiac 
mechanical support has been associated with up to a 50 % 
survival in children and 80 % survival in newborns. These 
forms of cardiac support include the veno-arterial extracor-
poreal membrane oxygenation, the left ventricular assist 
device, and the aortic balloon counter pulsation device. 
ECMO is commonly used in smaller children. Veno-venous 
ECMO could be considered but only in the unusual occur-
rence when shock is due to ventilator-associated (high intra-
thoracic pressure) cardiac dysfunction. Veno-arterial ECMO 
is successful when shock is due to cardiac dysfunction. 
Typical criteria for this use includes a CI <2.0 L/m2 B.S.A./
min or the need for more than 1 μg/kg/min of epinephrine 
with on-going evidence of inadequate tissue perfusion. 
Larger children can be managed with mechanical assist 
devices. These modalities are discussed in greater detail else-
where in this text.

 Conclusion

Shock is a common time-sensitive cause of death in criti-
cally ill children with excellent outcome when appropri-
ately recognized and treated. Early recognition and 
implementation of goal-directed therapies attains best 
outcomes. Therapies should be directed to timely reversal 
of anemia, hypoxia, ischemia, and glycopenia. Fluids and 
inotropes should be used to reverse hypotension and 
decrease capillary refill to <2 s within 1 h of clinical pre-
sentation. Adrenal shock should be recognized and treated 
with hydrocortisone. Long term goals after the first hour 
are maintenance of normal cardiac output, blood pressure, 
and SVCO2 saturation >70 %. Appropriate glucose infu-
sion rates should be delivered and insulin used to reverse 
hyperglycemia. Fluids, inotropes, vasodilators, vasopres-
sors, hydrocortisone, thyroid, and extra-cardiac mechani-
cal support devices may be required to accomplish this 
goal.
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 Introduction

Acute respiratory failure is a major cause of morbidity and 
mortality in the pediatric critical care setting, accounting for 
approximately 50 % of admissions to pediatric intensive care 
unit (PICUs) [1]. While the possible etiologies of respiratory 
failure are highly variable (ranging from infectious etiolo-
gies, such as pneumonia, sepsis, and bronchiolitis to neuro-
logic etiologies, such as traumatic brain injury, seizures, and 
stroke), many of these potential causes are included within 
the top ten leading causes of death among children [2, 3]. For 
example, in infants, two common causes of acute respiratory 
failure – neonatal respiratory distress syndrome and sudden 

infant death syndrome – account for more than 40 % of total 
mortality [2].

Developmental differences in children contribute to the 
prevalence and severity of respiratory failure in this age 
group. Children have reduced elastic recoil of their alveoli, 
which can result in increased alveolar collapse in the pres-
ence of altered pulmonary compliance. In addition, they 
have fewer alveoli and less collateral ventilation channels 
(Fig. 31.1) to allow ventilation distal to an obstructed airway 
[4]. The chest wall of an infant has greater compliance as 
compared to an older child or adult due to more horizontally 
aligned ribs, which make it more difficult to generate a 
greater negative intrathoracic pressure in the presence of 
decreased pulmonary compliance. The relatively weak carti-
laginous support of the airways in children compared to 
adults may lead to dynamic compression (and subsequent 
airway obstruction) in disease processes associated with 
high expiratory flow rates and increased airway resistance 
(e.g. asthma, bronchiolitis). Finally, the airway of a child is 
significantly narrower than that of an adult, which can con-
tribute greatly to the development of increased airway 
 resistance as well as airway obstruction due to secretions.
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The numerous etiologies of respiratory failure in infants 
and children reflect the multiple levels of involvement of the 
respiratory system and its integration with other organ sys-
tems. Thus, the management of acute respiratory failure in 
the pediatric critical care setting is a great challenge and 
requires a thorough understanding of the physiology and 
potential dysfunction of the various components of the respi-
ratory system.

 Definition

Respiratory failure is defined as an inadequate exchange of 
oxygen (i.e. hypoxemic respiratory failure) and carbon diox-
ide (i.e. hypercarbic respiratory failure) to meet the body’s 
metabolic needs. Clinical criteria, arbitrarily set at a PaO2 
�60 mmHg and a PaCO2 � 50 mmHg, are not rigid param-
eters, but rather serve as a context in which to interpret the 
entire clinical scenario. Failure of the respiratory system 
may occur due to inadequate air movement, insufficient 
gas diffusion at the alveolus, and/or poor pulmonary blood 
flow. Maintaining adequate respiratory function requires
proper functioning of the conducting airways, alveoli, pul-
monary circulation, and the respiratory pump, comprised 
of the thorax, respiratory musculature, and nervous system. 
While there are clear consequences of dysfunction of each 
these components, each also interacts significantly with the 

others. Therefore, failure of one frequently is followed by 
failure of another, leading to progressive hypoxemia and/or 
hypercarbia.

 Etiologies of Respiratory Failure

 Upper Airway Obstruction

As compared to adolescents and adults, infants and children 
are at risk for upper airway obstruction for a variety of ana-
tomic reasons, including relatively large adenoids, tonsils, 
and tongues and relatively small mandibles and subglottic 
airways. These anatomic differences may be exaggerated by 
a host of genetic/congenital syndromes associated with 
upper airway anomalies. Upper airway obstruction is dis-
cussed in more detail elsewhere in this textbook.

One important anatomic difference between children and 
adults is the relative caliber of the pediatric versus adult air-
way. Poiseuille’s law demonstrates amplified airway resis-
tance with relatively small changes in airway diameter, such 
that the change in air flow is directly proportional to the air-
way radius elevated to the fourth power:

 
Q = ∆ π ηP r L4 8( ) /  

where Q is flow, ∆P is the pressure gradient across the length of 
the airway, r is the radius of the airway, η is the viscosity of the 
air, and L is the length of the airway. Therefore, while increas-
ing the length of the airway (L) or the viscosity of the air (η) 
will reduce laminar air flow, decreasing the airway radius will 
have a much more drastic effect. In conditions of turbulent air 
flow, airway resistance is inversely proportional to the airway 
radius to the fifth power (r5). Hence, small amounts of edema
will have a greater effect on the caliber of the pediatric airway 
compared to the adult airway, resulting in a greater increase 
in airway resistance (Fig. 31.2). This is particularly important 
in young children and infants, whose airways are not only 
naturally smaller, but who also have cone-shaped, rather than 
cylindrical, laryngeal anatomy [5]. This places the narrowest 
portion of small child’s upper airway at the level of the cricoid 
ring, rather than at the glottis, as in adults. The susceptibility 
to edema of the soft tissues at the cricoid ring places these 
children at greater risk for upper airway obstruction second-
ary to infection, such as laryngotracheobronchitis (croup) [6].

Due to the higher compliance of the chest wall, children 
are also less equipped to compensate for the increased resis-
tance from upper airway obstruction. Respiratory failure may 
occur as a result of increased work of breathing, elevated 
metabolic demand, and/or poor gas exchange. While respira-
tory failure may initially present as gradual hypoxemia or 
hypercarbia, it may also rapidly progress to acute respiratory 
collapse once respiratory muscles become overly fatigued.

Interbronchiolar channels
Not found in healthy human lungs Canals of Lambert

Pores of Kohn

Age 6 years

Age 1-2 years

Fig. 31.1 Collateral ventilation. The adult lung contains anatomic 
channels that allow for collateral ventilation distal to an obstructed air-
way. These channels include (1) interalveolar channels (pores of Kohn), 
(2) bronchiole-alveolar channels (canals of Lambert), and (3) interbron-
chiolar channels. The pores of Kohn appear at around 1–2 years of age, 
while the canals of Lambert appear at around 6 years of age. Notably,
interbronchiolar channels develop pathologically and are not found in 
healthy human lungs in either children or adults. Infants and children 
are therefore at a greater risk for atelectasis and consequent ventilation- 
perfusion mismatch due to airway obstruction
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 Lower Airway Obstruction

Given the extensive surface area of the numerous small 
peripheral airways, the upper airway provides the maximum 
level of resistance in adults. However, in children less than
6 years old, whose lung growth is not yet complete, resis-
tance is greatest in the lower airways. Therefore, diseases 
affecting the smaller airways can significantly increase air-
way resistance and work of breathing.

As with upper airway obstruction, the lower airways of 
children are highly susceptible to slight changes in airway 
diameter. Therefore, children’s airway resistance is easily 
affected by edema and bronchospasm associated with diseases 
such as asthma, bronchiolitis, and cystic fibrosis. Initially, the 
patient is unable to completely expel air, as airways can col-
lapse from positive intrapleural pressure generated during 
forced expiration (Fig. 31.3). The inability to fully exhale 
leads to air trapping and hyperinflation of the lungs.

Hyperinflation may compromise respiratory muscle func-
tion by altering chest wall geometry. An increase in functional 
residual capacity (FRC) above the normally predicted value 
decreases elastic recoil of the chest wall and shortens muscle 
fiber length. At shorter muscle fiber lengths, adequate alveolar 
ventilation will require more energy, as each muscle contrac-
tion will generate less force [7]. Furthermore, hyperinflation 
flattens the diaphragm, decreasing its ability to efficiently gen-
erate pressure and facilitate thoracic expansion [8]. 
Hyperinflation likewise alters the spatial arrangement of the
diaphragmatic muscle fibers, such that contraction of the fibers 
now arranged in series and perpendicular to the chest wall will 
result in paradoxical inward movement of the thorax [9].

Dynamic collapse of the lower airways (e.g., tracheo- and 
bronchomalacia) is also more common in children than 

Normal

Infant

Adult

4 mm 2 mm

6 mm8 mm

↓50 %

↓25 %

↑16×

↑3×

Edema ∆ diameter ∆ resistance

Fig. 31.2 Age-dependent effects of a reduction in airway caliber on the 
airway resistance and airflow. Normal airways are represented on the left
(top, infants; bottom, adults), edematous airways are represented on the 
right. According to Poiseuille’s law, airway resistance is inversely pro-
portional to the radius of the airway to the fourth power when there is 
laminar flow and to the fifth power when there is turbulent flow. One mm 

of circumferential edema will reduce the diameter of the airway by 
2 mm, resulting in a 16-fold increase in airway resistance in the pediatric
airway versus a threefold increase in the adult (cross-sectional area 
reduced by 75 � in the pediatric airway versus a 44 � decrease in the
adult airway). Note that turbulent air flow (such as occurs during crying)
in the child would increase the resistance by 32-fold
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Fig, 31.3 Dynamic compression in children. The cartilaginous sup-
port of the conducting airways will have spread to its most distal point, 
the segmental bronchus, by the 12th week of gestation. After birth, the 
cartilaginous support of the conducting airways increases throughout 
the remainder of childhood. The relative weakness of the cartilaginous 
support in the infant compared to the adult may lead to dynamic com-
pression in situations associated with high expiratory flow rates and 
increased airway resistance (e.g., bronchiolitis, asthma, or even crying). 
During a forced expiration, intrapleural pressure becomes more positive 
with respective to atmospheric pressure. There is a point along the air-
way that the intrapleural pressure (pressure outside the airway) will be 
equal to the pressure inside the airway (i.e. transmural pressure gradient 
is zero). Past this point, the transmural pressure gradient becomes nega-
tive, and the airway begins to collapse
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adults due to the immature cartilaginous support of the air-
ways. This typically presents as expiratory and/or inspiratory 
lower airways obstruction and is often exacerbated during 
times of illness, especially viral infections. It is important to 
distinguish malacia from lower airway obstruction second-
ary to bronchospasm, as the treatments for bronchospasm 
will relax airway musculature and may worsen the dynamic 
compression seen with malacia.

In severe cases of lower airway obstruction, functional 
hypoventilation and resultant hypercarbia is observed sec-
ondary to decreased expiratory air flow. The resultant hyper-
carbia from lower airway obstruction may be coupled with 
hypoxia if air flow is disrupted to a great degree, if signifi-
cant atelectasis is present, or when coupled with alveolar dis-
ease (e.g., RSV bronchiolitis / pneumonitis). In the most
severe of cases, the airway becomes so constricted that air 
flow may cease during both inspiration and expiration.

 Hypoventilation

Decreased alveolar ventilation results in inadequate removal 
of CO2 from the alveoli, leading to an increased alveolar car-
bon dioxide concentration (PACO2), and subsequently, an 
increased arterial carbon dioxide concentration (PaCO2). In 
steady state, CO2 elimination must be balanced by CO2 pro-
duction, such that PaCO2 is directly proportional to the quan-
tity of CO2 produced (VCO2) and inversely proportional to 
alveolar ventilation (VA) (Fig. 31.4).

 
PaCO VCO2 2= ( )* /K VA  

While minute ventilation (VE) is the product of tidal vol-
ume (Vt) and respiratory frequency, alveolar ventilation is 
determined by the difference between total minute  ventilation 

and the degree of both anatomic and physiologic dead space 
ventilation (VD).

 V VE t= *frequency  

 V V VA E D= –  

Therefore, CO2 balance will be altered with changes to 
minute ventilation and/or alterations in the quantity of physi-
ologic dead space.

Homeostasis of carbon dioxide balance is primarily con-
trolled by altering minute ventilation, through changes in 
tidal volume and respiratory frequency. Adequate respiration 
requires signals from the central nervous system to be trans-
ferred via the spinal cord, peripheral nerves, and neuromus-
cular junction to the respiratory muscles. The action of these 
muscles on the chest wall generates negative intrathoracic 
pleural pressure to allow inspiration. Expiration then fol-
lows, using the energy stored during the preceding inspira-
tory phase as elastic recoil. Ventilation can become ineffective
in the presence of an inadequate ventilatory drive, altered 
chest wall structure or muscle function, or compromised pul-
monary mechanics.

Hypercarbia related to an inadequate control of the venti-
latory drive can result from dysfunction centrally, at the level 
of the brainstem, or more peripherally at the spinal or periph-
eral nerve pathways. Failure of the central drive of respira-
tion is most commonly due to sedative, narcotic, or hypnotic 
drugs. Less commonly, hypoventilation may result from
brainstem injuries at the level of the mid-to-lower brainstem 
or from abnormal autonomic regulation of breathing at the 
level of the central nervous system with little on no response 
to hypercapnia [4]. The inability of a patient to effectively 
respond to CO2 can be congenital, as seen in central hypoven-
tilation syndrome or inborn errors of metabolism (e.g., pyru-
vate dehydrogenase deficiency), or acquired as a result of 
posterior fossa tumors, infection (e.g., encephalitis), or 
severe hypoxic-ischemic injury. Alternatively, other brain 
injuries or lesions, some intoxications, and hepatic encepha-
lopathy can lead to a significantly increased respiratory drive 
(i.e., hyperventilation) and eventual ventilatory failure [10].

Significant hypoventilation will secondarily result in
hypoxemia with decreased O2 delivery to the alveoli given 
the indirect relationship of PAO2 to PACO2 via the alveolar gas 
equation:

 
P O FO P P P CO RQA 2 i 2 atm H2O a 2= −( ) − ( )/  

where Patm is the atmospheric pressure, PH2O is the vapor 
pressure of water (usually estimated at 47 mmHg at 37 �C),
and RQ is the respiratory quotient (usually estimated at 0.8). 
In the absence of other causes, clinically significant hypox-
emia (i.e. PaO2 � 60 mmHg) does not occur under normal
conditions – breathing ambient air at sea level – until a PACO2 
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Fig. 31.4 Relationship of PaCO2 to alveolar ventilation (VA). As VA 
increases, PaCO2 decreases. As CO2 production (VCO2) increases, this 
relationship is shifted upward and to the right

K.J. Rehder et al.



405

greater than 72 mmHg is attained. Hypoventilation does not
change the A-a gradient, and hypoxemia caused by hypoven-
tilation can be easily corrected with supplemental O2.

In addition to alterations in alveolar ventilation, CO2 
elimination can be greatly affected by altered dead space 
ventilation, characterized by the amount of ventilation that 
does not participate in gas exchange. Physiologic dead space 
is comprised of anatomic dead space – a fixed volume repre-
senting the gas volume in the conducting airways – and alve-
olar dead space, representing the volume of gas that reaches 
the alveoli but does not participate in gas exchange second-
ary to inadequate perfusion. The volume of physiologic dead 
space can be estimated by comparing the arterial pCO2 with 
the end tidal pCO2 (PECO2) [4]:

 
V P P V PD a E E a= ( )∗CO CO CO2 2 2− /  

 
V V P P PD t a E a/ /= ( )CO CO CO2 2 2−  

The normal Vd/Vt ratio is � 0.3 for both infants and
adults. An increase in this ratio signifies an increase in dead 
space ventilation and will generally necessitate an increase 
in minute ventilation to avoid the subsequent development of 
hypercarbia and hypoxemia.

 Respiratory Muscle Insufficiency

Effective ventilation requires that the inspiratory muscles be
able to generate sufficient force to overcome the resistive and 
elastic loads imposed by the airways and lung parenchyma, 
respectively. The primary muscle of inspiration, the dia-
phragm, is typically involved in hypercarbia associated with 
disordered respiratory muscle function. Normally, contrac-
tion of the diaphragm draws air into the lungs both by its 
piston like caudal displacement and elevation of the lower 
ribs as the muscle contracts against the relatively noncom-
pressible abdomen. In addition, the transverse diameter of 
the thorax can increase due to the coupling of the upper and 
lower ribs [11]. The diaphragm has a significant level of 
reserve, with only approximately 10–15 % of its motor units 
being active during rest [12]. This allows the diaphragm to 
respond to increased levels of work for prolonged periods of 
time.

During increased inspiratory effort, the sternocleidomas-
toid, scalene and intercostal muscles are recruited to aug-
ment inspiration by orienting the ribs in a more horizontal 
direction, thus further increasing the transverse diameter of 
the thorax. Both the diaphragm and accessory inspiratory 
muscles are less effective in children less than 2 years of age 
because the chest wall is more compliant and the ribs are in 
a more horizontal position at rest [11]. While abdominal 
muscles are typically considered expiratory muscles, they 

also serve to augment inspiration by decreasing end- 
expiratory lung volume below FRC to assist inspiration by 
the outward elastic recoil of the chest wall during the subse-
quent inspiration [10]. In addition, expiratory muscles may 
serve to elevate the diaphragm to achieve a more optimal 
muscle fiber length for maximal contraction [11].

Excessive work of breathing can fatigue the respiratory
muscles, resulting in an inability to generate the increased 
pleural pressure required to maintain an adequate alveolar 
ventilation in the face of increased requirements [7]. Muscle
fatigue occurs when the energy supply is no longer adequate 
to meet demand, whether because of increased demand, 
increased resistive forces (e.g., large airway obstruction, 
asthma), increased elastic loads (e.g., edema), or decreased 
energy supply. Blood flow to the diaphragm and other inspi-
ratory muscles is determined by cardiac output, perfusion 
pressure, oxygen carrying capacity of the blood, and the abil-
ity of the muscles to increase perfusion in response to 
increased demand. Decreased blood flow to these muscles 
will decrease substrate delivery.

With increased activity, the diaphragm requires approxi-
mately 10–20 times greater oxygen delivery to meet its meta-
bolic demands [13, 14]. Factors that impair oxygen delivery 
to the muscles, such as hypoxemia, anemia or decreased car-
diac output, can increase the onset of fatigue [15]. Ventilatory
muscle function can likewise be affected by metabolic and 
nutritional disturbances. Decreased levels of potassium, 
phosphorous, magnesium, or calcium can result in decreased 
muscle strength [10], while malnutrition can markedly 
reduce the strength and endurance of respiratory muscles 
[16]. Similarly, a number of drugs that are capable of altering
metabolism can impair muscle function. These include ami-
noglycosides and calcium-channel blockers that can inter-
fere with neuromuscular transmission and corticosteroids 
that may promote muscle atrophy [17].

Muscle weakness, or the fixed inability to generate an
adequate inspiratory force, is determined by the adequacy of 
neuronal drive, innervation, neuromuscular transmission and 
fiber type distribution as well as length-tension and force- 
velocity relationships [10]. Given the reduction in force gen-
erated by a weak muscle, it will require more energy to 
perform a given amount of work [9]. Once respiratory mus-
cle strength is below 50 % of its predicted value, ventilator 
pump failure is likely to occur, with the severity of CO2 
retention proportionate to the degree of weakness [18]. 
Respiratory muscles are susceptible to weakness from dis-
seminating neuromuscular disorders, spinal cord injuries, 
muscular dystrophies, Guillain-Barre, and myasthenia gravis 
[19]. Other factors that decrease the ability of a muscle to 
generate maximal force, such as atrophy, immaturity, or dis-
ease, predispose the muscle to developing fatigue.

Elevated airway resistance or reduced compliance of the
respiratory system will increase respiratory work load and can 
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greatly contribute to ventilatory failure either alone or in con-
junction with other factors. In the absence of a disorder of the 
central drive for respiration, ventilatory failure can be seen as 
an imbalance between respiratory work load and ventilatory 
strength and endurance. While the presence of depressed respi-
ratory drive, flail chest, or neuromuscular disease may precipi-
tate hypercarbia, more frequently, they exacerbate hypercarbia 
in the presence of poor pulmonary compliance or increased 
airway resistance. Gas exchange can also be adversely affected 
by non-pulmonary factors, leading to increased respiratory 
workload. Decreased cardiac output, increased oxygen extrac-
tion, and/or abnormal hemoglobin will each negatively impact 
mixed venous saturations and may drastically increase the 
respiratory effort needed to maintain adequate gas exchange.

 Ventilation/Perfusion (V/Q) Inequality

The most common etiology for hypoxemia in the pediatric 
critical care setting is the unequal matching of alveolar ventila-
tion to capillary perfusion (Fig. 31.5a–d). When ventilation and 
perfusion are unequally distributed, the lung cannot transfer 
oxygen and carbon dioxide as effectively. Resultant hypercar-
bia may follow hypoxemia, but as CO2 diffuses approximately 
20 times more readily than O2 across aqueous tissues, hyper-
carbia will not appear until significant inequality is present.

The efficiency of alveolar ventilation depends on the 
regional distribution of the inhaled gas as determined by 
gravitational factors and the compliance and resistance of the 
lung unit. The effect of gravity on the thorax creates an intra-
pleural pressure gradient that distributes gas to the alveoli 
heterogeneously. Thus, the greater gravitational pressure at 
the base of the lung generates less intrapleural pressure and 
so expands these alveoli less. This creates a seeming paradox 
in the normal lung, where lower volume alveoli have greater 
compliance and are more easily inflated then higher volume 
alveoli because they are situated on the steeper segment of 
the pressure-volume curve (Fig. 31.6) [20]. Increased venti-
lation in the dependent lung regions follows.

Both perfusion and ventilation of the lung increase sig-
nificantly from the apex to the base, though perfusion 
increases at a far more rapid rate due to the relative increased 
density of blood compared to air [20]. Therefore, while the 
average ventilation/perfusion ratio is equal throughout the 
entire lung, there is greater ventilation to perfusion at the 
apex; while at the base, blood flow is in excess of ventilation 
(Fig. 31.7). This unequal matching of ventilation and perfu-
sion results in the development of an alveolar-arterial PO2 
difference (A-aO2) with a normal A-a gradient of approxi-
mately 5 mmHg in a young adult.

In the presence of alveolar disease, edema and inflamma-
tion worsen compliance and exaggerate the intrapleural 
 pressure gradient. As intrapleural pressure exceeds alveolar 

pressure, atelectasis or closure of lung units in dependent lung 
regions will occur during a portion of tidal ventilation. This 
inverts the normal distribution of ventilation causing the apex 
of the lung to receive improved ventilation. While there are 
significant changes in the distribution of alveolar ventilation, 
perfusion is less affected. Perfusion continues to be greatest at 
the base of the lungs, such that poorly ventilated lung units 
continue to be perfused. Well oxygenated blood from regions 
of high V/1 mix with poorly oxygenated blood from regions
of low V/1 resulting in an increased A-a gradient.

In children less than 6 years of age, the reduced elastic
recoil of the lungs frequently lowers functional residual 
capacity (FRC) below the closing volume of the alveoli. 
Therefore, dependent lung regions may close during exha-
lation, and non-dependent regions will be preferentially 
ventilated [21]. Inhomogeneous ventilation increases as pul-
monary compliance worsens and the portions of lung below 
the closing volume increases. Alveolar ventilation may be 
further altered by increased airway resistance as seen in 
croup, bronchiolitis and asthma.

Despite the smaller lung size in children, pulmonary arte-
rial pressure is very similar to that of adults. This allows the 
pressure in the pulmonary capillaries to remain greater than 
alveolar pressure more consistently, resulting in more con-
tinuous perfusion of the entire lung. Subsequently, in the
child with normal lungs, there is less V/1 inequality.

In a spontaneously breathing patient, a normal PaCO2 can 
frequently be maintained at the expense of increased ventila-
tion. The elevated CO2 from lower V/1 units will stimulate
increased alveolar ventilation, so that the PaCO2 does not 
rise. If alveolar ventilation cannot increase secondary to 
muscle weakness, lung disease, or increased sedation, then 
V/1 inequality will also result in an elevated PaCO2.

Breathing 100 % oxygen (FiO2 = 1.0) will correct 
hypoxemia due solely to V/1 inequality, by replacing alveo-
lar nitrogen with O2 and, thus, increasing PAO2. The alveolar 
gas equation can generally be used to quantify the degree of 
hypoxemia attributable to V/1 inequality versus shunt, how-
ever, reabsorption atelectasis of partially obstructed low V/1
units can convert these areas to an intrapulmonary shunt and 
introduce inaccuracy into the calculation.

The development of an A-a gradient can be lessened by 
effective hypoxic pulmonary vasoconstriction (HPV) in
which pulmonary vessels constrict in response to the pres-
ence of regional alveolar hypoxia. HPV is strongest and can
create the greatest diversion of blood flow when the hypoxic 
region of lung is small [22]. HPV is stimulated by a low
PAO2 [23] with its site of action primarily at the small pul-
monary arteries and veins [24]. A low mixed venous satu-
ration can significantly limit the effectiveness of regional 
HPV, as a decrease in the PAO2 due to the lower SvO2 may 
decrease  perfusion to well ventilated lung regions and result 
in inappropriate shunting of blood to more poorly ventilated 

K.J. Rehder et al.



407

Normal ratio of ventilation to perfusion Intrapulmonary shunt

Bronchiole

a b

dc

Bronchiole

Alveolus

Alveolus

Bronchiole

Alveolus

Partial alveolar
filling

Bronchiole

Bronchiole narrowing
• Bronchospasm
• InflammationAlveolus

Alveolar
overdistension
(Air trapping)

Pulmonary capillaries Pulmonary capillaries

Decreased ratio of ventilation to perfusionIncreased ratio of ventilation to perfusion

Pulmonary capillariesPulmonary capillaries

Pulmonary embolus

Complete alveolar
collapse

(Atelectasis)

Complete alveolar filling

• Exudate
• Hemorrhage
• Edema

• Exudate
• Hemorrhage
• Edema

Fig. 31.5 Ventilation-perfusion inequality. (a) Normal. (b) Intrapulmonary shunt. (c) Increased ventilation-perfusion ratio. (d) Decreased 
ventilation-perfusion ratio (Courtesy of Neil W. Kooy, MD)

segments [25]. The effectiveness of HPV can be generally
restored by augmenting cardiac output, and subsequently 
increasing the mixed venous saturation.

 Shunting

Shunting results from deoxygenated blood entering the arte-
rial system without first passing through ventilated regions 
of lung. Two types of shunt exist: (i) anatomic or fixed shunts 

and (ii) intrapulmonary or true shunts. Anatomic shunts occur 
when systemic venous blood enters the left ventricle with-
out having entered the pulmonary circulation. In a normal, 
healthy child, about 2–5 % of the total cardiac output rep-
resents a “normal” anatomic shunt (i.e., venous blood from 
the bronchial veins, the besian veins, anterior cardiac veins, 
and pleural veins directly enter the left-sided circulation). 
Anatomic shunts also include intracardiac shunts associated 
with congenital heart lesions. Conversely, intrapulmonary 
shunting (true shunts) can occur via either extra-alveolar 
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arteriovenous connections or, more typically, via capillaries 
perfusing alveoli that receive no ventilation. The degree of 
desaturation will be determined by the relative proportion 
of shunted versus unshunted blood. This shunted blood, or 
venous admixture, can be calculated as the amount of blood 
that would need to mix with arterial blood to account for the 
A-a gradient.

Measurement of the shunt fraction can be made when a
patient is breathing 100 % oxygen. While this will not define 
the anatomic pathway of the shunt, it can be used as a useful 
marker to follow the efficacy of gas exchange.

 
Q Q c c c cS T c a c v/ /= ( ) ( )− −  

QS is equal to shunt flow, QT is equal to total pulmonary 
blood flow, and cc, ca, and cv represent the end capillaries, 
arteries and mixed venous O2 content, respectively. The O2 
content can be calculated from pO2 and hemoglobin satura-
tion; arterial and mixed venous pO2 are measured directly, 
while end capillary pO2 is assumed to be equal to alveolar 
pO2 calculated by the alveolar gas equation. Normally,
there is less than 5 % shunt representing the admixture 
from the bronchial veins which supply the lungs. 
Supplemental O2 will have minimal effect on the degree of 
hypoxemia secondary to shunting, because the red blood 
cells passing through the lungs are already near maximally 
saturated (approximately 97 �), and the supplemental O2 
never reaches the blood that bypasses non-ventilated 
regions of the lung.

 Diffusion Impairment

Similar to V/1 inequality, alterations in diffusion capacity
typically will present as hypoxemia, due to CO2 diffusing 
more readily than O2 through tissues. Diffusion impairment 
results in inequality of PO2 between the alveolar gas and cap-
illary blood gas. This can occur secondary to a thickening of 
the blood-gas barrier or decreased alveolar capillary volume 
due to lung injury or destruction. In practice, however, it is 
difficult to determine the degree to which hypoxemia is due 
to diffusion impairment rather than to V/1 inequality as the
two often occur together. The rate of diffusion as determined 
by Fick’s Law (below) is dependent on the thickness and
area of the alveolar membrane and the difference in partial 
pressure of gas between the alveolus and the blood:

 
Fick’ Law of Diffusions V A D P P T: * * /gas = ( )1 2−  

where Vgas is the volume of air diffusing through the 
alveolar- capillary membrane per time, A is the surface 
area available for diffusion, D is the diffusion coefficient, 
T is the thickness of the alveolar-capillary membrane (or 
diffusion distance), and (P1-P2) is the partial pressure dif-
ference between the alveolus and the blood. Therefore, 
hypoxemia will ensue in disease processes where the alve-
olar membrane is thickened or the area is reduced (e.g., 
severe lung fibrosis), where transit time through the alveo-
lar capillaries is increased (e.g., hyperdynamic circula-
tion), or where the PAO2 is decreased because of low V/1
matching, low FiO2, or low PAO2 secondary to high alti-
tude. While limitation to diffusion is rarely thought to be 
the primary cause of hypoxemia, even in the case of pul-
monary edema or fibrosis, it can significantly worsen 
hypoxemia due to V/1 mismatch or shunt. Supplemental
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Fig. 31.7 Differential distribution of ventilation (VA), perfusion (Q), 
and ventilation-perfusion ratio in the lung. The dependent lung regions 
preferentially receive better ventilation and perfusion compared to the 
non-dependent lung regions. However, the perfusion gradient is much
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base compared to the apex of the lung. Alveolar pressure remains the 
same, so the transmural distending pressure (PA-Ppl) is reduced in the 
dependent lung segments

K.J. Rehder et al.



409

O2 will increase the gradient between the alveolus and the 
capillary blood and, therefore, improve hypoxemia sec-
ondary to impairments in diffusion.

 Evaluation of Respiratory Failure

The development of respiratory failure is often preceded by 
a period of increased work of breathing to compensate for 
worsening gas exchange. While the clinical signs of impend-
ing respiratory failure can be fairly nonspecific, recognizing 
these signs can provide an opportunity to anticipate and 
intervene before true respiratory failure develops. Tachypnea 
is typically the first manifestation of respiratory distress, par-
ticularly in infants, and is an attempt to minimize the work 
load of the muscles. While tachypnea is a sensitive sign of 
failure of gas exchange and the ventilatory pump, it is not 
specific and can be present in a number of other conditions. 
However, when combined with other signs of increased work
of breathing or abnormal breathing patterns, it may signify 
impending respiratory failure. These signs include the pres-
ence of nasal flaring and the use of accessory muscles, espe-
cially the sternocleidomastoids. The presence of paradoxical 
abdominal movements may also indicate weakness or fatigue 
of the diaphragm. A prolonged expiratory phase and promi-
nent use of abdominal muscles can indicate severe expira-
tory flow limitations as seen with asthma or airway 
obstruction. Expiratory grunting, caused by premature clo-
sure of the glottis during active exhalation, is an attempt to 
maintain or increase functional residual capacity and lessen 
atelectasis. Finally, cyanosis, while a major sign of hypox-
emia, can be a late finding. The development of cyanosis 
requires at least 5 g /dL of deoxygenated hemoglobin.
Therefore, a greater degree of desaturation is required for the 
development of cyanosis in an anemic patient. While clinical 
judgment is of primary importance in assessing the patient 
for impending respiratory failure, arterial blood gas mea-
surements can also provide significant information in the 
diagnosis of respiratory failure and in monitoring the 
response to therapy.

 Oxygenation

The most sensitive measure of the failure of gas exchange is 
the A-a gradient. This difference between the PAO2 and the 
PaO2 can help interpret the decrease in arterial oxygen ten-
sion. The PAO2 is calculated using the alveolar gas equation:

 
P O FO P P PA i H O a2 2 2 2= ( ) ( )atm CO RQ− − /  

The A-a gradient is then calculated by subtracting the 
measured PaO2 from the calculated PAO2. The normal A-a 

gradient in the supine position will increase with age [26] 
and can be calculated by 

 
Normal gradient age yearsA a− = + ( ) 2 5 0 21. . *  

The presence of a decreased PaO2 with an increased A-a gra-
dient suggests the presence of V/1 mismatch, right to left
shunt, and/or diffusion abnormality. Conversely, a decreased 
PaO2 with a normal A-a gradient suggests hypoventilation as 
the etiology for the hypoxemia.

 Carbon Dioxide Retention

Normal PaCO2 is between 37 and 42 mmHg and is directly
proportional to the amount of CO2 produced and inversely 
proportional to that eliminated. To appropriately manage 
ventilatory failure, it is necessary to determine whether the 
CO2 retention (respiratory acidosis) is acute or chronic. In 
the acute setting, pH will change by approximately 0.08
for every 10 mmHg change in pCO2 from 40. As the renal 
tubules will conserve HCO3

− during persistent acidosis, the 
chronicity of respiratory acidosis will be evident by the met-
abolic compensation, such that pH may only change by as
little as 0.03 for every 10 mmHg chronic change in PCO2 
from 40. The presence of chronic respiratory failure with 
superimposed acute decompensation will present with an 
intermediate change in pH. A more severe lowering in pH
suggests a combined metabolic acidosis. Conversely, patients 
may compensate for metabolic acidosis by  decreasing their 
PaCO2 [10].

 Treatment of Respiratory Failure

Resuscitation of a patient with impending respiratory failure 
should initially include the administration of supplemental 
oxygen and an evaluation for airway patency. The airway 
should be cleared of secretions or mechanical obstruction 
and the head maintained in a neutral sniffing position. The 
use of an artificial oral or nasal airway can also be helpful to 
maintain patency of the airway. If, despite these interven-
tions, the patient manifests severe hypoxemia, increasing 
hypercarbia with the development of significant acidosis, or 
develops the need for airway protection, mechanical ventila-
tion is indicated. The need for mechanical ventilation must 
also be based on the clinical scenario, the rate of clinical 
deterioration, and the patient’s response to therapy. The deci-
sion should be weighed keeping in mind the risks and bene-
fits of tracheal intubation and mechanical ventilation [27]. 
Similarly, the presence of preexisting respiratory disease
may result in an inability to compensate and the need for 
earlier tracheal intubation.
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Mechanical ventilation provides a means of supporting
the respiratory system rather than a therapeutic modality. As 
such, the primary goal of mechanical ventilation is to assure 
adequate oxygen delivery by adequately maintaining alveo-
lar ventilation, maximizing V/1 matching, and optimizing
patient work of breathing [28]. An additional important 
objective is to avoid the development of ventilator induced 
lung injury (VILI). VILI can be caused by several mecha-
nisms, including oxygen toxicity, lung overdistention (i.e., 
volutrauma), excessive airway pressures (i.e., barotrauma), 
and shear injury to the alveoli (i.e., atelectrauma) caused by 
repeatedly opening collapsed lung regions; each of which 
serve to further exacerbate inflammation [29–31]. The 
attempt to achieve these two goals of treatment have led to 
the development of lung protective ventilation strategies [3, 
32, 33], with goals of achieving adequate levels of oxygen-
ation using a FiO2 less than approximately 0.60, low peak
inspiratory pressures, and small tidal volumes.

The profound hypoxemia seen in acute respiratory dis-
tress syndrome (ARDS) and other disorders manifested by
V/1 mismatch and intrapulmonary shunting can be, at least
partially, alleviated by re-recruiting and stabilizing nonventi-
lated alveoli. Positive-end expiratory pressure (PEEP) can
stabilize alveoli and decrease both V/1 mismatch and shunt,
as well as prevent alveolar shear injury. However, high levels
of PEEP may overdistend recruited alveoli and interfere with
cardiac output by impeding systemic venous return [34].

The recognition that excessive distending pressure can 
cause significant ventilator induced injury, or volutrauma, 
has led to a decrease in set tidal volumes from the previously 
accepted use of tidal volumes of 10–15 mL/kg to generally
less than 10 mL/kg in most populations and approximately
6 mL/kg in those patients with acute lung injury / ARDS [35, 
36]. Acute lung injury is typically a heterogeneous process, 
and the use of larger tidal volumes results in overdistention 
of more compliant lung units and, therefore, greater injury to 
previously healthier lung. Use of lower tidal volumes result 
in significantly less overdistention and resultant volutrauma 
[36]. The low tidal volume study published by the ARDS
Network in 2000 demonstrated a significant reduction in
mortality in adults with acute lung injury ventilated with 
lower tidal volumes (6 mL/kg) when plateau pressures were
limited to 30 cmH2O or less [36].

The pressure-volume curve can be used to more effec-
tively guide the application of PEEP and peak inspiratory
pressure (PIP). The addition of PEEP can be used to improve
compliance of the respiratory system above the lower inflec-
tion point on the pressure volume curve (Fig. 31.8). It should 
be noted that the lower inflection point on a dynamic 
pressure- volume loop will often overestimate the required 
PEEP because of the confounding variable of inspiratory
flow. PIP can then be set to maintain inspiratory pressure 
below the upper inflection point. Beyond the upper inflection 

point, compliance again worsens as there is minimal increase 
in tidal volume for the increased pressure. The attempt to 
maintain tidal volumes of approximately 6 ml/kg and peak
inspiratory pressures less than 30 cmH2O may precipitate the 
development of hypercarbia and subsequent respiratory aci-
dosis. This state of permissive hypercapnia, in which the 
PaCO2 may be in excess of 60–80 Torr with pH less than
7.30, is well tolerated by most patients, and attenuates the
inflammatory response, resulting in further lung protection 
[29, 37–39].

In summary, mechanical ventilation for respiratory failure 
should optimize alveolar ventilation, maximize V/1 match-
ing, and improve patient work of breathing while reducing 
the risk of developing ventilator induced lung injury. This 
can typically be achieved by maintaining the FiO2 less than 
0.60, using an optimal level of PEEP to recruit and stabilize
alveoli without causing overdistention or hemodynamic 
compromise, and setting low tidal volumes while maintain-
ing the peak inspiratory pressure less than 30 cmH2O. 
Inability to achieve these parameters using conventional 
mechanical ventilation, suggests the potential need for other 
modalities of support and alternative management strategies, 
which may include high-frequency oscillatory ventilation, 
high-frequency jet ventilation, and/or extracorporeal mem-
brane oxygenation as discussed elsewhere in this textbook 
[40–43].
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Abstract

Multiple trauma (MT) is an injury to more than one body system or at least two serious inju-
ries to one body system. In the developed world, trauma is the leading cause of death and 
acquired disability in the 1–45 years age groups with staggering burden of medical and soci-
etal costs. Moreover, more than 95 % of pediatric injury deaths occur in the developing world, 
where the magnitude of trauma toll is increasing with the trends of expanding urbanization 
and motorization.

MT is a “systemic” disease, and is best approached according to the “two-hits hypothe-
sis”: The initial injury causes organ and tissue damage (first hits), that activate the neuroen-
docrine and metabolic stress response and the systemic inflammatory response (SIRS), 
causing ‘second hits’ such as respiratory distress syndrome, reperfusion injury, compartment 
syndromes and infections. Exogenous ‘second hits’ include surgical interventions, hypother-
mia, massive transfusions, inadequate or delayed surgical or intensive care interventions and 
line infections. Thus, MT increases the probability of secondary damage – especially to the 
brain. MT complicates the clinical course and the patient’s management, makes clinical deci-
sion making far more complicated and requires different priority setting.

Management issues discussed in this chapter include pertinent aspects of pre-hospital, 
emergency room and intensive care evaluation and treatment, imaging of the multiply 
injured child, the pivotal role of the intensivist in the ICU care, approach to the bleeding 
patient with hypothermia and acidosis (“Triad of Death”), the damage control paradigm, 
and management of the multiply injured child with abdominal and chest trauma.
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 Introduction

Trauma is defined as a body injury or wound produced by 
physical force or energy, whether mechanical, chemical, 
thermal or electrical. It can be caused by accident (uninten-
tional) or by violence (intentional) – including, in children, 
child abuse. Definition of Multiple trauma (MT) or 
Polytrauma is rather controversial [1]. Still, MT may be 
defined as injury to more than one body system or at least 
two serious injuries to one body system – such as multiple 
lower extremity fractures [1].

More children and young adults die from trauma than 
from all other diseases combined [2]. Moreover, the magni-
tude of this so called “neglected disease”, in terms of acute 
morbidity and chronic disability, societal costs of direct 
medical and rehabilitation expenses, lost productivity by 
care providers and loss of years of potential productive life, 
let alone the immeasurable psychological burden, is 
staggering.

According to the trimodal model of the temporal course 
of trauma-related deaths, very early (immediate) deaths 
occur within minutes of the event and are practically unavoid-
able. The second, highest mortality peak occurs within the 
first 24 h, often within the first “platinum half hour” or the 
“golden hour”, and these patients may benefit from aggres-
sive, efficient and organized emergency medical services 
(EMSs) and hospital emergency departments (EDs) [3]. The 
third mortality peak occurs beyond the first 24 h as a conse-
quence of the combination of the primary injury, secondary 
damage and the pathophysiologic processes initiated by 
them. These children usually die in the pediatric intensive 
care unit (PICU), and will be the focus of this chapter.

 Trauma Related Mortality and Morbidity

In the developed world, trauma continues to be the leading 
cause of death and acquired disability among children 
(beyond their first year of life) and adults up to the age of 45 
[2, 4, 5]. In the US, more children and adolescents die from 
injuries (including suicide) than from all other diseases com-
bined [2]. Back in 1966, a special report by the American 
National Academy of Sciences defined trauma as the 
“neglected disease of modern society” [6]. Since then, sig-
nificant advances in prevention, pre-hospital care and trans-
port systems, emergency and hospital care – including 
intensive care – and subsequent rehabilitation, have resulted 
in substantial reductions in mortality, residual morbidity and 
disability. According to the Center for Disease Control 
(CDC) data, between 1981 and 1998, mortality rates due to 
unintentional trauma decreased by about 41 % in the 
1–19 years age groups [5]. Between 1981 and 2007 crude 
mortality due to unintentional trauma decreased in the 
0–14 years age groups by 43.2 % [5].

These numbers, however, grossly under-represent the true 
world-wide magnitude of trauma related toll: According to a 
recent World Health Organization (WHO) report [7, 8], more 
than 95 % of injury deaths occur in children and adolescents in 
the developing world, accounting for nearly one million deaths 
annually. Despite a full order of magnitude lower vehicle own-
ership rates, 95 % of road traffic crash deaths of children and 
adolescents occur in the low- and middle- income countries 
[7]. The magnitude of road traffic injuries is expected to fur-
ther increase with the trends of increasing urbanization and 
motorization in the developing world: India and China alone 
are expected to see by 2020 an increase in the number of road-
traffic deaths by 147 and 97 %, respectively [7].

Parallel to continuous decreases in the magnitude of other 
“traditional” causes of death among the young age groups, 
the relative importance of trauma as a worldwide health prob-
lem is therefore increasing. Based on the WHO database, 
Viner et al. analyzed global mortality trends for people aged 
1–24 years across the past 50 years in low-, middle- and high-
income countries [9]. Mortality in children aged 1–9 years 
declined by 80–93 % in this 50 years period, largely due to 
steep declines in mortality from communicable diseases. 
However, improvements in mortality in young people aged 
15–24 years were only half those seen in children, largely due 
to static or rising injury-related deaths. In the UK, mortality 
in the 15–24 years age group has exceeded that of children 
aged 1–4 years since the 1970s due to increasing mortality 
from transport injuries, suicide and homicide [10].

Most statistics relate to trauma associated mortality, as it is 
the most convenient parameter to record. However, mortality 
represents only the tip of the “pyramid of injuries” (Fig. 32.1) 
that stratifies injuries according to severity and the level of 
medical attention they require. The basis of the pyramid con-
sists of mild injuries treated at the community level; above it 

injuries requiring ED care

mild injuries - treated at the
community level

injuries requiring
hospitalization

lethal

severe injuries - 
requiring ICU

care

Fig. 32.1 Pyramid of injuries with added level for severe injuries 
requiring admission to an ICU
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are injuries requiring ED care, then injuries requiring hospital-
ization and the tip consists of lethal injuries. Clearly, a new 
level should be added to this traditional pyramid, namely severe 
injuries requiring admission to an ICU, as these obviously dif-
fer in every aspect from injuries occupying the “admission to 
hospital” level. In general, the available epidemiological data 
relate to the overall magnitude of injuries. No ‘PICU specific’ 
epidemiological and clinical data are available.

 Age Distribution

Road accidents are the most frequent cause of mortality 
among children older than 1 year, and falls from height are the 
most frequent cause of injuries requiring hospitalization [11]. 
There are no major differences in the overall incidence of 
childhood injuries by age, though in the developed world the 
incidence increases with age, with the highest incidence in the 
teen-age group [12–14]. Overall age distributions by specific 
mechanisms of injury show distinct patterns: Injuries due to 
falls occur predominantly in the 1–4 years age group [12, 15, 
16], pedestrian and bicyclists injuries peak in the 6–14 years 
age group [12, 13] and car occupant and sport and leisure-
associated injuries peak in the 15–19 years age group [12, 13].

 Injury Patterns and Mechanisms of Injury

The effects of injury on a child are related to the amount of 
delivered kinetic energy (1/2 mV2, where m = mass, V = rela-
tive velocity). With increased body surface area to volume 
ratio, the delivered kinetic energy is compacted to a smaller 
volume and multiple organ involvement is common. Hence, 
injured small children are at high risk for mortality and mor-
bidity because of their small body size and because of their 
limited physiologic reserves. Moreover, EMS and ED teams 
are relatively less trained in their acute care – especially in air-
way management and in obtaining vascular access. Therefore, 
a small body weight, especially <10 kg, receives a distinct 
unfavorable grade in the Pediatric Trauma Score (PTS) [17].

Similar mechanisms of trauma result in different injuries in 
adults and children. Because of their relatively large and heavy 
heads, falling children tend to land on their heads – accounting 
for the very high incidence of traumatic brain injury (TBI) 
among children admitted to hospital and PICU following falls. 
Among 188 children admitted to our PICU following falls 
from height, 92 % suffered TBI, 20 % had facial injuries, 18 % 
chest injuries and only ten had skeletal injuries.

The increased elasticity of the immature bones results in 
fewer fractures but in more soft tissue injuries. Thoracic 
trauma is generally associated with a high transmitted kinetic 
energy and therefore with high mortality rates [18, 19]. In 
children it results in injuries to the mediastinum and lungs 
but only rarely in rib fractures due to their elasticity.

The clinician taking care of the severely injured child 
should pay careful attention to the injury mechanism, as this 
determines to a great extent the “quality” and “quantity” of 
the resultant injuries. Unfortunately, information regarding 
the actual circumstances or mechanism of injury is often 
unknown or inaccurate – especially in the early management 
phase. For example, the relative speed in motor vehicle 
crashes determines crash severity and influences injury 
severity [20], yet it is unknown to the clinician taking care of 
the injured child in the ED or later in the ICU. As a “rule of 
thumb”, an automobile crash in which other occupants have 
suffered lethal injuries carries high risk for very severe inju-
ries to other occupants as it usually involves very high impact 
energy. Children who are thrown out of a crashed vehicle 
often suffer very severe injuries because of the absorbed 
energy as their body impacts with a solid surface. As men-
tioned, rib fractures in children are a “red flag” as they often 
signify severe mechanism of trauma.

Several distinct injury patterns are associated with spe-
cific injury mechanisms. Pedestrian – motor vehicle crash 
often results in the Waddell’s triad of injuries to the lower 
extremities and/or pelvis, torso and head [21] – although this 
association has been questioned [22]. Unrestrained car occu-
pants often suffer head, face and neck injuries as their head 
hits the dashboard or the windshield. Restrained children – 
especially when using lap belt – may present with the “seat-
belt syndrome”, consisting of intraabdominal injuries 
(gastric or bowel contusions or ruptures and/or injuries to 
solid organs) and of Chance fractures of the lumbar or cervi-
cal vertebra [23, 24]. With the widespread use of helmets, 
resulting in reduced incidence of TBI, the major severe inju-
ries among bicyclists has become abdominal trauma – 
including deep organs such as pancreas or duodenum, as a 
result of impact by the handlebar [25].

 Incidence of Multiple Trauma  
and Trauma Scoring

Multiple injuries – as opposed to a single injury – have far 
reaching clinical implications: Their presence impacts on the 
patient’s physiologic status, on the intensity and complexity 
of his management, on his chances of survival and of resid-
ual disability and on the decision making processes. MT 
require a coordinated teamwork of multiple subspecialties (a 
major factor in the development of dedicated trauma cen-
ters), longer ICU and hospital stays and therefore much 
higher resource utilization and costs.

TBI is the most frequent type of severe injury and the major 
cause of mortality and residual disability. Injuries to more than 
one organ system were diagnosed in 52.5–67 % of children 
with severe TBI [26, 27]. In fact, when whole-body computed 
tomography was utilized, MT was diagnosed in even 79 % of 
severe TBI cases [27]. The most frequently associated injuries 
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were lung contusion and pleural effusion (62 %); bones frac-
tures – mainly in the upper limbs, femoral shafts or pelvic ring 
(32 %); facial fractures and lacerations (29 %); abdominal 
solid organ lesions (20 %) and spinal cord injuries (5 %) [27].

Injury scoring systems are discussed elsewhere in this text-
book. Basically, injury severity scores attempt to  quantify the 
complexity of multiple injuries, and were shown to correlate 
with all of the above mentioned outcome variables. They are 
used mainly for epidemiological and research purposes, and, 
with the exception of the Revised Trauma Score (RTS) that is 
used for triage purposes, are of limited usefulness for clinical 
decision making or patient’s management. In fact, it has been 
shown in both adults [28] and children [29], that the single 
worst injury actually predicts mortality more accurately than 
the complex cumulative scores. Furthermore, it seems that 
simpler, more readily available variables are as reliable as the 
combined scoring systems in predicting severity of trauma: 
For example, in severely injured children, with or without 
severe TBI, admission base deficit reflected injury severity 
and predicted mortality [30–32]. Base deficit less than 
−8 mEq/L should alert the clinician to the presence of poten-
tially lethal injuries or uncompensated shock [31]. Recently, 
Borgman et al. [33] have proposed a simple pediatric trauma 
mortality prediction score developed in military hospitals in 
Iraq and Afghanistan and validated in civilian patients. This 
BIG score takes into account only three, early available vari-
ables (base deficit, international normalized ratio – INR – and 
the Glasgow Coma Scale score) and showed a higher sensitiv-
ity compared to other commonly used pediatric trauma scores.

 Pathophysiology of Major Trauma  
and Mechanisms of Secondary Damage

TBI and hemorrhagic shock are responsible for the great 
majority of immediate and early traumatic deaths [34]. Late 
mortality and the complex clinical course that dominates the 
care of the multiply injured child in the PICU are caused 
mostly by secondary TBI and by the systemic inflammatory 
effects of the host defense responses [3].

The “two-hits hypothesis” states that this complex cascade 
of host defense responses is stimulated by both primary (first 
hits) and secondary (second hits) insults [35, 36]. The initial 
trauma causes primary organ and tissue damage (trauma load, 
first hits), and it activates the systemic inflammatory response 
(SIRS) that is then involved in causing secondary complica-
tions (second hits) such as respiratory distress syndrome, 
repeated cardiovascular instability, ischemia and reperfusion 
injury, metabolic acidosis, compartment syndromes and 
infections. Other “second hits” are exogenous, including sur-
gical interventions with severe tissue damage, hypothermia or 
blood loss, massive  transfusions, inadequate or delayed surgi-
cal or intensive care interventions and line infections (inter-
ventional Load) [35]. These second hits often further stimulate 
the SIRS in a vicious cycle pattern.

The pathophysiologic consequences of major injury can 
be grossly categorized into a) impaired oxygen delivery due 
to hypoxemia or shock, resulting in cellular hypoxia, 
 dysfunction and cell death; b) the cascades of biochemical 
processes following reperfusion after “successful” resuscita-
tion and c) the multiple mechanisms aiming at restoration of 
homeostasis, clearance of necrotic cells and repair of dam-
aged tissues that are needed to ensure survival and recovery.

All of these processes are intertwined, and although they 
are discussed separately for didactic purposes, their com-
bined effect creates an extremely complicated pathophysio-
logic picture. Even after successful resuscitation that ensures 
immediate survival, the effects of these complex processes 
turn major trauma into a systemic disease, cause secondary 
damage and multisystem organ failure that often dominate 
the clinical picture and impact heavily on the ICU course, 
residual disability and survival.

 Hypoperfusion, Hypoxemia  
and Tissue Hypoxia

Oxygen delivery to the tissues (VO2) is the product of arterial 
blood oxygen content (CaO2) multiplied by cardiac output 
(CO); CaO2 depends mostly on the hemoglobin concentra-
tion and oxygen saturation (O2 Sat), that depends on PaO2 
and the affinity of hemoglobin for oxygen:
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Multiple injuries – rather than injury to a single organ – 
frequently expose the trauma victim to profound compro-
mise of each or several of these physiologic variables. 
Unfortunately, we still can not routinely monitor cellular PO2 
and therefore do not have direct measures of cellular hypoxia.

When trauma causes significant bleeding, both hemoglobin 
concentration and blood volume decrease. Decreased circulat-
ing blood volume decreases cardiac preload and stroke volume, 
resulting in hemorrhagic shock and tissue ischemia. Direct 
injury to the heart or chest can cause, among others, hemoperi-
cardium with cardiac tamponade or tension pneumothorax – 
both reduce cardiac output precipitously by interfering with 
blood return to the heart and cause traumatic cardiogenic shock.

PaO2 and O2 Sat can be critically reduced by multiple 
mechanisms. In the setting of trauma, the most frequent are 
central hypoventilation and inability to maintain patent air-
way as a result of TBI. Facial injuries, aspiration, chest 
trauma with lung contusion, rib fractures or tension pneumo-
thorax, abdominal distention due to intra-abdominal bleed-
ing and cervical spine injury make up only a partial list of 
other pathologies causing hypoxemia. Finally, the use of 
analgesic and sedative drugs during resuscitation and failure 
to secure patent airway and provide effective ventilation and 
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oxygenation are a rather frequent cause of hypoventilation 
and hypoxemia in the injured child.

The injured brain is extremely sensitive to secondary 
insults, and hypotension and hypoxemia in the early stages 
following TBI were identified as the most deleterious factors 
contributing to secondary brain damage in both adults [37, 
38] and children [39–41].

Ducrocq et al. [26] have analyzed a large cohort of chil-
dren with severe TBI treated at the scene by the SAMU 
emergency teams in Paris, and found that hypotension at 
hospital’s arrival was an independent predictor of death and 
poor neurological outcome. Zebrack et al. [42] found that 
untreated hypotension – but not untreated hypoxemia – dur-
ing the early care of children with TBI, was associated with 
much higher odds for death and residual disability when 
compared with treated hypotension. In both studies the 
untreated hypoxemic groups were too small to draw any con-
clusions, and it may be a grave mistake to conclude that 
hypoxemia should not be corrected promptly.

 Reperfusion Injury

Systemic hypoxemia and hypoperfusion (shock), local hypo-
perfusion due to contusions, lacerations, vascular injuries or 
compartment syndromes lead to cellular hypoxia and energy 
depletion [35] (see Fig. 32.2). Hypoxia leads to decreased 
production and increased consumption of adenosine triphos-
phate (ATP), that is degraded to ADP and AMP, which are 
further degraded to hypoxantine [35, 43]. Cellular energy 
depletion result in intracellular accumulation of Na+ and 
Ca++ that may lead to structural cell damage and death.

Following effective resuscitation and organ reperfusion, 
hypoxantine is degraded to xantine and finally to uric acid, 
with the generation of superoxide anions (O2

−) that are fur-
ther reduced to hydrogen peroxide (H2O2) and hydroxyl ions 
(OH−) by superoxide dismutase [35, 43]. These free oxygen 
radicals enhance disturbances in intracellular Ca++ homeo-
stasis and induce lipid peroxidation, membrane disintegra-
tion and DNA damage, resulting in cell apoptosis and 
necrosis [35] (Fig. 32.2).

 Pathophysiologic Responses to Major 
Trauma

Regardless of the specific mechanism and organ injured, MT 
trauma is a systemic disease, involving complex, predictable 
systemic changes. This systemic reaction encompasses a 
wide range of responses, including activation of the sympa-
thetic nervous system, neuro-endocrinological “stress 
response” and complex immunological-hematological 
effects [35, 44, 45]. Following injury, these measures aim at 
restoration of homeostasis, clearance of necrotic cells and 
repair of damaged tissues to ensure survival and recovery.

 Neuroendocrine and Metabolic Stress 
Response

The metabolic neuroendocrine response to stress, including 
multiple injuries, can be triggered by pain, stress, fear and 
other stimuli that occur in trauma and is augmented by tissue 
damage, hemorrhage, decreased intravascular volume,  
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hypotension and hypoxia [35, 44, 45]. The Immediate stress 
response following injury is characterized by activation of 
the sympathetic nervous system and by increased pituitary 
hormone secretion that affect hormone secretion from target 
organs. These result in a massive release of catecholamines, 
glucagon, glucocorticoids (cortisol) and mineralocorticoids 
(aldosterone), anti-diuretic hormone, endorphins, growth 
hormone, TSH and prolactin. These increased hormone lev-
els can be detected in the serum within minutes after the 
injury [35].

These concerted responses aim at achieving cardiovascu-
lar homeostasis, retention of salt and water to maintain fluid 
volume and at mobilizing substrates to provide energy 
sources. The combined effects of the stress response include 
vasoconstriction, redistribution of blood volume, increased 
cardiac output, increased oxygen consumption, increased 
minute ventilation, and increased catabolic rate with gluco-
neogenesis and glycogenolysis. During this initial phase, the 
injured patient is therefore relatively oliguric, catabolic and 
hyperglycemic [35, 45, 46].

Following initial stabilization, increased energy expendi-
ture and catabolism are the hallmarks of the further adjust-
ment of the body to injury. Catabolic metabolism includes 
fat, muscle and serum protein breakdown with enhanced 
amino acids mobilization towards the circulation. These 
amino acids are used by the liver to produce glucose for 
energy in the gluconeogenesis pathway.

Elevated levels of the stress hormones – cathecholamines, 
cortisol and glucagon – not only stimulate gluconeogenesis 
but also inhibit insulin secretion by the pancreas and cause 
insulin resistance, resulting in hyperglycemia. Early hyper-
glycemia was shown to be an independent predictor of mor-
tality in both adult [47] and pediatric [27] trauma patients. It 
should be stressed that glucose stores are limited in young 
children and neonates, and once they are exhausted, danger-
ous hypoglycemia may occur.

During this phase, liver metabolic processes are shifted 
toward production of acute-phase proteins, resulting in a 
marked rise in the circulatory levels of C-reactive protein, 
fibrinogen, haptoglobin, alpha-1 antitrypsin and more. 
Concomitantly, production of nutrient transporters such as 
albumin is markedly decreased [48, 49]. Decreased production, 
increased breakdown by the catabolic processes and enhanced 
vascular permeability are the major causes of the marked hypo-
albuminemia, typically seen early following severe multiple 
injury [50]. Admission serum albumin was predictive of out-
come in critically ill adult trauma patients [51].

This phase of increased energy expenditure and enhanced 
catabolism peaks after 5–10 days and can last for 2 weeks. 
This adaptive mechanism, generating amino acids for wound 
healing and glucose for energy usage, is a very pronounced, 
short term compensatory mechanism in children. In the long 
run, if the metabolic and nutritional needs are not met by 

appropriate caloric support, these compensatory mecha-
nisms become insufficient as they exhaust the body proteins 
stores. Progressive loss of muscle mass leads, among others, 
to respiratory compromise and cardiac dysfunction. 
Therefore, early and appropriate nutrition – either enteral or 
parenteral – is crucial. Following abatement of the catabolic 
phase, the final recovery anabolic phase gradually takes 
place, aiming at wound healing, buildup of new tissues and 
renewal of energy stores [35, 46].

 The Systemic Inflammatory Response  
to Trauma

The delayed responses to trauma aim at clearance and repair 
of damaged tissues and incite a complex inflammatory 
response, which basically involves a twofold dysregulation of 
the immune system (Fig. 32.3). Initially, hyperinflammation 
dominates – clinically expressed as the systemic inflamma-
tory response syndrome (SIRS). Subsequently the compensa-
tory anti-inflammatory response syndrome (CARS) sets in, 
resulting in immune suppression and predisposing the patient 
to sepsis [35, 52]. If severe enough, these processes can result 
in multi-organ dysfunction syndrome (MODS), multiple 
organ failure (MOF) and death.

The innate immune system, the first line of defense 
against infection, recognizes pathogen-associated molecular 
patterns through pathogen recognition receptors (PRRs). 
PRRs also recognize products of tissue damage, known as 
‘alarmins’ [53, 54]. These are intracellular components that, 
when released into the extracellular space, signal danger to 
surrounding tissue. Of the PRRs, the most extensively stud-
ied are the toll-like receptors (TLR) [54, 55]. PRRs are 
located on or in cells that act as sentinels of infection and 
tissue damage and initiate the complex inflammatory 
response – both locally and systematically, remote from the 
site of injury [53–55].

Binding of ‘alarmins’ to the PRRs induces production of 
proinflammatory cytokines like TNF-ά, IL-6, IL-8, IL-10, 
chemokines and type I interferon [55, 56]. The degree of 
cytokine production correlates with the severity of injury and 
with outcome [57–59]. This binding also initiates the prim-
ing of neutrophils for increased release of toxic oxidants and 
enzymes, resulting – among others – in endothelial damage – 
again predisposing the patient to subsequent SIRS and 
MODS [57, 60–62].

MT further activates the complement system, the coagu-
lation cascades, platelet activating factors and the arachi-
donic acid pathway producing various prostanoids [35, 52, 
63]. These basically distinct systems are interconnected 
and usually exert mutual positive feedbacks, so that the 
activation of one system augments the activity of other 
systems.
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The immune response to trauma has been modeled by 
Bone et al. to consist of the pro-inflammatory SIRS arm fol-
lowed by a compensatory anti-inflammatory response arm 
(CARS), aiming at deactivation of the “hyperactive” immune 
system and restoration of homeostasis [64] (Fig. 32.3). The 
resultant immune suppression predisposes the trauma patient 
to local infection and to sepsis, which are associated with 
late mortality. More recently, it has been hypothesized that 
following trauma, these two divergent response arms are in 
fact concurrent, and that their timing and relative magnitude 
have a profound impact on patient outcome [65, 66].

The activation of all of these basically protective mecha-
nisms may result in multiple, variable, often unpredictable, 
potentially deleterious physiologic responses, including 
increased microvascular permeability and edema, vasodila-
tion and decreased cardiac output that may progress to irre-
versible shock, vasoconstriction that can cause thrombosis 
and local ischemia, pulmonary vasoconstriction, coagu-
lopathies including DIC, intense catabolic state causing 
hypoalbuminemia, hyperglycemia and insulin-resistance, 
direct endothelial damage, acidosis, fever and more. These 

 processes are augmented by hemorrhage, shock and hypoxia 
and also by antecedent therapeutic measures like fluid 
resuscitation and the administration of vasopressors. These 
intense responses may evolve into dysfunctions and failure 
of various body systems such as the respiratory, cardiovascu-
lar, gastrointestinal, hepatic, renal, coagulation and immune 
systems, that often dominate the clinical course following 
MT, require complex therapeutic measures and are associ-
ated with prolonged ICU stay, high ICU costs, worsened out-
come and increased risk of mortality.

 Multi-Organ Dysfunction Syndrome (MODS) 
and Multiple Organ Failure (MOF) Following 
Trauma in Children

With the advancement of life-support care of major trauma, 
resulting in impressive decreases in early mortality, multiple 
organ failure has emerged as a major pathway to delayed 
death in intensive care units [67]. It has been further recog-
nized that regardless of age, organ dysfunction represents a 
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continuum of physiologic derangements rather than a dichot-
omous state of “normal” vs. “failure”- hence the more appro-
priate terminology of multi-organ dysfunction syndrome 
(MODS) rather than multi-organ failure (MOF) [67].

Calkins et al. [68] reported no MODS in 334 children 
admitted to the PICU with isolated brain injury. Only 3 % of 
multiply injured children developed MOF – defined as mod-
erate to severe MODS – with a low (17 %) mortality. 
Compared with adults, seriously injured children had a four- 
to eightfold lower incidence of MODS and of MOF related 
mortality [52, 68, 69]. It is unclear whether this low rate of 
MOF is due to a different inflammatory response, as specu-
lated by Calkins [68], or whether it is due to other factors, 
including comorbidities [70]. Wood et al., suggested that dif-
ferences in the innate immune response of children may go 
beyond simple intensity of responsiveness and that children 
have a fundamentally unique inflammatory system with a 
relatively protective response to traumatic injury [52].

 Clinical Implications of Multiple Trauma

The presence of MT, especially if associated with severe 
TBI, has several important clinical implications: First, it 
increases the probability of secondary damage – especially 
to the brain. Second, it complicates the clinical course, 
impacts on patient’s management, worsens the outcome of 
each single injury and is associated with a higher case- 
fatality rate. This basically obvious fact is quantified by the 
various injury severity scoring systems (ISS, NISS etc.). 
Lastly, MT requires different priority setting and makes clin-
ical decision taking in the PICU far more complicated.

 Pre-hospital Care of the Multiply 
Injured Child

The crucial importance of prompt and effective resuscitation 
of the multiply injured child at the scene, during transport and 
in the emergency department (ED) cannot be over- 
emphasized. The paradigm of preventing early hypoxemia 
and hypotension to prevent secondary brain damage has 
become a firm cornerstone of all adult and pediatric guide-
lines for the care of severe injuries [41, 71, 72]. Efficient 
emergency medical services (EMS’s) and well trained medi-
cal and paramedical teams, capable of rapidly providing pro-
fessional primary treatment at the scene, followed by safe and 
expedite evacuation – preferably to a designated trauma cen-
ter – have reduced the frequency of critical complications and 
were repeatedly shown to improve the outcome of severely 
traumatized patients [42, 73–76].

Discussion of basic and advanced life support is provided 
in specific chapters in this textbook. The following paragraphs 
discuss aspects that are specific to the multiply injured child.

 Pre-hospital Airway Management

Inadequate airway management in the field and on the way to 
hospital is the major cause of secondary damage. While endo-
tracheal intubation (ETI) is considered a “gold standard” in 
the hospital setting, it was not shown to provide unequivocal 
outcome benefit over bag-valve mask (BVM) ventilation in 
the field. Retrospective studies comparing pre- hospital ETI 
and BVM in both adult and pediatric trauma and in urban and 
rural settings reached contradicting results: Some studies 
found better survival with ETI [76–79], while others found no 
benefit [80] or even worse outcome [81–85]. Gauche et al. 
conducted a large, prospective trial on children requiring air-
way intervention in the pre-hospital setting in the Los Angeles 
County [86]. The results indicated no difference in survival or 
neurologic outcome between paramedic ETI versus BVM 
ventilation. It should be noted that ETI skills were added to the 
paramedic scope of practice for the purpose of this study, 
resulting in paucity of practical experience, poor ETI success 
rate (57 %) and relatively high complications rate. Moreover, 
the mean transport time to the nearby ED was only 6 min. 
These results, therefore, may be relevant to trauma occurring 
in a densely populated, inner- city environment with abun-
dance of medical facilities but not to trauma occurring in dif-
ferent circumstances, such as rural environments.

Importantly, most of the studies reported high rates of ETI 
failures and complications, and in many of them ETI’s were 
performed without adequate sedation [83, 85–89] – both fac-
tors contributing to adverse outcome. Hence, the lack of a 
proven outcome benefit of pre-hospital ETI possibly stems 
from deficient operator’s skills combined with the difficult 
nature of performing ETI in the field [90, 91].

Active gag and cough reflexes are maintained even in the 
comatose patient with severe TBI, and when ETI with inad-
equate sedation is attempted, he often becomes combative. 
This may result in laryngospasm, vomiting, coughing, aspi-
ration, hypoxemia, aggravated cervical spine damage, ele-
vated intracranial pressure, hypertension and enhanced 
bleeding – all contributing to intubation failure and poten-
tially to secondary damage [85, 88, 92, 93]. Experienced 
emergency teams using sedation protocols that included neu-
romuscular blockage reported high ETI success rates and 
very low complication rates [77, 94, 95].

Rapid sequence intubation (RSI) with muscle paralysis is 
the recommended approach to ETI in emergency situations. 
Etomidate and midazolam are the most commonly used seda-
tives, while opiates and thiopental are hardly ever used in the 
pre-hospital setting. Midazolam, opiates and thiopental may 
decrease blood pressure – more so in the unstable trauma 
patient, and a significant number of children respond para-
doxically to benzodiazepines and become more agitated and 
combative [96].

Ketamine is a safe and effective sedative-hypnotic and 
may be optimal for short interventions in emergency situations, 
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including RSI [97–101]. Within its therapeutic range it does 
not depress spontaneous ventilation nor lowers blood pres-
sure. Its use in trauma situations and especially in patients 
with TBI was very limited due to its alleged effect of ICP 
elevation [100, 102, 103]. This notion has been recently 
refuted in a prospective controlled trial demonstrating that 
ketamine was in fact effective in decreasing elevated ICP and 
in preventing untoward ICP elevations during distressing 
activities in ventilated children [98]. It is currently used suc-
cessfully and extensively not only in the ED but also by civil-
ian and military emergency services [104–106].

 Emergency Department Management  
of the Multiply Injured Child

The complicated, very demanding rapid sequence of actions 
undertaken in the admitting ED is organized in a standardized 
scheme, aiming at detecting and treating immediate life- 
endangering conditions (primary survey) and subsequently at 
diagnosing all other injuries (secondary survey) and construct-
ing the treatment plan. This standardized approach is crucial in 
face of the wide variability of major trauma, the very short 
time frame available to prevent secondary damage, loss of 
organs or death (the “platinum half hour” or the “golden 
hour”) and the dramatic nature of caring for a severely injured 
child in the ED. Without a systematic approach and a con-
certed teamwork under one team leader overseeing the entire 
scene, the intricate situation may become chaotic, more subtle 
injuries may be missed and wrong decisions may be taken – 
leading to potentially catastrophic results.

 Role of the PICU Physician

The role of the pediatric intensivist in the pre-PICU manage-
ment of the severely injured child varies according to local 
organizational structures and policies. Pediatric intensivists 
often lead ground or air medical transport teams. In the ED, 
the trauma team leader is most frequently a surgeon or an 
emergency physician, and the pediatric intensivist is often 
responsible for airway management, ventilation or intrave-
nous line placement. Subsequently, again according to local 
policies and the patient’s condition, the pediatric intensivist 
may be in charge of attending the ventilated child through 
imaging and during transport to the operating room or PICU.

 Primary Survey, Resuscitation and Initial 
Stabilization

The primary survey follows the Airway, Breathing, 
Circulation, Disability and Exposure sequence (ABCDE), 
though in reality the evaluation of the neurological status 

(part of “Disability”) is performed as a first step concomitant 
with airway evaluation. Treatment of life threatening condi-
tions often takes place concurrent with the primary survey.

 Airway
Airway compromise, the most urgent medical problem in the 
severely injured child, is caused first and foremost by altered 
sensorium. In the comatose child the relatively large tongue, 
the floppy epiglottis, secretions, blood or foreign body in the 
oral cavity and loss of effective coughing are the main mecha-
nisms of upper airway obstruction. In the neurologically intact 
child, maxillo-facial trauma, facial burns or direct laryngeal 
injury can obstruct the airway. All ETI’s in the ED should be 
performed under the same RSI approach outlined above.

Clear cut indications for securing the airway through ETI 
in the ED include clinical signs of upper airway obstruction, 
inability to cough or clear secretions and inadequate respira-
tory effort or a GCS ≤8 [41]. Of note: children with GCS ≤8 
may temporarily be able to maintain airway and ventilate 
effectively, and this should not be mistakenly interpreted as 
if they do not need ETI, as their sensorium should be expected 
to deteriorate further. When this happens, they may be out of 
the closely observed surrounding of the trauma bay, on intra- 
or inter-hospital transport or in the imaging department, 
under far less favorable conditions for emergency ETI.

There are some “relative” indications for ETI in the ED: 
The multiply injured child with no major TBI is typically 
painful, frightened and combative. To reduce pain and anxi-
ety and to enable effective, thorough evaluation and rapid 
initiation of treatment, he will require generous doses of 
analgesics and sedatives. Uncompensated shock presents 
another relative indication for early assisted ventilation. The 
injured child will be much safer and his management much 
smoother if he will undergo “semi-elective” ETI in the ED. 
Similarly, if the child is planned for surgery under general 
anesthesia, or even imaging procedures that require heavy 
sedation, ETI should not be postponed. The disadvantage of 
this approach is the loss of the ability to clinically monitor 
the child, but in reality most management decisions are 
made on the basis of the initial evaluation in the pre-hospital 
phase or upon ED admission and according to imaging 
findings.

 Breathing and Mechanical Ventilation
Once the airway is secured, adequacy of breathing should be 
evaluated clinically, by oxygen saturation and by blood gases 
analysis. In the injured child, ventilation may be compro-
mised mainly due to decreased central ventilatory drive or to 
thoracic injury. Very frequently, however, hypoventilation or 
apnea are iatrogenic, caused by sedative-anesthetic medica-
tions, and obviously by muscle relaxants, used during RSI.

Every intubated child must be mechanically ventilated. 
No child, certainly not the injured child, should ever be 
expected to breathe effectively through a narrow pipe that 
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typically reduces the diameter of the trachea by half and 
therefore increase resistance to airflow by 16.

The injured child should initially be ventilated with 
FiO2 = 1.0. Although there is insufficient evidence to recom-
mend any specific FiO2, it is reasonable to titrate it to main-
tain SatO2 >94 % [107]. In many ventilators available in 
ambulances and in the ED, FiO2 is not adjustable, but can be 
set to FiO2 of 0.4 or 1.0. As long as there is no clear cut evi-
dence that short-term hyperoxemia is detrimental, it seems 
safer to avoid hypoxemia and use the higher FiO2.

 Circulation
Shock in the multiply injured child is primarily hemorrhagic. 
The classical assessment of end-organ perfusion may be of 
limited value in this situation: CNS function is often 
depressed due to TBI or the use of sedatives, tachycardia 
may also result from pain and anxiety, skin temperature and 
capillary refill are affected by exposure to environmental 
temperature and urinary output is not indicative during the 
primary survey. The more “reliable” signs of shock include 
tachycardia in the sedated or comatose child, thready or 
absent pulses and hypotension.

Shock is conveniently categorized into compensated and 
uncompensated: In compensated shock blood pressure is 
maintained above the lower limit (5th percentile) of 
 age- adjusted values. In uncompensated shock, blood pressure 
drops below these values, sensorium is usually markedly 
depressed and peripheral pulses are not palpable. It should be 
stressed that hypotension is a relatively late sign, developing 
following loss of at least 30 % of blood volume. The response 
to resuscitation measures and fluid boluses is extremely help-
ful in the evaluation of the hemodynamic status.

Uncontrolled hemorrhage occurs usually in hidden body 
cavities and compartments – the abdominal cavity, retro-
peritoneum, pleural space and thighs. Scalp lacerations can 
cause fatal hemorrhage and may be easily missed as the 
child is lying supine, covered with a blanket and the blood 
accumulates posteriorly, under his back on the stretcher – 
hence the utmost importance of examining the child’s 
“back”. Less frequent causes of shock in the traumatized 
child are tension pneumothorax and pericardial tamponade, 
and more rarely spinal cord or severe traumatic brain inju-
ries (‘neurogenic’ shock).

 Vascular Access

Vascular access may be challenging in the injured child and 
should be obtained as early as possible, preferably in the pre- 
hospital phase before shock develops. Two large bore periph-
eral catheters should be inserted, at least one of them in an 
upper extremity, ensuring effective fluid resuscitation in case 
of intra-abdominal injury.

Intraosseous (IO) needle is an excellent alternative when-
ever peripheral line insertion fails, especially in infants and 
young children and during shock [107, 108]. Several IO 
insertion devices are currently marketed: The traditional 
Jamshidi needle is available in 15G and 18G diameters. We 
prefer the larger, 15G needle for all ages beyond the neonatal 
period as the smaller 18G needles tend to bend during inser-
tion. Significant force should be applied for successful inser-
tion and care should be given to correct placement and 
fixation to avoid needle displacement.

Other mechanical IO insertion devices are available for 
use in children. The Bone Injection Gun (BIG) is a spring- 
loaded single-use device that “shoots” the needle into the 
bone, and is available in pediatric and adult sizes. The EZ-IO 
is a hand-held drill with detachable IO needle. Although 
clinical data in pediatric patients are very limited, these 
mechanical devices seem to be easier for use and to have a 
higher insertion success rates compared with the Jamshidi 
needle [109]. Tested on turkey bone model, the EZ-IO had a 
higher insertion success rate compared to BIG and was the 
preferred device by the users [110].

In the ED setup, central venous catheters are used infre-
quently. They may be indicated when no other vascular 
access can be established or when a very large bore catheter 
is needed for massive blood and coagulation factors transfu-
sion. The pediatric intensivist is relatively more trained in 
central line placement and may undertake this task.

 Fluid Resuscitation

After over 30 years of controversy, the issue of colloids ver-
sus crystalloids is still debated. A recent comprehensive 
meta-analysis of 56 randomized controlled clinical trials that 
compared colloids and crystalloids in patients requiring vol-
ume replacement, concluded that there is no evidence that 
resuscitation with colloids reduces the risk of death com-
pared to resuscitation with crystalloids in patients with 
trauma, burns or following surgery [111].

Clinical trials of fluid resuscitation in children with 
trauma were not published. Rather small size randomized tri-
als in children with septic shock or dengue shock syndrome 
found no clinical benefit of colloids over isotonic crystalloid 
resuscitation [112–114].

Another unsettled issue is that of hypertonic (7.5 % saline 
or 7.5 % saline + 6 % dextran 70) vs. isotonic (normal saline 
or lactated Ringer’s) solutions. Potential benefits of hyper-
tonic solutions include restoration of intravascular volume 
and tissue perfusion with smaller fluid volumes, and attenua-
tion of the inflammatory response and secondary ischemia- 
reperfusion injury. Thus, they may reduce the development of 
MOF and ARDS, and prevent brain edema and intracranial 
hypertension in patients with both TBI and shock [115–118]. 
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Though earlier clinical trials demonstrated some overall sur-
vival benefit for patients resuscitated with hypertonic solu-
tions [119], two recent large multicenter clinical trials failed 
to demonstrate any advantage of hypertonic solutions over 
normal saline in adult patients with either traumatic shock 
[120] or severe TBI [121].

Hydroxyethyl starch (HES), an artificial colloid, has been 
used extensively in adults. Recent controlled clinical trials 
documented increased incidence of acute kidney injury and 
acute renal failure requiring dialysis in adult ICU patients 
[122] and in adults with severe sepsis [123], assigned to fluid 
resuscitation with HES as compared with those receiving 
normal saline or Ringer’s acetate.

A recent meta-analysis [124] concluded that the use of 
HES – compared with other resuscitation solutions – in criti-
cally ill patients requiring acute volume resuscitation, was 
associated with a significant increased risk of mortality and 
acute kidney injury. The authors concluded that the use of 
HES for acute volume resuscitation is not warranted due to 
serious safety concerns.

 Blood and Coagulation Factors Transfusion

If signs of shock persist after three fluid boluses (60 ml/Kg), 
red blood cells (RBC’s) transfusion should be initiated at 
15 ml/Kg or one adult unit. Although the great majority of 
children stabilize after the initial fluid resuscitation and a 
single RBC’s transfusion, bleeding in the mutiply injured 
child may be massive and coagulopaties may develop due to 
dilution or consumption of platelets and coagulation factors 
and due to hypothermia. Recent evidence in adult trauma 
patients indicates that earlier and increased plasma and plate-
let to RBC’s ratio improve outcome following massive trans-
fusion [125–127]. This has led to the development of massive 
transfusion protocols that include empiric early transfusion of 
RBC’s, FFP, platelets and cryoprecipitate in balanced ratios 
for adults [128, 129] and children [130–132] (see Fig. 32.4). 
A recent study in children [131] showed that the introduction 
of massive transfusion protocol to a pediatric trauma center 
resulted in earlier FFP transfusion but was of a far too small 
scale to detect any potential effects on outcome.

 Imaging of the Multiply Injured Child

Patients who are referred to a Trauma Center usually have 
undergone imaging studies in the referring hospital. It is very 
helpful to obtain the original images as they serve as ‘refer-
ence point’ and help avoiding repetition of examinations and 
radiation exposure.

Chest x-ray is the first and usually the only x-ray needed 
in the ED. Multiply injured patients and those with suspected 

isolated abdominal trauma should undergo focused abdomi-
nal sonography for trauma (FAST) scan in the ED, prefera-
bly by a radiologist. To detect free fluid – that will usually be 
due to internal bleeding – FAST is directed to four locations: 
the hepato renal fossa (Morison’s pouch), subxyphoid view 
(pericardium), perisplenic space and the pelvis [133].

Ultrasound is a sensitive tool for diagnosing small 
amounts of intra-peritoneal fluid (200 ml), but is an operator 
dependent examination. In adults, FAST was shown to have 
a high sensitivity (73–88 %), very high specificity (98–
100 %) and accuracy of 96–98 % [134]. In a recent prospec-
tive study sensitivities and specificities of FAST scans for 
blunt and penetrating trauma were even higher – 93.1 and 
100 %, and 90.0 and 100 %, respectively [135]. In the pedi-
atric population, FAST has not gained the same enthusiasm 
by clinicians, as the indices were lower (sensitivity around 
75 %). These examinations, however, were performed by 
surgeons: When performed by a radiologist, FAST was 
shown to have sensitivity of 92.5 %, specificity of 97.2 % 
and accuracy of 95.5 % [136].

In children with less severe trauma, FAST may be used 
alongside the clinical assessment as a discriminative tool, 
and can safely exclude the need for computed tomography 
(CT) scan [137]. The multiply injured child will usually pro-
ceed to CT regardless of the FAST findings, which are 
mainly used for initial assessment of unstable patients who 
may require immediate surgery.

Multiply injured children should have a ‘whole body’ CT 
scan, including a non- contrast head and neck scan, CT angi-
ography (CTA) of the chest, and arterial and venous phase 
scans of the abdomen and pelvis with no enteral contrast 
media. With reconstructions in the coronal and sagittal 
planes, CT scans allow excellent characterization of multiple 
injuries and CTA has virtually supplanted interventional 
angiography. Reconstruction images of bone fractures waive 
the need for additional x-rays of the bony trunk.

CT provides a quick overview of the extent of injuries and 
additional studies may be required as judged by the radiolo-
gist and the case manager. As with all pediatric CT, efforts 
should be made to minimize radiation dose through technical 
settings [138, 139]: Effective radiation dose from radiologic 
studies in pediatric trauma patients admitted to trauma cen-
ters was calculated as 14.9 mSv [140] and 12 mSv [141]. CT 
accounted for 97.5 % of total effective dose [140]. However, 
when weighing immediate benefits versus potential radiation 
‘costs’ to the multiply injured child, whole body CT scan is 
‘logically’ justified.

In the acute setting Magnetic Resonance Imaging (MRI) 
is used mainly in cases of complicated cervical injuries. 
Compared to CT, MRI has superior contrast resolution with 
higher sensitivity for soft tissue injuries, and is the imaging 
modality of choice in assessing soft tissue injuries, spinal 
cord injury, and intervertebral discs and ligaments.
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 Management of the Multiply Injured Child  
in the Intensive Care Unit

The child with multiple, severe injuries, represents a difficult 
and complex management case. Although the involved sur-
geon will perform necessary surgeries and will make deci-
sions regarding management of the specific organ system 
under his ‘jurisdiction’, it is the intensivist’s responsibility to 
overview the entire clinical picture and to be deeply involved 
in the decision making processes and in leading all clinical 
activities. In the PICU, the intensivist should assume the role 
of “case manager”: He is at the patient’s bedside 24/7, and is 

basically the only person able to integrate the complexity of 
the patient’s clinical problems, physiologic parameters, labo-
ratory and imaging results and the various consultants’ opin-
ions and recommendations. We have adopted this approach 
for many years and time and time again realize that its cardi-
nal value cannot be overemphasized.

As the pediatric intensivist oversees the entire clinical pic-
ture, one of his crucial roles is to set priorities: He should 
determine what are the most critical, life or organ endanger-
ing problems and prevent or postpone the performance of 
interventions with potential to cause secondary damage. For 
example, as the child with low intracranial compliance is 

Fig. 32.4 Rambam Medical 
Center’s pediatric massive 
transfusion protocol (Courtesy 
of E. Dann MD, Rambam 
Medical Center, Haifa, Israel)
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exquisitely sensitive to any external stimulus, it is worthwhile 
to minimize interventions and delay those considered post-
ponable if they can potentially increase ICP. In general, activ-
ities in- and outside the PICU (imaging, surgeries) should be 
coordinated to minimize patient’s risk, pain and discomfort, 
to avoid excessive use of analgesics and sedatives, and to 
reduce both nursing and medical staff workload.

Multiply injured children may present some of the most 
difficult to manage clinical problems, such as MOD and 
MSOF. One of the more complicated, life-endangering condi-
tions, encountered early in the clinical course, is that of the 
bleeding patient with hypothermia and acidosis – the so called 
“Triad of Death”. These patients may be admitted to the PICU 
following surgery or for stabilization prior to surgery.

 Triad of Death

Injured patients presenting with hypothermia, acidosis and 
coagulopathy have been identified at very high risk of death, 
hence the term ‘triad of death’. The triad can develop rapidly 
in the exsanguinating trauma patient, and is the result of the 
primary trauma and the secondary systemic response. Once 
established, it forms a vicious circle that may be impossible 
to overcome [45, 142–144].

Hypothermia is both a marker of profound injury and is 
by itself deleterious, promoting this vicious cycle in the 
bleeding patient. Hypothermia can occur in the field and sub-
sequently in the various hospital environments, due to expo-
sure and heat loss, transfusion of cold fluids and impaired 
thermogenesis (use of muscle relaxants, for example). It 
develops more rapidly in infants and children due to their 
small body mass and large surface area to volume ratio. 
Hypothermia induces multiple adverse effects: It causes car-
diac dysfunction (arrhythmias, decreased contractility) and 
increased inotropic requirement. It shifts the oxyhaemoglo-
bin dissociation curve to the left and impairs oxygen deliv-
ery, thereby aggravating tissue hypoxia in the trauma patient 
with a preexisting ‘oxygen debt’. Hypothermia suppresses 
enzymatic activity, induces endotheliopathy and increases 
fluid leak, and promotes platelet dysfunction and coagulopa-
thy [45, 145–149].

Although metabolic acidosis has been considered not 
harmful per se in this setting, but rather a marker of tissue 
hypoxia [45, 150], recent studies indicate that low pH by 
itself severely impairs thrombin generation and accelerates 
fibrinogen degradation [151]. Tissue hypoxia may be due to 
direct tissue damage, hypotension or impairment of the 
microcirculation by hypovolemia, disseminated coagulation, 
intravascular sludging and endothelial damage. Tissue 
hypoxia leads to anaerobic metabolism and lactic acid pro-
duction that may be aggravated by abundant glucose supply 
and by hepatic function impairment. In pediatric trauma, the 

probability of mortality increases precipitously in children 
with a base deficit less than -8 mEq/L [31].

Coagulopathy after major trauma is a multifactorial, 
global failure of the coagulation system to sustain adequate 
hemostasis [146]. Derangements in coagulation are detect-
able already in the hyperacute phase following severe trauma, 
driven by the combination of tissue trauma and systemic 
hypoperfusion, and are characterized by global anticoagula-
tion and hyperfibrinolysis [146, 152]. Subsequently, coagu-
lopathy proceeds due to continued blood loss, hemodilution 
and consumption of platelets and clotting factors, and is 
exacerbated by hypothermia and acidemia [147, 153].

Studies analyzing the effects of the ‘triad of death’ on 
mortality in pediatric trauma patients are lacking. Mortality 
in adult trauma patients presenting with this triad approxi-
mates 50 % [143, 154]. Hypothermia contributes to mortality 
over and above the mortality associated with multiple severe 
injuries, independent of hypotension, fluid requirements, 
age, or duration of surgery [143, 145, 148]. Coagulopathy on 
presentation has been associated with a fourfold increase in 
overall mortality [152].

The presence of all three conditions not only adds to mortal-
ity, but they further potentiate each other, forming a “vicious 
cycle resulting in death” [155]. Continuing attempts to stop 
hemorrhage and repair the injury in the hypoperfused patient 
result in deepening hypothermia and coagulopathy. SIRS is 
evolving, further lowers blood pressure, worsens tissue acido-
sis and enhances capillary leak. The intravascular hypovolemia 
requires further transfusion and crystalloids volume infusion, 
resulting in dilution of coagulation factors and enhanced SIRS. 
The patient is now “oozing” extensively and the vicious cycle 
spirals down, often resulting in the patient’s death in the OR.

Even if the bleeding can be eventually stopped, the patient 
will arrive at the ICU with massive fluid overload and ongo-
ing capillary leak and is at high risk of developing MODS, 
MOF and abdominal compartment syndrome. If he also has 
a significant TBI, the previously incurred hypoperfusion and 
generalized edema will negatively impact on the brain’s abil-
ity to recover and on the development of cerebral edema.

The recognition of the poor outcome of these multiply 
injured, bleeding patients, had led in the early 1990s to a 
paradigm shift – to the ‘damage control surgery’ and subse-
quently to the ‘damage control resuscitation’ paradigms.

 Damage Control in the Unstable Injured Child

“Damage control (DC) surgery” was coined in 1993 by 
Rotondo et al. [156], though the concept of ‘staged laparot-
omy’ has been pioneered by several groups since the mid- 
1970s [155]. The ‘traditional’ approach up to this time has been 
adopted from the elective surgery paradigm, calling for 
 definitive repair of all injuries with abdominal wall closure in a 
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single operative session. The paradigm shift to staged laparot-
omy was driven by the recognition of the ‘triad of death’ and 
the realization of the disastrous results of continuing attempts 
to perform definitive repair of massive injuries in these unstable 
patients. The focus has been directed to the injured patient’s 
physiology rather than to the completeness of anatomy.

The accepted indications for damage control surgery 
include hypothermia (temperature <35°), acidosis (pH <7.2 
or base deficit >8 mEq/L), clinical coagulopathy or massive 
transfusion (whole blood volume replacement or – in adults 
– ≥10 units of pRBC’s), hemodynamic instability or pro-
found hypoperfusion and prohibitive operative time needed 
for definitive repair (>90 min).

Although DC surgery was conceptualized for hepatic and 
other major abdominal trauma, it was later adopted by other 
specialties, especially orthopedic [157] and vascular surgery. 
DC in children follows the same principles as in adults [45, 
150, 158] (Table 32.1).

The first stage is targeted at rapid damage control. It 
includes surgery to control hemorrhage in the abdominal 
cavity, chest, neck or extremities, and at alleviating contami-
nation, such as fecal spillage from damaged bowel. This is 
achieved by packing of organs or spaces to control nonsurgi-
cal bleeding and by resection of damaged bowel without per-
forming anastomoses or stomas. Because of the high 
probability of developing abdominal compartment syndrome 
(ACS), the abdomen is often closed temporarily with loose 
retention sutures or left open, covered with a prosthetic 
material. Fractures are immobilized, not definitively reduced.

The second stage is resuscitation and stabilization in the 
ICU. It includes re-warming of hypothermic patients, correct-
ing coagulopathy and acidosis and restoring adequate cardio-
vascular state. Resuscitation in this setting calls for several 
specific considerations. The patient should remain mechani-
cally ventilated to ensure adequate oxygenation, sedation and 

pain control. He is at a significant danger of developing 
ARDS and is planned for repeated surgery in a few days; 
hence attempts at weaning are unadvisable. Hemodynamic 
resuscitation should be guided by few crucial endpoints – 
there is no need to ‘normalize’ all values. Blood pressure 
should be targeted to values sufficient to achieve urinary out-
put of 1 ml/Kg/h and lactate clearance (to correct acidosis) 
and to maintain minimal cerebral perfusion pressure in case 
of coexisting TBI. Normal – and certainly elevated – blood 
pressure should be avoided in light of the bleeding tendency.

Fluid resuscitation should be judicious as the child is 
already fluid overloaded and is at a high risk of developing 
brain edema, respiratory insufficiency and ACS. Blood prod-
ucts, needed for correcting the coagulopathy, are excellent 
volume expanders. When appropriate, we prefer the use of 
judicious dosages of cathecholamines rather than ‘fill the 
patient up’ with crystalloids. Central venous pressure moni-
toring is of limited value and should serve as an adjunct 
guide – not as a targeted endpoint. If the hemodynamic status 
cannot be stabilized, cardiac echocardiography is indicated 
to exclude myocardial contusion and to provide useful infor-
mation regarding myocardial function and volume status. 
High index of suspicion towards the possibility of ACS is 
mandatory, even if the abdomen was left partly or entirely 
open, as discussed elsewhere in this Textbook.

The third stage, reoperation, should be undertaken after the 
patient’s condition has stabilized. This ‘second look’ aims at 
searching for missed injuries, definitive repair and, if possible, 
formal closure of the abdominal wall. In the adult patient popu-
lation with massive injuries and the catastrophic ‘triad of 
death’, the DC approach has reduced mortality to around 50 % 
[159]. Data regarding outcome of DC surgery in children is 
minimal, probably because the numbers are much smaller. 
Stylianos et al. [160] reported on DC in 22 children aged 6 days 
to 20 years, 13 of whom were trauma patients and 90 % had the 
‘triad of death’: packing controlled hemorrhage in 95 % and 
survival rate was 82 %. Porras- Ramirez [161] reported on four 
pediatric MT patients – three of them with multiple penetrating 
abdominal injuries – managed with DC surgery. Yin et al. [162] 
compared 32 children who have undergone DC surgery with 17 
children who have undergone conventional surgery for serious 
abdominal diseases. Recovery rates were 84.4 % in the DC 
group compared to 52.9 % in the conventional group.

 Blunt Abdominal Trauma in the Multiply 
Injured Child

The spleen and the liver are the most frequently injured 
organs in blunt abdominal injury, each accounting for a third 
of abdominal injuries. In the hemodynamically stable child, 
non-operative management has become standard practice. 
Should these patients be taken care of in the PICU? Guidelines 

Table 32.1 The three stages of damage control surgery

1. Theatrer – damage control surgery
 Rapid haemostasis
 Control contamination
 Temporary abdominal closure
2. Intensive care – resuscitation
 Re-warming
 Correct shock – optimize oxygen delivery
 Correct coagulopathy
 Correct acidosis
 Detect abdominal compartment syndrome
3. Theatre – second look laparotomy
 Definitive repair
 Abdominal closure
  Primary
  Prosthetic

Reprinted from Hamill [150]. With permission from Elsevier
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based on a retrospective review of 832 children with isolated 
liver or spleen injury proposed no ICU admission for isolated 
injuries with CT grades I, II, and III, and only one ICU day 
observation for grade IV injury [163]. A follow-up study, 
however, found that in 19 % of the cases admitted to ‘com-
mitted’ pediatric surgical centers, actual practice deviated 
from these recommendations – assumingly towards a more 
cautious approach towards ICU admission [164]. Jim et al. 
[165] concluded that nonoperative management of splenic 
injury must include close monitoring, because 16 % required 
delayed operation. For high grade liver or spleen injuries it 
seems justified to prefer the safer approach over the “limita-
tion of resource utilization” approach.

Until the late 1990s, the non-operative approach was lim-
ited to isolated liver or spleen injuries. The approach to these 
injuries in multiply injured children, especially those with 
associated TBI, remained controversial as their clinical evalu-
ation is unreliable. Based on analysis of children with com-
bined spleen and/or liver and head injuries, registered in the 
National Pediatric Trauma Registry, Keller et al. [166] found 
that when stratified for type of injury and severity, both mor-
tality and abdominal and neurologic morbidity were improved 
in children managed non-operatively. Similarly, Coburn et al. 
[167] concluded that non-operative management of splenic 
and hepatic injury in multiply injured pediatric patients, 
including those with head injury and injury remote from the 
abdomen that requires surgical intervention, is successful and 
is not associated with a prohibitive morbidity.

In our PICU we routinely apply the non-operative 
approach to children with combined abdominal and brain 
trauma, as long as they are hemodynamically stable. 
Obviously, clinical evaluation of the abdomen is impaired in 
comatose or heavily sedated patients, but they can be reliably 
monitored through hemodynamic parameters (all must have 
an arterial line) and hematocrit, abdominal girth measure-
ment and abdominal ultrasound when needed. For high grade 
liver or spleen lacerations, elective mechanical ventilation 
with complete rest under sedation and minimal handling for 
at least 24–48 h is indicated.

ICP monitoring should always be applied in patients with 
MT involving severe TBI. In a child with “borderline” severe 
TBI (GCS 8–9), one may consider clinical follow up with 
early cessation of sedatives and early extubation. However, if 
this child has a significant abdominal or chest trauma and 
requires mechanical ventilation and sedation, ICP monitor-
ing is indicated as no other follow up is available.

 Thoracic Injury in the Multiply Injured Child

Thoracic injury is common among multiply injured children 
and is an important marker of the severity of injury. Pedestrian 
and car occupant injuries are the major cause of blunt chest 

trauma, while penetrating injuries are caused mainly by gun-
shot or stab wounds. Direct blunt trauma to the chest results 
in lung contusions or lacerations, rib fractures, pneumo- and/
or hemothorax, major vascular disruption or myocardial con-
tusion [18, 45, 168–170].

Severe thoracic injury (AIS ≥3) was detected in 38 % of 
multiply injured children in the German trauma registry 
[171]. In two French studies of severe TBI, the most fre-
quently associated injury was chest trauma [26, 27]. Several 
other studies reported far lower incidence of chest trauma 
among hospitalized pediatric trauma patients [18, 172–174].

Lung contusions are detected very frequently with 
advanced CT technology, though their clinical significance is 
incompletely understood [175, 176]. While lung contusions 
occupying >20 % of total lung volume were shown to be 
highly predictive of the need for assisted ventilation in adults 
[175], similarly large lung contusions did not carry the same 
morbidity in children [176].

In children, chest trauma as a single injury only rarely 
results in death [19, 168, 172]. On the other hand, mortality 
rates in multiply injured children with chest trauma are very 
high [18, 19, 169, 170, 172, 173, 177].

Peclet et al. [18] analyzed thoracic injuries in children 
admitted to a level 1 pediatric trauma center. Although tho-
racic injury was detected in only 4.4 % of this patient popu-
lation, it was strongly associated with severity of injury: 
71 % of the children with thoracic injury were admitted to 
the PICU, and MT was present in 81.7 % of the children with 
thoracic injury. Mortality rates were 20 times higher for chil-
dren with thoracic injury compared to those with no thoracic 
injury. Mortality was 28.6 % for children with injuries to the 
chest and another body region, compared to 5.3 % for chil-
dren with thoracic injury alone. Multiple rib fractures and 
contusions to several pulmonary lobes were strongly corre-
lated with the risk of death [18].

Chest injuries in multiple trauma victims resulted in a 
mortality of 19 % in children and 9 % in adults (P<0.05) 
[19]. Mortality was highest in combined head, chest and 
abdominal trauma: 25 % percent in children and 28 % in 
adults. For comparison, mortality of multiply injured chil-
dren with TBI but with no chest injury was only 3 % [19].

Injuries to head, abdomen and chest were associated with 
the highest overall mortality in the study by Meier et al. 
[169]. Thoracic injury was associated with the highest odds 
ratios for death compared to all other injured regions.

The grave consequences of thoracic injury as part of a 
MT, relate to several factors. First and foremost, thoracic 
injuries are caused by high energy impacts absorbed by rela-
tively small bodies. In children, bony thoracic structures are 
more elastic, and if an impacting force is of sufficient energy 
to result in rib fracture, major intrathoracic injury and trauma 
to other regions can be expected [18, 19, 169, 170]. Moreover, 
chest injuries contribute to the unfavorable outcome in 
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 multiply injured children as they may interfere with pulmo-
nary gas exchange and cause hypoxemia and secondary brain 
damage. Children with chest injury had significantly greater 
physiological derangement compared to those with no chest 
injury, reflected by their lower Trauma Scores [18]. Thus, a 
significant, treatable chest injury, such as pnemo/hemotho-
rax represents true emergency in the initial care of the multi-
ply injured child.
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        Introduction 

 Coma is a neurologic state that can result from a wide variety 
of etiologies including both primary neurologic and systemic 
conditions. Evaluation of the comatose child starts with 
immediate assessment of airway, breathing, and circulation. 
History and physical examination should be rapid and 

 thorough. Diagnosis and treatment should be tiered to ini-
tially target life threatening etiologies that are reversible and 
treatable. Determination of the etiology of the underlying 
cause will direct management. In this chapter we will (1) 
defi ne coma and other states of altered consciousness, (2) 
review the pathophysiology underlying coma, (3) discuss the 
differential diagnosis of coma, (4) outline an approach to the 
evaluation and management of the comatose child, (5) review 
specifi cs of herniation syndromes and management, and (6) 
discuss prognosis.  

    Epidemiology 

 The incidence of non-traumatic coma is 30/100,000 children 
per year [ 1 ] and the incidence of traumatic coma in children 
is 140/100,000 [ 2 ], with the most severe cases comprising 
5.6/100,000 [ 3 ]. Non-traumatic coma is more common in 
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younger children and has a 46 % 12 month mortality rate [ 1 ]. 
Mortality is highly dependent on the etiology for coma, and 
ranges from 3 % to 84 %. Traumatic brain injury is often 
responsible for coma. Approximately 27 % of patients with 
traumatic brain injury had an initial Glasgow Coma Score of 
less than nine [ 3 ].  

    Consciousness and Coma and Altered 
Mental Status Defi nitions 

  Normal consciousness  is a state of wakefulness and aware-
ness of self and surroundings.  Coma  is a state of altered con-
sciousness, with loss of both wakefulness (arousal, vigilance) 
and awareness of the self and environment. Coma is charac-
terized by closed eyes and inability to be aroused to respond 
appropriately to stimuli [ 4 ]. Sleep-wake cycles are absent. 
Coma is a temporary state and evolves towards normal con-
sciousness, a minimally conscious state, a vegetative state, or 
brain death. 

 Between normal consciousness and coma is a spectrum of 
states of decreasing consciousness. Decreased consciousness 
states are lethargy, obtundation, and stupor.  Lethargy  is a 
state of reduced wakefulness where subjects are sleepy but 
can be easily roused.  Obtundation  is characterized by sleepi-
ness that persists even with stimulation.  Stupor  is a state of 
unresponsiveness with little or no spontaneous movement. 
Stupor resembles deep sleep, but differs from coma because 
vigorous stimulation induces temporary arousal.  Delirium  is 
an acute state characterized by decreased awareness of the 
environment, with changes in level of consciousness, 
impaired attention, and a waxing and waning course. 

 If a patient does not improve from coma toward a normal 
state, they may evolve into a vegetative state or minimally con-
scious state. A patient in the  persistent vegetative state  is awake 
but unaware and has sleep-wake cycles, but has no detectable 
cerebral cortical function. The eyes may be open, but there is no 
visual fi xation or pursuit. Generally this state is not diagnosed 
until 1 month after the coma onset. A patient in a  minimally 
conscious state  has severely altered consciousness with mini-
mal, but defi nite evidence of self or environmental awareness, 
such as following simple commands or making simple non-
refl exive gestures. Recent use of functional neuroimaging has 
initiated controversy as to whether patients who are presumed 
to be in a persistent vegetative state based on clinical exam 
may actually be in a minimally conscious state [ 5 ].  Akinetic 
mutism  is a condition of extreme slowing or absence of bodily 
movement with loss of speech. Wakefulness and awareness are 
preserved but cognition is slowed. This is caused by extensive 
injury to the bilateral inferior frontal lobes, paramedian mes-
encephalic reticular formation, or the posterior diencephalon. 
The  locked-in syndrome  is a state of preserved consciousness 
and cognition with complete paralysis of the voluntary motor 

system. Cortical function is intact and electroencephalogram 
(EEG) patterns are normal. Vertical eye movements may be 
preserved, allowing for some communication. The locked-in 
state may result from lesions of the corticospinal and corti-
cobulbar pathways at or below the pons, posterior circulation 
infarcts, or severe peripheral nervous system disease such as 
Guillain-Barre syndrome, botulism, and critical illness poly-
neuropathy. Finally, coma must also be distinguished from 
brain death. The determination of brain death (irreversible ces-
sation of neurologic function) is based on the absence of neu-
rologic function with a known etiology, including absence of 
all brain activity, including brainstem function [ 6 ]. The diag-
nosis of brain death is discussed in detail in another chapter of 
this textbook.  

    Anatomy of the Brain in Relation to Coma 

 The reticular activating system constitutes the central core of 
the brainstem and extends from the caudal medulla to the 
thalamus and the basal forebrain. The reticular activating 
system transmits sensory input from the periphery through 
the brainstem to the cerebral cortices. The reticular activat-
ing system activates the cortex, participates in feedback con-
trol and is responsible for regulating arousal. Bilateral 
cortical injury or brainstem injury impacting the reticular 
activating system connections results in coma.  

    Causes of Coma 

 The causes of coma are broad and are listed in Table  33.1 . 
Non-traumatic coma may be due to primary brain dysfunc-
tion, such as seizures or encephalitis, or secondary impact on 

   Table 33.1    Causes of coma   

  Trauma  
 Parenchymal injury 
 Intracranial hemorrhage 
  Epidural hematoma 
  Subdural hematoma 
  Subarachnoid hemorrhage 
  Intracerebral hematoma 
 Diffuse axonal injury 
 Accidental vs non-accidental 
 Concussion 
  Non-traumatic causes  
 Hypoxic ischemic encephalopathy 
  Shock 
  Cardiopulomary arrest 
  Near drowning 
  Carbon monoxide poisoning 
  Stroke 
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the brain due to global derangements. Causes of coma may 
be multifactorial such as meningitis leading to an epidural 
empyema and elevated intracranial pressure, sinus venous 
thrombosis, and status epilepticus. In a population-based 
study, 278 of over 600,000 children between the ages of 
1 month and 16 years had 345 episodes of coma [ 1 ]. Infection 
was the most common cause of non-traumatic coma, account-
ing for 38 % of cases. Intoxication, epilepsy, and complica-
tions of congenital abnormalities each accounted for 8–10 % 

of cases, while accidents and metabolic causes were each 
responsible for 6 % of cases. Incidence of non-traumatic 
coma also varies with age, with the highest incidence age 
group being less than 1 year of age. Traumatic brain injury 
results in an annual hospitalization rates of 129 per 100,000 
of adolescents and 80 per 100,000 for children younger than 
years of age [ 7 ]. Major causes of traumatic brain injury 
requiring care in the ICU are infl icted trauma less <1 year of 
age (30 per 100,000 children annually) and non-infl icted 
trauma in toddlers (10 per 100,000 children annually). 
Infl icted trauma is more common than non-infl icted trauma 
for children under 1 year of age.

       Evaluation of the Comatose Child 

 The evaluation of the comatose child must be performed rap-
idly and thoroughly to identify and manage the immediate 
life threatening causes of coma. Interventions to stabilize, 
diagnose, and then treat the comatose patient should follow a 
tiered approach. Initially, one must address airway, breath-
ing, and circulation and then move on to rapidly correctable 
derangements. Diagnosis and management should happen 
concurrently. An algorithm for initial evaluation of coma is 
outlined in Table  33.2  and discussed below. The Pediatric 
Accident and Emergency Research Group of the Royal 
College of Paediatrics and Child Health and the British 
Association for Emergency Medicine have published related 
guidelines, including a management algorithm (  www.not-
tingham.ac.uk/paediatric-guideline    ) [ 8 ].

      History 

 A detailed history may not always be available on initial 
evaluation of the comatose child, but historical information 
must be gathered as quickly as possible, as it may be crucial 
in identifying the cause of coma. The history must include a 
detailed description of events leading to coma, with particu-
lar attention to timing of events, potential exposures, and 
accompanying symptoms. Preceding somnolence suggests a 
metabolic or toxic or infectious cause, such as toxin inges-
tion, liver failure, or encephalitis; sudden onset of coma 
without trauma suggests spontaneous intracranial hemor-
rhage, seizure, or cardiac arrhythmia resulting in hypoxic- 
ischemic encephalopathy. Previous fever with or without 
neck stiffness may suggest meningitis or encephalitis, but 
may also be a symptom of autoimmune processes such as 
acute disseminated encephalomyelitis or lupus cerebritis. 
Acute onset of headache may be due to spontaneous intracra-
nial hemorrhage from arteriovenous malformation rupture, 
aneurysm rupture, or unwitnessed trauma. Chronic headache 
may suggest hydrocephalus, an expanding mass lesion such 

 Toxins 
   Medications: narcotics, sedatives, antiepileptics, antidepressants, 

analgesics, aspirin 
   Environmental toxins: organophosphates, heavy metals, cyanide, 

mushroom poisoning 
  Illicit substances: alcohol, heroine, amphetamines, cocaine 
 Systemic metabolic disorders 
  Substrate defi ciencies 
   Hypoglycemia 
   Cofactors: thiamine, niacin, pyridoxine, B12 
   Electrolyte and acid-base imbalance: sodium, magnesium, 

calcium 
  Diabetic ketoacidosis 
  Thyroid/adrenal/other endocrine disorders 
  Uremic coma 
  Hepatic coma 
  Reye syndrome 
  Inborn errors of metabolism 
   Urea cycle disorders 
   Amino acidopathies 
   Organic acidopathies 
   Mitochondrial disorders 
  Sepsis 
 Infections/postinfectious/infl ammatory 
  Meningitis and encephalitis: bacterial, viral, rickettsial, fungal 
  Acute demyelinating diseases 
   Acute disseminated encephalomyelitis (ADEM) 
   Multiple sclerosis 
 Infl ammatory/autoimmune 
  Sarcoidosis 
  Sjogren’s disease 
  Lupus cerebritis 
 Mass lesions 
  Neoplasms 
  Abscess, granuloma 
  Hydrocephalus 
 Paroxysmal neurologic disorders 
  Seizures/status epilepticus 
  Acute confusional migraine 
 Vascular 
  Intracranial hemorrhage – SAH/SDH/ epidural hematomas 
  Arterial infarcts 
  Venous sinus thromboses with venous infarcts 
  Vasculitis 

Table 33.1 (continued)
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as tumor, or indolent infection. Questions about possible 
toxic ingestions should include a survey of medications and 
poisons kept in the places the child has recently been. 

 The child’s past medical history may be valuable. A his-
tory of multiple episodes of coma, developmental delay, or 
other prior neurologic abnormalities suggest inborn errors of 
metabolism, but may also indicate the presence of epilepsy 
with ongoing non-convulsive seizures or a post-ictal state. 
Toxic ingestions or infl icted childhood neurotrauma are also 
suggested by multiple episodes of coma. Recent weight 
changes or other constitutional abnormalities suggest endo-
crine dysfunction. Previous history of immunosuppression or 
HIV may suggest atypical CNS infections. A history of 
uncontrolled hypertension may suggest Posterior Reversible 
Encephalopathy Syndrome (PRES). Previously existing car-
diac disease raises the possibility of dysrhythmia or cardiac 
failure leading to hypoxic ischemic encephalopathy. Travel 
history may explain exposure to infections prevalent in certain 
areas, such as Lyme Disease in the northeastern Unites States. 
Exposure to kittens in a patient with axillary or inguinal 
lymphadenopathy may be a clue to infection with  Bartonella 
henselae , which causes cat scratch encephalopathy. 

 Eliciting a history of trauma, whether accidental or 
infl icted, is crucial. Understanding the mechanism of injury 
can direct further investigation. Intracranial lesions such as 
epidural hematomas may result in delayed loss of conscious-
ness and require emergent intervention. Base of the skull 
fractures may compromise blood fl ow in the carotid artery or 
result in dissection of the artery as it enters the skull or trav-
els in the petrous canal. In children under 2 years of age or in 
non-verbal children with developmental delay or intellectual 
disability, it is critical to have a high index of suspicion for 
non-accidental trauma. A broad approach to physical exam 
and diagnostic testing can often uncover the source of coma 
in these situations.  

    Physical Examination 

 The general examination should start with assessment and 
continuous monitoring of the vital signs.  Hyperthermia  sug-
gests infection, autoimmune processes, heat stroke and anti-
cholinergic ingestion.  Hypothermia  may also be due to sepsis 
as well as hypothyroidism, adrenal insuffi ciency, chronic 

   Table 33.2    Initial evaluation of coma   

 Airway, breathing, and circulation assessment and stabilization. 
  Ensure adequate ventilation and oxygenation 
   Blood pressure management depends on considerations regarding underlying coma etiology. If hypertensive encephalopathy or intracranial 

hemorrhage then lower blood pressure. If perfusion dependent state such as some strokes or elevated intracranial pressure then reducing 
blood pressure may reduce cerebral perfusion 

 Draw blood for glucose, electrolytes, ammonia, arterial blood gas, liver and renal function tests, complete blood count, and toxicology screen 
 Neurological assessment 
  GCS score 
  Evidence of gag refl ex and pupillary exam 
  Assess for evidence of raised intracranial pressure and herniation 
  Assess for abnormalities suggesting focal neurologic disease 
  Assess for history or signs of seizures 
 Administer glucose intravenously if hypoglycemic 
 If there is concern for infection with fever of neck rigidity and LP must be delayed broad spectrum infection coverage to treat bacterial and 
viral meningitis (e.g., Vancomycin/cefotaxime (ampicillin if less than 1 month to treat listeria) and acyclovir for potential HSV) 
 Give specifi c antidotes if toxic exposures are known 
  For opiate overdose administer naloxone 
 Identify and treat critical elevations in intracranial pressure 
  Neutral head position, elevated head by 20°, sedation 
  Hyperosmolar therapy with mannitol 0.5–1 g/K or hypertonic saline 
  Hyperventilation as temporary measure 
  Secure the airway 
  Consider intracranial monitoring 
  Consider neurosurgical intervention 
 Head CT 
 Treat seizures with IV anticonvulsants. Consider prophylactic anticonvulsants 
 Investigate source of fever and use antipyretics and/or cooling devices to reduce cerebral metabolic demands 
 Detailed history and examination 

  Consider: lumbar puncture, EEG or extended long term EEG monitoring, MRI, metabolic testing (amino acids, organic acids, acylcarnitine pro-
fi le), autoimmune testing (ANA panel, antithyroid antibodies), thyroid testing (TSH, T3, T4)  
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malnutrition, or environmental exposure.  Hypotension  may 
be due to sepsis, cardiac dysfunction (which may cause or be 
due to neurologic injury), toxic ingestion, or adrenal insuffi -
ciency, and may lead to poor cerebral perfusion thereby 
causing or worsening brain injury. If not quickly normalized, 
diffuse or watershed hypoxic-ischemic injury may occur. 
 Hypertension  can be a physiologic response to increased 
intracranial pressure that functions to maintain cerebral per-
fusion pressure. Hypertension with bradycardia and a change 
in breathing pattern (Cushing’s triad) is an ominous sign of 
elevated intracranial pressure and suggests impending her-
niation. In this situation, acutely lowering blood pressure 
may worsen neurologic injury by reducing cerebral perfu-
sion. However, hypertension may be caused by toxin inges-
tion such as cocaine, thyrotoxicosis or renal disease, and 
may produce hypertensive encephalopathy (posterior revers-
ible leukoencephalopathy) in which case management 
focuses on reducing blood pressure. Differentiating reactive/
compensatory hypertension from a hypertensive encepha-
lopathy may be diffi cult. While treating hypotension is criti-
cal to maintain cerebral perfusion, treating hypertension 
without understanding its cause can result in secondary neu-
rologic injury and potential systemic injury.  Tachycardia  
should raise concerns of pain, seizures, toxic ingestions, sep-
sis, and cardiogenic shock.  Bradycardia  is concerning for a 
patient who may be in a pre-arrest state from hypoxia or 
hypotension, hypothermia, toxic ingestion, chronic malnutri-
tion, or intracranial hypertension. 

 Abnormalities in respiratory rate and pattern of breathing 
may indicate a systemic hypermetabolic state such as fever, 
intrinsic lung pathology, acid-base derangement, toxin 
ingestion or nervous system dysfunction. Cheyne-Stokes 
respiration describes a rhythmic and cycling pattern of accel-
erating hyperpnea followed by a fall in amplitude of breath-
ing, decelerating rate of breathing, and apnea. It is a 
nonspecifi c pattern observed with extensive bihemispheric 
cerebral dysfunction, diencephalic (thalamic and hypotha-
lamic) dysfunction, or cardiac failure. Pontine or midbrain 
tegmental lesions may result in central neurogenic hyperven-
tilation. Apneustic breathing is characterized by a pause at 
the end of inspiration, and refl ects damage to respiratory 
centers at the mid or lower pontine levels, at or below the 
level of the trigeminal motor nucleus. Apneusis occurs with 
basilar artery occlusion (leading to pontine infarction), 
hypoglycemia, anoxia, or meningitis. Ataxic breathing is 
completely irregular in rate and tidal volume, and occurs 
with damage to the reticular formation of the dorsomedial 
medulla [ 4 ]. Kussmaul respirations are large tidal volume, 
deep sighing breaths that are usually in response to severe 
acidosis usually seen in diabetic ketoacidosis or renal fail-
ure. Often the patient’s arterial partial pressure of carbon 
dioxide will be low in the attempts to compensate for severe 
systemic acidosis. 

 A complete general examination may yield other impor-
tant fi ndings. Meningeal signs include involuntary hip fl ex-
ion with passive fl exion of the neck (Brudzinski’s sign) and 
resistance to knee extension with hips fl exed (Kernig’s sign). 
Skin examination provides information about trauma 
(bruises, lacerations), systemic disease (jaundice in liver fail-
ure, uremic frost, hyperpigmentation in adrenal insuffi -
ciency), and infection (superfi cial lacerations in cat scratch 
fever, erythema migrans in Lyme disease, petechiae and pur-
pura in meningococcemia). Organomegaly raises suspicion 
of metabolic, hematologic, and hepatic diseases. Cardiac 
murmurs or a gallop, hepatomegaly, jugular venous disten-
tion, or pitting edema should raise concerns of cardiogenic 
shock and systemic hypoperfusion.  

    Neurologic Examination 

 While coma or altered mental status is the presenting symp-
tom in patients, specifi c fi ndings on the neurologic exam can 
be highly useful for determining the cause of coma as well 
directing further management. The neurologic examination 
is directed toward localizing brain dysfunction, identifying 
coma etiology, and determining early indicators of progno-
sis. As therapies are instituted for specifi c disease processes, 
continuous reassessment of the neurologic exam can help 
determine therapeutic impact. 

    Glasgow Coma Score (GCS) 
 Initial rapid assessment of neurologic status can be summa-
rized in part by the Glasgow Coma Score (GCS). This score 
allows objective description of a patient’s degree of impair-
ment and allow the patient’s state to be tracked over time and 
conveyed quickly to other caregivers. The GCS which was 
initially developed to evaluate adults with head injury [ 9 ]. 
Pediatric adaptations to the GCS, more developmentally 
appropriate for infants and children, include the Pediatric 
Coma Scale, the Children’s Coma Scale, and the Glasgow 
Coma Scale-Modifi ed for Children (Table  33.3 ) [ 10 – 12 ]. 
The GCS and the pediatric adaptations categorize the patient 
based on measures of verbal response, eye opening, and 
movement. Combined with other modalities, the initial GCS 
score may have limited prognostic value (described below). 
While the GCS allows effi cient standardized communication 
of a child’s state, more detailed description of the child’s 
clinical fi ndings is often more useful for relaying detailed 
information and detecting changes over time.

       Response to Stimuli 
 Evaluation of responsiveness must include vigorous auditory 
and sensory stimulation inducing nail-bed pressure, pinch-
ing, and sternal rubbing. Responsiveness must be evaluated 
in terms of lack of verbal, motor, and cranial nerve responses. 
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In a comatose child, much of the examination that requires 
patient cooperation (such as mental status and sensory test-
ing) cannot be performed. Thus, the exam primarily assesses 
function and responsiveness of the brainstem and motor 
systems. 

 A comatose child may be fl accid, or may display an 
abnormal posture.  Decorticate posturing  describes fl exion of 
the arms and extension of the legs, while  decerebrate postur-
ing  describes extension and internal rotation of the arms and 
legs. Traditionally, decorticate posturing has been  considered 
to relate to dysfunction primarily in the supratentorial com-
partment, while decerebrate posturing has been considered 
to relate to brainstem dysfunction. Plum and Posner [ 4 ] 
describe the following guidelines to interpreting abnormal 
postures:
    1.    Flexor arm responses with or without extensor responses 

in the legs typically refl ect less severe supratentorial 
damage   

   2.    Extensor responses in the arm and leg correlate with more 
severe supratentorial dysfunction   

   3.    Arm extension with leg fl exion suggests pontine damage   
   4.    Diffuse fl accidity correlates with brainstem damage 

below the pontomedullary level.    

      Cranial Nerve Examination 
 Examination of the cranial nerves allows investigation of 
both the brainstem and the cortical control of cranial nerve 
pathways. 

   Fundoscopic Examination 
 Fundoscopic examination evaluates the retina and optic 
nerves. Papilledema may be seen with increased intracranial 
pressure but may take hours or days to develop, so its absence 

does not confi rm normal intracranial pressure [ 13 ]. Retinal 
hemorrhages may be seen in infl icted childhood neurotrauma 
and fl ame shaped hemorrhages and cotton-wool spots are 
seen in hypertensive encephalopathy. To obtain a reliable 
fundoscopic exam it is almost always necessary to dilate the 
pupils, which can last for up to 24 h. As will be discussed 
below, the pupillary exam not only contributes to the diagno-
sis of coma but is one of the few rapid and reliable repeated 
neurologic assessments. Therefore, careful thought regard-
ing whether the pupillary exam can be forgone is needed.  

   Pupillary Exam 
 Pupillary exam should be one of the fi rst neurologic exams 
performed in the comatose patient. Abnormalities in pupil-
lary response or asymmetry in conjunction with history may 
require immediate life saving intervention. Asymmetric 
pupils are either caused by oculomotor nerve (cranial nerve 
III) disruption or impairment of sympathetic fi bers (Horner’s 
syndrome). Because the oculomotor nerve innervates the 
pupil constrictors, oculomotor nerve impairment results in 
an abnormally dilated pupil with an absent pupillary light 
refl ex. Oculomotor nerve palsy also results in ptosis and oph-
thalmoparesis and may be a sign of uncal herniation. Horner’s 
syndrome describes disruption of the sympathetic innerva-
tion to the face, characterized by mild ptosis over an abnor-
mally small pupil (meiosis). In traumatic coma, Horner’s 
syndrome may suggest dissection of the carotid artery, along 
which the sympathetic fi bers travel, or an injury to the lower 
brachial plexus (C8-T1). Anisocoria (asymmetric pupils) is 
an important physical fi nding, and differentiating whether a 
pupil is abnormally large or abnormally small is crucial to 
identifying underlying pathology. When pupils are more 
asymmetric in bright light, the pathology lies within the 

   Table 33.3    Glasgow coma scale 
and modifi cation for children   

 Sign  Glasgow comas scale  Modifi cation for children  Score 

 Eye opening  Spontaneous  Spontaneous  4 
 To command  To sound  3 
 To pain  To pain  2 
 None  None  1 

 Verbal response  Oriented  Age appropriate verbalization, orients to sound, 
fi xes and follows, social smile 

 5 

 Confused  Cries, but consolable  4 
 Disoriented – 
inappropriate words 

 Irritable, uncooperative, aware of environment – 
irritable, persistent cries, inconsistently consolable 

 3 

 Incomprehensible sounds  Inconsolable crying, unaware of environment or 
parents, restless, agitated 

 2 

 None  None  1 
 Motor response  Obeys commands  Obeys commands, spontaneous movement  6 

 Localizes pain  Localizes pain  5 
 Withdraws  Withdraws  4 
 Abnormal fl exion to pain  Abnormal fl exion to pain  3 
 Abnormal extension  Abnormal extension  2 
 None  None  1 

 Best total score  15 
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larger pupil and is likely the result of oculomotor nerve palsy. 
Investigations to rule out uncal herniation or an aneurysm of 
the posterior communicating artery should follow. As uncal 
herniation is a potentially treatable emergency, pupillary 
asymmetry and lack of pupillary reactivity require immedi-
ate assessment and treatment. Fixed and dilated pupils are 
concerning for herniation progressing to brain death, recent 
hypoxic ischemic injury, or anticholinergic administration, 
and thus require immediate attention. 

 When pupils are more asymmetric in darkness, the pathol-
ogy lies with the smaller pupil. Investigation of the carotid 
artery, the low cervical-high thoracic spinal cord, or brachial 
plexus roots should follow to fi nd causes of the Horner’s syn-
drome. If subjects have received sympathomimetic or anti-
cholinergic sprays or drops, it is possible that local effects 
have impacted one pupil leading to the asymmetry.  

   Eye Position and Motility 
 Abnormalities of eye position and motility may be signs of 
cortical, midbrain, or pontine dysfunction. Conjugate lateral 
eye deviation is caused by destructive lesions of the ipsilat-
eral cortex or pons, or focal seizures in the contralateral 
hemisphere. Rarely thalamic lesions may cause “wrong-way 
eyes,” in which the eyes deviate away from the side of the 
destructive lesion [ 14 ]. Tonic down gaze suggests dorsal 
midbrain compression. 

 Dysconjugate gaze suggests extraocular muscle weakness 
or, more commonly, abnormalities of the third, fourth, or 
sixth cranial nerves or nuclei. Unilateral or bilateral abdu-
cens nerve (cranial nerve VI) palsies are commonly seen in 
increased intracranial pressure, presumably because the 
nerve is stretched. An eye with an oculomotor nerve (cranial 
nerve III) palsy is ptotic, depressed and abducted, and has a 
dilated pupil. As discussed below, oculomotor nerve palsy in 
a comatose patient suggests uncal herniation with midbrain 
compression, and thus requires urgent intervention. Trochlear 
nerve (cranial nerve IV) palsy causes hypertropia in the 
affected eye. 

 Roving eye movements are seen in comatose patients 
with intact brainstem function. Their disappearance may sig-
nal the onset of brainstem dysfunction. Periodic alternating 
gaze (ping-pong gaze) describes conjugate horizontal eye 
movements back and forth with a pause at each end. It may 
be seen with extensive bilateral hemispheric, basal ganglia, 
or thalamic-midbrain damage with an intact pons, and is 
thought to result from disconnection of cortical infl uences on 
oculovestibular refl ex generators. It has also been reported in 
reversible coma from monoamine oxidase and tricyclic anti-
depressant toxicity.  

   Oculocephalic and Oculovestibular Refl exes 
 Oculocephalic and oculovestibular refl exes are useful for 
assessing the integrity of the midbrain and pons in a coma-

tose patient. To test oculocephalic refl exes (“Dolls eye” 
refl ex), the examiner holds the patient’s eyelids open and 
quickly moves the head to one side. In a comatose patient 
with an intact brainstem, the eyes will move in the direction 
opposite the head motion. For example, if the head is moved 
to the right, the eyes will move conjugately to the left. After 
several seconds, the eyes may return to a neutral position. 
The head should be tested in both horizontal and vertical 
directions. Oculocephalic refl exes should not be tested if the 
patient has sustained cervical spine trauma or if the spine has 
not been cleared. 

 The oculovestibular refl ex, commonly referred to as cold 
calorics, tests the function above the pontomedullary junc-
tion. The child must have an open external auditory canal 
with an intact tympanic membrane (including the absence of 
pressure equalization tubes), so visual inspection of the canal 
is an important fi rst step. With the head elevated at 30°, up to 
120 mL of ice water is introduced in the ear canal with a 
small catheter. A conscious patient would experience nystag-
mus with slow deviation of the eyes toward the irrigated ear 
and a fast corrective movement away from the ear. In a 
comatose patient, the fast correction mediated by the cortex 
is not seen. Instead, the eyes will deviate slowly toward the 
irrigated ear and remain fi xed there. If the brainstem vestibu-
lar nuclei (located at the pontomedullary junction) are 
impaired, no movement will be seen. In brain death, where 
there is no brainstem function, no eye movement is seen with 
both ears tested. Five minutes should be allowed before the 
second ear is tested to allow return of temperature equilib-
rium between the two ears.  

   Gag Refl ex 
 The gag refl ex is elicited when the soft palate is stimulated 
and produces elevation of the soft palate. The afferent and 
efferent signals are carried by the glossopharyngeal and 
vagus nerves respectively, with processing in the medulla. 
Absence of the gag refl ex should be assessed during the ini-
tial airway assessment of the comatose patient. Absence of a 
gag refl ex should raise the concern for the need for tracheal 
intubation for airway protection, even if the patient is spon-
taneously breathing with adequate oxygenation and 
ventilation.  

   Other Brainstem Refl exes 
 The remaining brainstem refl exes provide information about 
the integrity of lower regions of the brainstem. The  corneal 
refl ex  is tested by tactile stimulation of the cornea, which 
should elicit bilateral eyelid closure. The afferent signal is 
carried by the trigeminal nerve (cranial nerve V), and the 
efferent pathway is carried by the facial nerve (cranial nerve 
VII). Completion of the refl ex loop requires intact trigeminal 
and facial nerve nuclei in the mid and lower pons. The  cough 
refl ex , which may be seen with stimulation of the carina 
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when a patient is intubated or undergoes suctioning, is medi-
ated by medullary cough centers; sensory and motor signals 
are carried by the glossopharyngeal (cranial nerve IX) and 
vagus (cranial nerve X) nerves. Narcotics may suppress 
cough refl ex, an important consideration for accurate assess-
ment of brainstem function [ 15 ].     

    Diagnostic Testing 

 Diagnostic testing should occur simultaneously with the his-
tory and physical examination. Initial blood sampling should 
include serum glucose, sodium, calcium and magnesium lev-
els as hypoglycemia and electrolyte abnormalities can pro-
duce altered mental status, coma, and seizures. Hypoglycemia 
(capillary glucose <2.6 mmol/L) can cause direct brain 
injury and must be treated emergently and aggressively with 
intravenous dextrose. Other initial tests should include a 
chemistry panel to evaluate for acidosis and renal function, a 
hepatic function panel to evaluate for signs of elevated bili-
rubin or hepatitis, a complete blood count to evaluate for 
signs of infection, anemia or thrombocytopenia, an ammonia 
level for metabolic dysfunction, and a blood gas to assess for 
adequate ventilation and metabolic derangements. If fever is 
present then a blood culture should also be obtained. A lum-
bar puncture to evaluate for the presence of meningoenceph-
alitis (specifi cally cell count, gram stain and culture, protein 
and glucose and herpes PCR) should be performed. However, 
if the patient is not stable for lumbar puncture or cerebrospi-
nal fl uid cannot be obtained, then antibiotic and/or antiviral 
administration should not be delayed. A serum toxicology 
screen to evaluate for serum levels of ethanol, tricyclic anti-
depressants, acetaminophen and salicylates should be per-
formed and urine test for narcotics, benzodiazepines, 
cocaine, and barbiturates. 

 After initial laboratory assessment, other laboratory tests 
are based upon the clinical context and may yield informa-
tion about the metabolic state of the patient. These include 
serum or cerebrospinal fl uid lactate, pyruvate, organic acids, 
amino acids, and acylcarnitine profi le. If the cause of coma 
remains unknown, additional studies may be directed at 
uncommon causes of coma in pediatrics such as Hashimoto’s 
encephalitis (thyroid function tests and thyroid autoantibod-
ies), cerebral vasculitis (ESR, ANA panel, and possibly angi-
ography) or paraneoplastic disorders. 

 After initial resuscitation, a CT scan of the brain should 
be performed in all children to evaluate for the presence of 
intracranial hemorrhage, space occupying lesions (such as 
tumor or abscess), cerebral edema, focal hypodensities 
(such as acute disseminated encephalitis, herpes simplex 
encephalitis, infarct), or hydrocephalus. If the patient is 
febrile, prior to performing a lumbar puncture, a CT scan 

should be evaluate for intracranial hypertension, however, 
antibiotics should not be delayed for imaging. If there is 
clinical or radiological evidence for intracranial hyperten-
sion, then lumbar puncture should be deferred and treat-
ment should be initiated for possible infections (bacterial 
and viral) until the clinician deems it safe to perform and 
lumbar puncture. Importantly, a normal CT scan does not 
rule out elevated intracranial pressure, sinus venous throm-
bosis, early ischemic stroke, hypertensive encephalopathy, 
or demyelinating processes. Once the patient has been sta-
bilized and the etiology of coma remains unclear, a brain 
MRI may be performed for diagnostic and prognostic 
purposes. 

 An electroencephalogram (EEG) may detect useful back-
ground changes and may identify subclinical seizures. A pro-
longed EEG may be required to detect subclinical seizures. 
If there is clinical evidence of seizures then benzopdiaze-
pines or other anticonvulsants should be administered while 
awaiting the EEG.  

    Associated Problems 

    Intracranial Hypertension 

 Depending on etiology of coma, patients may develop intra-
cranial hypertension. The Monro- Kelli doctrine states that 
the skull is a fi xed space with three compartments: blood, 
cerebral spinal fl uid and brain parenchyma. Increases in one 
compartment will lead to a compensatory decrease in the 
other compartments. When there is a chronic increase in one 
compartment, then other compartments may gradually 
accommodate the increase. For example, if a tumor expands, 
some CSF reduction (reduced ventricle size) may occur, 
keeping intracranial pressure normal. However, when there 
is an acute change, such as an epidural hematoma or cerebral 
abscess, the ability of other compartments to compensate 
may be overwhelmed, producing an elevation in intracranial 
pressure. This may produce herniation which if not emer-
gently treated can lead to brain death. Additionally, this may 
further compromise cerebral perfusion, resulting in further 
hypoxic-ischemic injury and swelling, and thus further ele-
vations in intracranial pressure. 

 Numerous processes can result in elevated intracranial 
pressure. Hydrocephalus in an acute setting is generally the 
result of a blockage in cerebrospinal fl uid fl ow, leading to its 
accumulation and resultant elevated intracranial pressure. 
Blockage can occur due to structural lesions, such as intra-
ventricular hemorrhage or tumor or abscess blocking a usual 
fl ow path. Intracranial blood due to hemorrhage can be epi-
dural, subdural, subarachnoid, intraparenchymal or intraven-
tricular. Finally, cerebral edema may be vasogenic, cytotoxic 
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or osmolar in origin. Vasogenic edema is due to a breakdown 
in the blood brain barrier allowing intravascular proteins into 
the parenchymal space. This can be sewn following trau-
matic brain injury or with parenchymal tumors or abscesses. 
Cytotoxic edema is due to cellular derangements as a 
 consequence of homeostatic processes to control excitotox-
icity or acidosis with sodium and water accumulation lead-
ing to cellular necrosis. Osmolar edema can occur with 
electrolyte derangements and fl uid infl ux to the brain such as 
in hyperosmolar coma. 

 In the event that these processes produce continuing ele-
vation in intracranial pressure, herniation occurs. There are 
multiple types of herniation, but most involve compression 
or distortion of the reticular activating system producing 
worsening altered mental status, compression of the brain-
stem producing new cranial nerve defi cits and vital sign 
changes, and compression of arteries further reducing cere-
bral perfusion. Initial management of critically elevated 
intracranial pressure includes evaluation of airway breathing 
and circulation and determining whether the airway should 
be secured. Initial hyperventilation should be instituted to 
acutely decrease cerebral blood fl ow. Further reduction in 
pCO2 may be necessary to achieve rapid but temporary 
reductions in cerebral blood fl ow and thus intracranial pres-
sure, but excessive or prolonged hyperventilation may com-
promise cerebral perfusion resulting in further hypoxic 

ischemic brain injury. The head of the bed should be elevated 
to 30° to aid in venous drainage. Maintaining a neutral neck 
position may also improve venous drainage. Hyperosmolar 
therapy can be instituted to decrease cerebral edema. 
Mannitol will remove water from the brain parenchyma and 
lead to a large urinary osmotic dieresis and 3 % hypertonic 
saline will act as a volume expander while removing fl uid 
from the brain parenchyma. Depending on the cause of intra-
cranial hypertension these may only be temporizing solu-
tions. Tracheal intubation should be considered to decrease 
the metabolic demand of the brain, control ventilation and 
oxygenation and allow for administration of medications. 
Barbiturate coma or hypothermia may reduce cellular energy 
requirements and may thus help protect the brain during 
periods of hypoxia and ischemia. Similarly, providing ade-
quate sedation and paralysis may further reduce energy 
demand and prevent spikes in intracranial pressure. Surgical 
intervention for placement of a ventriculostomy is warranted 
it here is severe hydrocephalus. Surgical evacuation of hema-
tomas and abscesses can reduce intracranial pressure. At 
times a decompressive craniectomy will allow brain contents 
to herniate outward, thereby reducing intracranial pressure. 
Herniation syndromes are summarized in Table  33.4 . While 
neuroimaging will demonstrate the exact nature of the her-
niation, waiting and transport for neuroimaging may be det-
rimental and medical interventions should be implemented.

   Table 33.4    Herniation syndromes   

 Herniation syndrome  Location  Signs 

 Central herniation  Increased pressure in both 
cerebral hemispheres causing 
downward displacement of 
the diencephalon through the 
tentorium, causing brainstem 
compression 

  Diencephalic stage : withdraws to noxious stimuli, increased rigidity or decorticate 
posturing; small reactive pupils with preserved oculocephalic and oculovestibular 
refl exes; yawns, sighs, or Cheyne- Stokes breathing 
  Midbrain-upper pons stage:  decerebrate posturing or no movement; midposition 
pupils which may become irregular and unreactive; abnormal or absent oculocephalic 
and oculovestibular refl exes; hyperventilation 
  Lower pons-medullary stage : no spontaneous motor activity but lower extremities 
may withdraw to plantar stimulation; mid-position fi xed pupils; absent oculocephalic 
and oculvestibular refl exes; ataxic respirations 
  Medullary stage : generalized fl accidity; absence pupillary refl exes and ocular 
movements; slow irregular respirations, death 

 Uncal herniation  Uncus of the temporal lobe 
is displaced medially over 
the free edge of the 
tentorium 

 Ipsilateral third nerve palsy (ptosis, pupil fi xed and dilated, eye deviated down and out) 
 Ipsilateral hemiparesis from compression of the contralateral cerebral peduncle 
(Kernohan’s notch) 
 Other signs of brainstem dysfunction from ischemia secondary to compression of 
posterior cerebral artery 

 Subfalcine (Cingulate) 
herniation 

 Increased pressure in one 
cerebral hemisphere leads to 
herniation of cingulated 
gyrus underneath falx cerebri 

 Compression of anterior cerebral artery leads to paraparesis 

 Tonsillar herniation  Increased pressure in the 
posterior fossa leads to 
brainstem compression 

 Loss of consciousness from compression of reticular activating system 
 Focal lower cranial nerve dysfunction 
 Respiratory and cardiovascular function can be signifi cantly affected early with relative 
preservation of upper brain stem function such as pupillary light refl exes and vertical 
eye movements 
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       Seizures 

 Subclinical seizures in critically ill patients may be an under- 
recognized phenomenon, so the index of suspicion in a 
comatose child should be high. Recent studies of critically ill 
children demonstrate a high occurrence of subclinical sei-
zures and status epilepticus [ 16 – 19 ]. Studies in adults have 
demonstrated that non-convulsive seizure duration and time 
to detection predict outcome in patients with NCSE. When 
NCSE was diagnosed within 30 min of onset mortality was 
36 %, whereas when diagnosis was delayed for over 24 h, 
mortality increase to 75 %. When NCSE lasted less than 
10 h, 60 % of patients returned home. However, when NCSE 
lasted more than 20 h none of the patients returned home and 
85 % died [ 20 ].   

    Outcome Prediction 

    General Considerations 

 Coma is a non-specifi c behavioral state that can be the con-
sequence of multiple processes, and therefore outcomes are 
closely related to the underlying etiology. Wong [ 1 ] reported 
that in 283 episodes of pediatric coma (defi ned as GCS <12 
for at least 6 h) mortality at about 1 year ranged from 3 % to 
84 % depending on etiology. Children less than a year of age 
were more likely to die, however, this was closely associated 
with etiology of coma. Accidents (smoke inhalation, stran-
gulation, burns, drowning) and infections had higher mortal-
ity rates (60–85 %) than causes such as metabolic changes 
(diabetic ketoacidosis, inborn errors of metabolism), epi-
lepsy, and intoxication (3–26 %). Morbidity, defi ned by 
severity of neurologic impairment, was more common in 
older children, but was not associated with specifi c etiology 
of coma. 

 Traumatic brain injury outcome is associated with the ini-
tial severity of brain injury. The overall US pediatric mortal-
ity for children <15 years is 11.8/100,000. Age impacts 
outcome, in part tied to etiology of trauma. Children <4 years 
old have a higher mortality than children between 5 and 
9 years and 10 and 14 years (5.3 vs 2.6 vs 3.9/100,000) [ 21 ]. 
Younger children may have more severe long term brain 
injury when compared to older children [ 7 ]. Young children 
with non-accidental traumatic brain injury have worse out-
comes than children with accidental traumatic brain injury 
(see the chapter on infl icted trauma later in this textbook). 

 Prognosticating outcome is important to help guide future 
management and prepare families’ expectations. An overly 
negative prediction may lead to withdrawal of treatment in a 
child with a potentially salvageable quality of life. 
Alternatively, providing an overly positive prediction in a 
child who has a high probability of never regaining con-

sciousness may lead to survival past the acute stage with 
return of spontaneous breathing and resultant prolonged per-
sistent vegetative state, a condition that the child or family 
may not have wanted. Therefore, reliable and accurate 
 prognostic evaluations are important to guide families’ and 
practitioners’ decision making. 

 Many studies provide little information regarding the 
exact defi nitions of terms such as “good” or “poor” outcome 
or “mild”, “moderate”, or “severe” neurological disability. 
Further, neurologic disability is not equivalent to quality of 
life, which depends on individual’s and family’s personal set 
of values. As Shewmon [ 22 ] described, the terms “poor/unfa-
vorable” and “good/favorable” which are used as the out-
come measures in most studies of coma prognosis are not 
descriptive of neuro-developmental state, but convey judg-
ment regarding quality of life. For some, a good outcome 
requires the child to be fully interactive and self-suffi cient, 
while for others a good outcome is a child who lives in any 
state. Furthermore, a family’s perception may change over 
time as they live with the disabled child. Therefore, data on 
prognosis cannot be used in isolation to make judgments 
regarding quality of life, since so many factors (i.e., psycho-
logical traits related to resilience, social support) beyond 
neurological disability are intertwined. 

 Data suggests that improvement may continue for several 
years after injury, so determining when to measure outcome 
is complicated. In children with severe traumatic brain injury, 
the percent of children who were independent in all areas of 
function increased from 37 % at discharge from the hospital 
to 65 % at a median follow-up of 24 months [ 23 ]. While most 
children who are survive to discharge after a cardiac arrest 
are alive at 1 year, detailed long term neurologic outcomes 
for this survivors in a small study does not show long term 
neurologic improvement [ 24 ]. Many studies have evaluated 
prognostic tools based on hospital discharge thereby, leaving 
clinicians without important data regarding long term recov-
ery. While data regarding prognosis are useful and needed, 
the goal may be to distinguish between a persistent vegeta-
tive state and some degree of consciousness (even with 
severe disability) as opposed to distinguishing between dif-
ferent levels of disability.  

    Scoring Tools 

 Multiple tools have been developed to repeatedly assess a 
patient’s function and progress. These tools assess neuro-
logic examination, daily function, and overall quality of life. 
The Pediatric Cerebral Performance Category (PCPC) and 
Pediatric Cerebral Outcome Category (POPC) are validated 
tools which evaluate patient neurologic outcome at ICU dis-
charge and up to 6 months following discharge. They have 
been validated against more robust measures [ 25 – 27 ]. The 
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Glasgow Outcome Score is a fi ve point scale initially used to 
assess outcomes for patients who have suffered traumatic 
brain injury [ 28 ]. These gross measures are used mainly for 
research purposes and can be followed over time. Tools for 
more granular assessment of outcome following pediatric 
brain injury take into account communication, daily living, 
social, and motor domains of adaptive behavior. The Vineland 
Adaptive Behavioral Score is validated from birth to 18 years 
of age and can be administered to a care provider [ 29 ]. The 
Bayley Development Score can assess outcomes in children 
from 0 to 3 years of age whereas other scores such as the 
Wee-Fim can measure disabilities in older children. Other 
tools can evaluate executive processing, memory and learn-
ing and may be helpful to evaluate long term functional 
impact. Quality of life tools can evaluate the impact of resid-
ual injury on both patients and families. Measuring these 
outcomes can assess the impact of injury on patients and 
families.  

    Adjunct Tools 

 While prognosis from coma is dependent upon etiology, cer-
tain adjunctive tools can be helpful to determine outcomes. 
Helpful factors include neurologic examination, neurophysi-
ologic studies such as EEG and evoked potential testing, and 
neuroimaging. The reliability and validity of these tools is 
closely linked to patient population in which they were stud-
ied and therefore may not be generalizable to the heteroge-
neous comatose population. 

    Neurologic Exam 
 Specifi c neurologic exam fi ndings can guide outcome pre-
diction, especially in the acute period. While no specifi c 
early physical exam fi nding is 100 % predictive of outcome, 
certain fi ndings in conjunction with other modalities can 
guide the practitioner. Following adult cardiac arrest, poor 
outcome is predicted by the absence of pupillary responses 
and absent corneal refl exes within days 1–3 after CPR, as 
well as absent or extensor motor responses after 3 days [ 30 ]. 
Several small pediatric cardiac arrest studies draw similar 
conclusions [ 31 – 33 ]. In children with coma due to multiple 
etiologies, the absence of motor response to pain on day 
three after injury had PPV for unfavorable outcome of 100 % 
[ 34 ].  

    Neurophysiology 
 Electrophysiological measures such as electroencephalogra-
phy (EEG) and somatosensory evoked potentials may be 
helpful in predicting outcome early on in coma. The EEG is 
a good indicator of thalamocortical function, but the utility 
of a single EEG is limited by the lack of specifi city of fi nd-
ings. EEG patterns may evolve over time and combined with 

clinical fi ndings may help prognosticate outcome. Specifi c 
background patterns such as low amplitude, discontinuity, 
lack of reactivity and electrocerebral silence are associated 
with poor outcome in comatose children [ 31 ,  35 ,  36 ] .  The 
sensitivity and specifi city of these fi ndings are less robust as 
the cause of coma becomes more heterogeneous and there-
fore clinicians should evaluate the multiple factors contribut-
ing to a patient’s state. 

 Somatosensory evoked potentials measure the cortical 
response to a peripherally provided sensory stimulus. Absent 
or delayed waves between the stimulus and recording elec-
trode suggest anatomic disruption in the conduction path-
ways. Evoked potentials are not affected by sedative 
administration or environmental electrical noise, but, intra-
cranial lesions may alter the evoked potential signal. In chil-
dren with coma due to multiple etiologies abnormal sensory 
evoked potentials (SEPs) predicted unfavorable outcome 
with sensitivity of 75 % and specifi city of 92 % [ 33 ]. On ini-
tial testing, abnormal SEPs have a PPV for unfavorable out-
come of 98 % when absent bilaterally and PPV for favorable 
outcome of 91 % when present [ 34 ]. In children who were 
comatose from cardiac arrest 24 h after resuscitation, the 
fi nding of bilateral absent N20 waves on the SEP had 100 % 
PPV for unfavorable outcome, with 63 % sensitivity [ 31 ]. 
While N20 SEPs are highly sensitive for poor outcome, the 
presence of N20 SEP’s is not sensitive for favorable out-
come. Visual evoked potentials (VEP) use a fl ickering light 
to activate the visual system and have mixed results. Small 
series of patient suggest that absence of VEP may predict 
death, but presence of VEPs may not predict good outcome 
[ 37 ,  38 ].  

    Neuroimaging 
 Neuroimaging may be helpful for prognosis following cer-
tain disease conditions. Following hypoxic ischemic injury 
and cardiac arrest, magnetic resonance imaging (MRI), espe-
cially diffusion weighted imaging (DWI), can characterize 
the location and severity of injury. Injury to the basal ganglia 
and watershed regions are highly sensitive for poor outcome 
[ 39 ,  40 ]. Following adult traumatic brain injury MRI fi nd-
ings of diffuse axonal injury, thalamic injury and ischemic 
injury are associated with more severe outcomes [ 41 ]. DAI is 
associated with poor outcome when located in the brain stem 
[ 42 ]. In children, lesions in the pons or caudal medulla were 
associated with 100 % mortality [ 43 ]. 

 Newer MR imaging techniques have been useful in pre-
dicting outcome after TBI. Susceptibility weighted MR 
imaging detects hemorrhagic diffuse axonal injury particu-
larly well, and in children with TBI the lesion volume using 
this technique accounted for 32 % of the variance in cogni-
tive performance [ 44 ]. MRS determines metabolic ratios in 
specifi c brain regions and may allow the clinician to deter-
mine the impact of ongoing metabolic injury.    
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    Conclusion 

 Coma refers to an abnormality in consciousness in which 
both wakefulness and awareness are disturbed. There are 
many etiologies for coma including those that primarily 
neurologic or those that secondarily affect the brain. 
Coma is a medical emergency. The history, physical 
examination, laboratory analysis, imaging, and electro-
physiological evaluation may disclose the etiology of 
coma, allowing specifi c treatment. A tiered evaluation 
should rapidly take place to identify and treat reversible 
causes and to prevent secondary injury. Prognosis of out-
come from coma is dependent on etiology and thus prog-
nostic information should not be provided for the family 
until the etiology is determined. The combined expertise 
of intensivists and neurologists, while taking into account 
the views of a patient’s family, can help guide the long 
term care and outcomes of these children.     
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 Introduction

Pediatric medicine has become increasingly complex and 
strategies supporting regionalization have gained popularity 
[1–4]. Regionalization has placed a new focus on pediatric 
interfacility transport, allowing a broader group of patients 
to receive specialized care at tertiary and quaternary  medical 

centers [5]. Pediatric transport medicine was officially 
 recognized by the American Academy of Pediatrics (AAP) 
in 1986, and achieved Section status in 1990. More recently, 
the AAP Section of Transport Medicine (AAP-SOTM) pub-
lished a consensus statement focused on the establishment 
of dedicated medical directors and team members, transport 
team accreditation, and clinical research to further improve 
pediatric transport [6]. Since its recognition, it has been trans-
formed from a concept, to an area of active development.

 Historical Perspective

The medical transport of patients was developed by military 
forces in response to the mass casualties of warfare [7]. 
Napoleon was the first to develop triage and used a struc-
tured ambulance corps, outfitted with a dedicated surgeon 
and horse drawn carriages [8]. This method continued with 
little advancement until World War I when the Serbian Army, 
followed by the French and United States, first used airplanes 
to evacuate the wounded [7]. However, it was not until World 
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War II when aeromedical evacuation gained widespread 
acceptance [9]. During the Korean War, helicopters were 
used successfully to evacuate the wounded from front lines 
[7, 9]. The success of rotor-wing medical evacuation was fur-
ther expanded during the Vietnam conflict [7, 8]. With the 
implementation of a well-designed triage system and the use 
of helicopters for medical transport, the military was able to 
significantly reduce the amount of time between injury and 
definitive care which improved mortality [7].

With the success of Armed Forces aeromedical evacuation, 
civilian medical transport systems were developed in the mid 
1960s. The National Research Council of the National Academy 
of Sciences published Accidental Death and Disability: The 
Neglected Disease of Modern Society which highlighted the 
need for improved first aid, triage skills and medical transporta-
tion in the civilian medical sector [10]. This report suggested 
that helicopters could improve civilian transport by delivering 
patients quickly to hospitals [10]. This concept gained popular-
ity when Dr. R.A. Cowley, a trauma specialist, coined the term 
“golden hour,” which referred to providing advanced care to 
critically ill and injured individuals within the first hour after 
injury [11]. Under Dr. Cowley, the first specialized aeromedical 
transport team for civilians in the United States was established 
to support the Maryland Shock Trauma Unit. Despite a report 
by the Department of Transportation in 1972 suggesting that
using helicopters for civilian medical transport was not econom-
ically feasible, rotor-wing based civilian programs (federal, 
state, and local) increased in the 1970s and 1980s [12, 13]. As of 
2010, there were a total of 309 air ambulance programs reported
in the United States [14]. With the availability and advance-
ments in medical transport, especially aeromedical transport, 
the support for the regionalization of medicine became more 
widespread.

Driving the continued momentum toward regionalization 
of care was the growing evidence of improved outcomes for 
patients receiving care at higher-volume, tertiary centers. In 
1970, Dr. Usher described a 50 % reduction in the infant mor-
tality rate of critically ill newborns cared for in regional cen-
ters compared with community hospitals [15]. These findings 
were reproduced and supported in multiple studies compar-
ing high volume regional neonatal intensive care units with 
lower volume community hospitals [16–21]. In 1991 Pollack 
et al first suggested regionalization would improve pediatric 
critical care outcomes as well [22]. This was supported by a 
large, multicenter study that confirmed high volume regional 
pediatric intensive care units had better outcomes [23].

 The Transport Team

Most pediatricians believe that critically ill or injured infants 
and children should receive the same level of care during 
transport that they will receive at the accepting facility within 

the constraints of the transport environment. This can only 
be accomplished by a transport program with a well- 
organized, specialty-trained, critical care transport team.

 Medical Director

The medical director of the program is a physician with acute 
care and transport expertise. The medical director is respon-
sible and accountable for supervising and evaluating the qual-
ity of medical care provided by the transport team personnel. 
In concert with the transport coordinator, this person ensures 
competency and currency of all medical personnel working 
with the service [24]. There is no specific sub- specialty train-
ing in pediatrics for transport medicine, although, fellowships 
in neonatology, pediatric critical care, and emergency medi-
cine generally offer training in this area. A pediatric transport 
consensus statement described medical director responsibili-
ties to include: (1) team development and supervision (includ-
ing team selection, periodic review, and development of a 
mission statement), (2) training and education, (3) establish-
ment of standards, protocols, and guidelines, (4) compliance 
with local and national standards, (5) team accreditation, (6) 
acting as a liaison to the hospital administration and to the 
community, (7) quality assurance and improvement, (8) 
selection of equipment and medications, (9) financial plan-
ning and revenue generation, (10) research coordination, (11) 
development of transport agreements with referring hospitals, 
(12) introduction of new technologies and treatments, and
(13) community outreach [6].

 Transport Coordinator

The transport coordinator’s (or manager’s) role may be 
undertaken by the medical director, or by a separate individ-
ual who acts as a liaison between the director and the trans-
port team personnel. This individual should have intimate 
knowledge of the day-to-day operations of the transport 
team.

 Transport Team Personnel

Pediatric and neonatal critical care transport teams are com-
posed of personnel who are specifically trained to provide 
advanced critical care to neonates, infants, and children. 
Team composition can vary widely among programs based on 
availability of professionals at the facility, anticipated patient 
condition, and financial support for the program. Teams may 
include: specialty-trained attending physicians, transport 
physicians, physicians-in-training, advanced practitioners, 
critical care, emergency, or neonatal nurses,  respiratory 
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therapists, EMT-paramedics, or EMTs [25]. Teams may be 
hospital unit based or dedicated specialty-trained personnel 
that are capable of caring for the full spectrum of pediatric 
ages and maladies. Expertise in the management of pediat-
ric respiratory and neurologic conditions is of paramount 
importance, as these represent the first and second most 
common problems encountered, respectively [26]. Although 
team compositions may change depending on patient acu-
ity, all critical care transport teams must have personnel that 
are capable of establishing and maintaining the airway of 
a child, establishing vascular access, performing advanced 
pediatric assessment skills, resuscitation, and dosing and 
administering medications commonly used in a critical care 
setting [26].

The necessity for a physician to be a member of the trans-
port team is not well established. Historically, physicians 
staffing transport teams were resident physicians or fellows. 
Because of the increasingly complex work hour restrictions, 
physicians-in-training are less available to participate in a 
primary role at most transport programs. Recent studies have 
supported the use of specialty trained nurses and respiratory 
therapists to lead transport teams without direct physician 
accompaniment [27–31]. Adams et al found that specialty 
trained respiratory care practitioners had a 92 % success rate
in intubation compared to a 77 % success rate among resi-
dent physicians on pediatric interfacility transports [29]. 
King et al similarly found high intubation success rates 
among transport-team trained nurses and also found that 
nurse led teams had a faster response time and overall trans-
port time, compared to resident physician led teams [28].

Smith and Hackel suggested that transport team personnel 
should be selected based on particular skills that may be 
required during a transport [32]. Data collected at the first 
telephone contact with the referring facility would permit 
“tailored” staffing specific to the needs of that patient. 
However, numerous studies have demonstrated the difficulty 
of predicting this need. For example, pre-transport Pediatric 
Risk of Mortality (PRISM) scores underestimated the 
requirements for intensive care, as well as the need for major 
interventions during interhospital transport [33]. Using a 
pre- and post-assessment survey that took into account vital 
signs, diagnoses and current therapies and interventions, 
McCloskey and Johnston found that in 25 % of transports
studied, a physician was likely sent unnecessarily [34].

 Training and Education

Currently, there are no standard curriculums or published 
guidelines regarding team training, though one transport 
accreditation agency suggests a minimum of 3 years of 
acute care experience prior to transport hire [24]. There are 
no recommendations for EMTs or respiratory therapists at

this time. Along with certification and training through 
courses such as Pediatric Advanced Life Support (PALS)
and Neonatal Resuscitation Program (NRP), team members 
should receive instruction in basic diagnostic skills and 
technical procedures while in the transport environment. 
Methods for teaching these skills may include formal lec-
tures, clinical practice, and simulation, with ongoing con-
tinuing education. Training should also include a thorough 
understanding of transport team protocols. The develop-
ment and frequent review of protocols designed for specific 
situations should be established and approved by the trans-
port medical director. In most situations, the protocols are 
not designed to stand alone but rather to augment the online 
medical control.

 Equipment

Along with established protocols to guide clinical care during 
emergency situations, each transport team must be appropriately 
equipped with medications, supplies and equipment necessary 
for the resuscitation and stabilization of critically ill or injured 
children. State regulations govern the minimum standards for 
stocking clinical and safety equipment, though most critical care 
teams exceed these standards [35–37]. The supply of medica-
tions, intravenous fluids, and oxygen should be sufficient to last 
the entire transport plus additional time and the transport team 
should not rely on the referring institution for these critical sup-
plies. When transporting patients using oxygen cylinders, the 
supply can be determined using the following formula:

Minutes of oxygen flow =  Cylinder pressure  X Cylinder Factor 
/Flow of oxygen (liters/minute)

where the cylinder factor of a size D, E, and H tank is 0.16,
0.28, and 3.15, respectively. Equipment should also be light-
weight, portable, rugged, easy to clean, meet all hospital, 
local, state, federal and Federal Aviation Administration 
(FAA) requirements, and have been tested in the transport 
environment [25]. To ensure the safety of patients and per-
sonnel while en route, transport team members should be 
trained in the appropriate way to secure patients, equipment, 
and themselves.

 Communications Center

The communications center serves as the central contact 
between the referring hospital and transport team. The 
design of the communications center serves to streamline 
access to transport services through the notification and 
mobilization of the transport team. The American Academy 
of Pediatrics (AAP) published guidelines state that a fully 
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implemented centralized communications center should 
include the following essential features: (1) operations 
24 hours a day, 7 days a week, (2) trained communication
specialists, (3) administrative transport policies and proce-
dures in place, (4) information about local and regional 
emergency care resources, and (5) communication tech-
nology and equipment, including the ability to record all 
transport-related contacts [25].

 Mode of Transport

Determining the appropriate mode of transport is influ-
enced by several key factors: (1) the acuity and stability 
of a patient’s condition and the need for unavailable local 
services at the referring facility, (2) vehicle availability,
(3) weather, (4) distance, (5) geography, (6) transport 
time, and (7) transport “logistics” [25]. Critical care 
transport includes surface (ground) and air (fixed and 
rotor wing) ambulances. Potential advantages and disad-
vantages of each mode of transport are listed in Table 34.1 
[38]. Any vehicle selected should provide adequate 
space, power sources compatible with transport equip-
ment, sufficient oxygen, safety equipment, and climate 
control.

 Aeromedical Transport Considerations

 Altitude Physiology

Aeromedical transport allows for the rapid collection and 
delivery of sick and injured patients, but also carries a num-
ber of potential risks not encountered when traveling by 
ground. Changes in altitude can have a significant impact on 
patient’s or team members’ cardiorespiratory status, as well 
as the functionality of transport equipment. Dalton’s Law
states that the pressure of a gas is equal to the sum of the 
partial pressure of the individual gases in that mixture:

 P PN PO etcatm = + +2 2 .  

where Patm is the partial pressure of the atmosphere, PN2 is 
the partial pressure of nitrogen and PO2 is the partial pressure 
of oxygen. Therefore at higher altitudes, atmospheric pres-
sure is lower than at sea level. This translates into lower par-
tial pressures of individual gasses. Conversely, the fractional 
content of gasses remains fixed. For example, oxygen com-
prises 21 % of the Earth’s atmosphere until about 70,000 ft
above sea level. The PO2 at any given altitude can be calcu-
lated as follows:

 
P sea level mmHgatm ( ) = 760  

Table 34.1 Modes of transportation

Ground Rotor wing (helicopter) Fixed wing

Advantages Advantages Advantages
 Availability  Rapid transit time   Rapid transit time over extremely long 

distances
 Relative cost  Ability to reach inaccessible or remote areas   Able to fly above or around inclement 

weather
  Space available for staff, patient and 

medical equipment
 Cabin size larger than helicopter
 Cabin pressurized

Disadvantages Disadvantages Disadvantages
 Not ideal for long distance transports   Adequate, unobstructed landing space 

required (field, helipad, etc.)
 Airport required

Limitations of road and traffic conditions Limitations of weather conditions  Multiple patient transfers of patient required
  Multiple transfers of patient may be 

required
Limited range because of fuel capacity
(compared with fixed wing)

  Noise and vibration interfere with 
monitoring of patient

Limited cabin space Environmental stresses of altitude
Lack of cabin pressurization  High maintenance costs

 Ambient air has less moisture Expensive
 Hypothermia if isolette not used for infants
  Noise and vibration interfere with 

monitoring of patient
 High maintenance costs
Expensive

 Safety(?)
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 PO mmHg mmHg2 760 0 21 160= × . =  

Alveolar PO2 (PAO2) can then be calculated using the 
alveolar gas equation:

 
PAO FiO P P PaCO RQatm H O2 2 2 2= − − /( )  

where FiO2 is the fractional inspired oxygen, PH2O is the par-
tial pressure of water, PaCO2 is the arterial partial pressure of 
carbon dioxide and RQ is the respiratory quotient. Assuming 
no significant intrapulmonary shunt, PAO2 will closely 
approximate the arterial PO2 (PaO2), with a normal alveolar 
to arterial gradient less than 10 mmHg. Fixed wing aircraft 
can adjust cabin pressures to reduce the effects of altitude but 
most large aircraft pressurize their cabins to about 7,000–
8,000 ft instead of sea level to conserve fuel. When an aircraft 
cabin is pressurized to an altitude of 8,000 ft, the atmospheric 
pressure will be much lower than sea level despite a constant 
FiO2 of 0.21. This will lead to a decrease in the partial pres-
sure of oxygen in the air, as well as in the alveoli. In turn, the 
decrease in PAO2 may lead to lower PaO2 and increased pul-
monary vascular resistance secondary to hypoxic pulmonary 
vasoconstriction, unless supplemental FiO2 is administered. 
This clinical consequence is variable and will depend upon 
the patient’s physiologic stability.

The effects of pressure changes on gas volume are best 
described by Boyle’s law. This law states that the product of 
the pressure (P1) and volume (V1) of a gas is constant, given 
constant temperature.

 P V P V1 1 2 2=  

Clinically, if the pressure of a gas decreases, as occurs 
with increased altitude, the volume of the gas will increase. 
Therefore, the volume of a gas in any enclosed space (i.e., 
bowel, endotracheal tube cuff, pneumothorax) will increase 
with increasing altitude. Transport personnel must address 
these issues prior to ascending in an aircraft by evacuating 
pneumothoraces, placing chest tubes to suction, deflating 
or instilling saline into cuffs of an endotracheal tubes or 
laryngeal mask airways (LMA), or by placing nasogastric
tubes to continuous suction in order to decompress the 
bowel in children with bowel obstructions [39–41].

Finally, Henry’s law states that the amount of gas dis-
solved in a liquid is determined by the partial pressure and 
the solubility of the gas. With significant changes in baro-
metric pressure, gasses will emerge from solution. The most 
well known example of this is when nitrogen bubbles form in 
the blood of deep sea divers who surface too quickly, other-
wise known as “the bends.” Although theoretically impor-
tant, clinical changes are rare, except in patients who have 
recently been scuba diving or when people are exposed to 
altitudes exceeding 25,000 ft.

 Safety in Transport

Unfortunately, with the increase in both ground and air 
 transport programs, there has also been an increase in trans-
port related accidents. Between 2003 and 2008 the number
of air ambulance accidents rose to historic levels and has 
fluctuated between 11 and 15 accidents per year, with mul-
tiple fatalities reported in 2008 [13]. While aeromedical 
accidents may end in fatalities more frequently, ground 
ambulance accidents are more prevalent and can result in a 
wide range of injuries. Data sources regarding ground ambu-
lance crashes involving pediatric occupants in the U.S. are 
limited. However, it is estimated that up to 1,000 ambulance 
crashes involve pediatric patients each year [42].

Currently, there are no standardized approaches to 
restraining infants and children in ambulances. Responding 
to a study that identified 35 states which did not require 
children or infants to be restrained while being transported 
in an ambulance [43], the National Highway Traffic Safety 
Administration (NHTSA) and the U.S. Department of 
Health and Human Services’ Health Resources and Services 
Administration (HRSA) Emergency Medical Services for
Children program (EMS-C) published The Dos and Don’ts of 
Transporting Children in an Ambulance [44]. Unfortunately, 
a follow-up study in 2006 demonstrated continued unsafe
practices among EMS providers and found that nearly 30 %
of providers surveyed could not identify the correct method 
of transport for a stable 2-year-old. Additionally 40 % could
not identify the correct method of securing a child seat in the 
back of the ambulance, despite the majority reporting some 
training in child-restraint use and “a lot” or “very much” 
knowledge about securing a critically ill child for  transport 
[45]. In the same study specialized pediatric transport pro-
viders were more likely to report safe pediatric restraint 
practices than were community EMS providers [45].

Safety concerns are not isolated to patient and personnel 
restraints within the transport vehicle. Environmental fac-
tors, specifically weather and traffic conditions, sleep depri-
vation, and poor team communication can also affect the 
safety environment during a transport. Although weather 
conditions exert greater effects on aircraft, ground transport 
vehicles are also affected by icy roads, snow and heavy rain. 
Since using lights and sirens only decreases transport time 
by minutes and significantly increases the risk posed to 
transport personnel and patients, protocols should be in place 
to dictate when ground crews are allowed to use these and 
should be strictly limited to situations requiring time- 
sensitive interventions [46, 47]. Personnel alertness, related 
to lack of sleep or disruptions in circadian rhythm also affect 
transport safety and patient care. Attention should be pro-
vided to ensure that transport teams have adequate rest 
between shifts and that all drivers and pilots adhere strictly 
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to regulations governing shift work hours. Finally, emphasis 
should be placed on team training by teaching concepts used 
to strengthen communication between team members in 
order to help improve safety and prevent errors [48, 49].

 Medicolegal Issues

Interfacility transport is regulated by laws that protect patients 
who present to facilities for emergency care services (ECS). In
1986, Congress enacted the Consolidated Omnibus Budget 
Reconciliation Act (COBRA) to ensure public access to ECS
regardless of a patient’s ability to pay. One part of the COBRA 
legislation was the Emergency Medical Treatment and Labor
Act (EMTALA). This act additionally required medical screen-
ing exams, as well as stabilizing treatments to be performed at 
the presenting hospital to the best of that hospital’s ability prior 
to transfer to a more suitable institution [50]. EMTALA also
prevented the transfer of a patient from one institution to another 
solely based on their ability to pay. In 2010, EMTALA was
extended to cover admitted patients that required further stabi-
lizing care beyond the scope of the original institution [51].
Additionally under EMTALA, the patient is protected as

soon as a patient-physician relationship is established [50]. 
However, the specific time when a relationship is established 
during interhospital transport is controversial especially since 
most accepting physicians initially act as consultants without 
physically meeting or examining the transferring patient. 
Medical control liability was examined in the case of Sterling v. 
Johns Hopkins Hospital, which found that a patient-physician 
relationship was not established between an accepting physician 
and a patient during interfacility transport. In this case, a severely 
pre-eclamptic pregnant woman was referred to a tertiary care 
center for further management. There was a disagreement 
between the referring and accepting physician as to the appro-
priate mode of transportation. In the end, the accepting physi-
cian’s recommendation for ground transport was chosen and the 
patient died en route after developing an intraventricular hemor-
rhage. The courts ruled that a patient-physician relationship had 
not been established by the accepting hospital and the mode of 
transportation was ultimately decided by the referring physician 
[52, 53]. Similar cases have been ruled differently making this 
distinction challenging. For further information on EMTALA
and the medicolegal aspects of transport, the interested reader is 
referred to the following references [25, 50–53].

 Clinical Care Stabilization of the Critically  
Ill or Injured Child for Transport

Only 10 % of EMS calls involve children, with only a small
proportion for true emergencies [54]. Because paramed-
ics rarely respond to pediatric emergencies, non-specialized 
teams may be uncomfortable with and be under-prepared to 

provide appropriate care for critically ill infants and children. 
A survey in 1990 found that paramedics were not only less 
likely to assess vital signs in children less than 2 years of age,
but were also less confident in their ability to interpret their 
vital signs [55]. Because of this, the emphasis in paramedic 
training for infants and children focuses on patient assess-
ment and recognition of specific clinical states. It also encour-
ages rapid delivery to the closest medical center (i.e., “scoop 
and run”) rather than field intervention [56]. Therefore, sta-
bilization frequently occurs at community hospitals without 
pediatric/neonatal intensive care units or pediatric/neonatal 
specialty staff. This necessitates interhospital transfer once 
initial stabilization has occurred. Depending on the mode of 
transport selected, pediatric patients may require multiple 
transfers. Each transfer carries with it increased risk for clini-
cal deterioration from a recurrence or progression of the orig-
inal problem or from new complications while en route [57].

Accepting the risk of transporting a critically ill or injured 
child in need of pediatric/neonatal intensive care is often justifi-
able since children cared for in PICUs have better outcomes than 
children cared for in adult intensive care units [22, 58]. Previous 
reports have shown conflicting results regarding adverse out-
comes related solely to interhospital transport [59, 60]. These 
studies however, did not use similarly trained teams for transport, 
making comparative conclusions difficult. A recent study found 
improved survival rates and fewer unplanned events during 
transport when specialized pediatric transport teams were used 
when compared to nonspecialized teams and controlling for 
severity of illness [56]. The investigators found that children 
transported by nonspecialized teams had more than two times 
greater odds of death than children transported by a specialized 
team [56]. Besides advanced training, specialized teams often 
approach the transport of a critically ill or injured child differ-
ently. As discussed previously, nonspecialized teams are often 
driven by the “golden hour” concept that suggests a rapid trans-
port to a tertiary hospital saves lives [11, 56, 61]. Conversely, 
specialized pediatric transport teams are trained to begin treat-
ment and perform stabilizing procedures upon first encounter at 
the referring hospital. Although this often prolongs on-scene 
times at the referring hospital and delays arrival to the tertiary 
care center, it may explain in part why specialized teams have 
better results [57, 61–63].

 Airway and Respiratory Care

Respiratory interventions are required during approxi-
mately 50 % of pediatric interhospital transports [64] and 
those requiring intubation are at risk for tracheal intubation 
adverse events (TIAEs) [64, 65]. As was discussed earlier in 
this chapter, all team members should be comfortable with 
airway management techniques and at least one member of 
the transport team should be proficient in pediatric tracheal 
intubation. Critical care transport teams frequently begin 

C.D. Thompson et al.



453

positive pressure ventilation to treat diseases of lower and 
upper airways [60, 66]. Most specialized pediatric transport 
teams may have the capabilities to provide non-invasive pos-
itive pressure ventilation (NIPPV) using bi-level positive air-
way pressure (BiPAP), continuous positive airway pressure 
(CPAP) or high flow nasal cannula.

When preparing for an interhospital transport, a conservative 
approach to the child’s airway is most appropriate favoring intu-
bation for securing an unstable airway. Auscultation, end-tidal 
carbon dioxide measurement, and chest radiography should con-
firm proper placement of the endotracheal tube prior to departure 
from the referring facility. The endotracheal tube should be prop-
erly secured and an appropriate amount of sedation and, if neces-
sary, muscle relaxants should be administered to prevent 
accidental extubation while en route. LMAs should not be con-
sidered first line therapy because of potential dislodgement dur-
ing transport but have been successfully used when endotracheal 
intubation attempts were unsuccessful [67]. If bag-mask-valve 
ventilation as opposed to mechanical ventilation is elected, care 
should be taken to provide consistent minute ventilation using 
continuous end-tidal CO2 monitoring, as studies have found
wide variation in pCO2 with this form of ventilation [68, 69].

 Sepsis

Since early goal-directed therapy has been shown to improve 
outcomes in pediatric septic shock, transport personnel 
should initiate resuscitative measures and antibiotic therapy 
at the referring hospital instead of waiting for arrival at the 
tertiary care center [61, 70]. Critical care specialty transport 
teams offer this benefit. The interested reader can find a com-
plete overview of sepsis management further in this text.

 Vascular Access

Critically ill infants and children should have stable vascular 
access to accommodate resuscitation during transport. 
Peripheral intravenous access is acceptable if it can be placed 
quickly. According to PALS guidelines, central venous
access during an emergency is no longer necessary prior to 
vasoactive medication administration [71]. Intraosseous 
access is an acceptable alternative when peripheral access is 
unable to be obtained quickly and has been found to be stable 
and effective in the transport environment [72].

 Family Centered Care and Interfacility 
Transport

The AAP has recognized that family centered care, not only 
creates a stronger alliance between families and medical 
staff, but also improves communication and health outcomes 

while decreasing anxiety among the child and their loved 
ones [73]. Although family centered care is becoming stan-
dard practice in many emergency departments and intensive 
care units, its inclusion during interfacility transport has not 
been standardized [74]. Historically, concerns by transport 
personnel regarding parental accompaniment during trans-
port have included: dealing with belligerent and difficult par-
ents, difficulty controlling a child in the presence of a parent, 
lack of space in the vehicle, and anxiety about providing 
medical care or performing procedures in front of family 
members [74–76]. Recent data, discounted many of these 
concerns showing that the majority of transport staff found 
parental accompaniment to be non- or minimally stressful, 
while 98 % found little to no difficulty in performing medi-
cal procedures with parents present [76]. Additionally, the 
majority of parents questioned favored accompanying their 
children during interfacility transport [75]. It should be noted 
that parental accompaniment during interfacility transport is 
only allowable if the safety of the parent, child, and team can 
be assured. Thus, parental accompaniment should be 
deferred in situations where the family member has demon-
strated hostility, belligerence, or is under the influence. 
Parent riders must also wear appropriate restraints and chil-
dren should never be transported in a parent’s lap or arms.

 Unique Transport Situations

 Scene Flights

Aeromedical transport from the scene of injury or illness to a 
tertiary care center can be a valuable transport mode in cases 
requiring time-sensitive specialized medical care. That said, 
several studies have demonstrated that scene flights are not 
cost effective and may not be medically necessary [77–81]. 
Additionally, it has been established that pediatric patients 
are more successfully endotracheally intubated with fewer 
complications when this procedure occurs at a hospital rather 
than in the field [82, 83].

 Organ Procurement

The success of solid organ transplant depends, not only on 
the cooperation of multiple agencies, programs and person-
nel, but also on time to harvest and time to transplant follow-
ing harvest. It is often necessary for a transplant team to 
travel to harvest an organ and then to transport the organ 
back to the transplant center in a timely fashion. Transport 
teams may be requested to facilitate the transport of medical 
personnel or of the organs themselves because they can be 
assembled quickly. The personnel used for organ procure-
ment deviates greatly from the specialty trained critical care 
transport team. Guidelines for the transport of organs can be 
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found on the Organ Procurement and Transplantation 
Network (OPTN), a section of the U.S. Department of Health 
and Human Services at http://optn.transplant.hrsa.gov.

 Extracorporeal Membrane  
Oxygenation (ECMO)

ECMO is provided at approximately 115 centers in the United
States, with a recent increase in cases secondary to the H1N1 
influenza pandemic [84]. Patients may either be referred to an 
institution for ECMO evaluation or may be transported on
ECMO using a specialized team. Several single center studies
have demonstrated that patients can be safely transported 
while on ECMO [85–89]. Indications for transport ECMO
include the inability to wean from cardiopulmonary bypass, 
extracorporeal cardiopulmonary resuscitation, and the need 
to move a patient on ECMO for specialized services such as
organ transplant [85]. If ECMO transport is offered, special-
ized team personnel including perfusionists, surgeons, spe-
cialty care nursing staff, and a more spacious transport 
environment are required to safely and effectively manage the 
patient en route. Recently, smaller, portable ECMO circuits
have been developed which may improve ECMO transport
and increase its availability in the future [90, 91].

 Burns

Although adult burn units are commonly found at major medi-
cal centers, specialized care for pediatric burn patients is con-
centrated among a small number of facilities. Interfacility 
transport from not only community hospitals, but also tertiary 
care centers to pediatric burn centers is not uncommon. The 
American Burn Association has published patient referral 
guidelines which can be found at www.ameriburn.org. Referring 
physicians often inaccurately estimate burn severity which 
accounts for the overuse of transport, especially aeromedical 
modes in cases of burn injury [92–94]. Protocolized burn man-
agement is needed to delineate when it is appropriate to utilize 
aeromedical transport to minimize costs and “over triage.”

 Quality Improvement in Transport

Monitoring and evaluation of transport programs are essen-
tial in order to continue to provide high quality patient care. 
Quality Improvement (QI) activities are often under the 
direction of the Transport Medical Director and are executed 
by a multidisciplinary QI committee. Currently there are 
no established national standards for transport benchmark-
ing. Candidate quality metrics suitable for benchmarking 
may include resource utilization, patient/family/referral 

 satisfaction, response times, incidence of unplanned adverse 
events, airway management outcomes, protocol compliance, 
pain control, use of sedation and neuromuscular blockade, 
timeliness of initiation of goal-directed therapy, and accu-
racy of documentation and billing [6, 25]. The development 
of a national database of quality metrics would be invalu-
able for the development of national standards in transport 
medicine.

 Future of Pediatric Transport

In 2002, the AAP-SOTM recognized that research in pediat-
ric transport medicine was necessary for the growth and 
improvement of the field [6]. Committee members stated 
that an organized national transport research network should 
be established to investigate important clinical questions and 
to develop a centralized interactive secure database [6]. 
However, the subsequent decade has produced few meaning-
ful studies focused on pediatric interfacility transport. With 
the mounting national interest in quality care following the 
Institute of Medicine (IOM’s) “Crossing the Quality Chasm” 
report, the future of cooperation around benchmarking, qual-
ity improvement, and clinical research is bright.
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        Introduction 

 Progressive organ dysfunctions were fi rst reported 50 years 
ago in the surgical literature. In 1963, adult patients with 
severe peritonitis were found to develop a state of high out-
put shock and respiratory failure requiring mechanical venti-
lation. Biochemical and mechanical factors were presumed 
to explain the severe deterioration in these patients [ 1 ]. 
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    Abstract   

 Multiple organ dysfunction syndrome (MODS) occurs after a life-threatening primary 
insult, including severe infection, hypoxic-ischemic injury, or other serious injuries. It rep-
resents a continuum of physiological abnormalities rather than a distinct state (present or 
absent). Young age and chronic health conditions are the most important risk factors for the 
development of MODS. Increasing number of dysfunctional organs is correlated with mor-
tality, greater use of resources, and prolonged stay in pediatric intensive care units. Severe 
insults converge towards a common systemic response resulting in organ dysfunctions, yet 
the underlying mechanism remains ill-defi ned. Acute illnesses may trigger severe infl am-
matory response resulting in cytokine liberation, activation of coagulation, development of 
shock and capillary leak. Most experimental therapies to date have focused on attenuating 
the initial infl ammatory response with little benefi ts in humans. As the initial infl ammatory 
storm subsides, relative immune suppression becomes a major contributor to the disease 
process. Consequently, MODS patients are highly vulnerable to nosocomial infections. 
Metabolic demands and neuroendocrine responses also follow a similar seesaw pattern of 
over-activation followed by a state of relative suppression. Therefore, MODS may emerge 
from the cumulative suppression of metabolic, neuroendocrine, and immune functions 
resembling a state of dormancy, hypothesized to be an evolutionary protective cellular 
mechanism in response to overwhelming injuries. Diagnosis of MODS should encourage 
physicians to uncover the underlying etiology that may require a specifi c therapy. The 
symptomatic management of organ dysfunctions must be carefully assessed in the context 
of systemic interactions with other failing organs. Although long term outcome data of criti-
cally ill children with MODS is limited, 60 % of survivors are reported to have a normal 
quality of life with minimal health problems.  

  Keywords 

   Systemic infl ammatory response syndrome   •   Sepsis   •   Multiple organ dysfunction syndrome   
•   Cytokines   •   Immunoparalysis  
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A sequential pattern of organ failures was identifi ed during 
the 1970s among patients with ruptured aortic aneurysms 
[ 2 ]. Improvement in the medical management of shock states 
began to change disease progression and more reports of 
multiple organ failures in shock survivors emerged [ 3 ,  4 ]. 
Several studies uncovered a relationship between an increas-
ing number of failing organs and mortality [ 5 ] or the length 
of stay in the intensive care unit (ICU) [ 5 ]. Multiple organ 
dysfunctions were found to occur with or without any identi-
fi able infectious source [ 6 ], changing in severity over time, 
and being potentially reversible. Faced with this new entity, 
adult diagnostic criteria for the systemic infl ammatory 
response syndrome (SIRS) [ 7 ], sepsis, and organ dysfunc-
tions were proposed in 1992 [ 6 ] and were revisited in 2003 
[ 8 ]. These defi nitions helped to distinguish the insult (infec-
tion, trauma, etc.), from the host response (SIRS) and the 
subsequent number of organ dysfunctions, while  emphasizing 

the pathophysiological continuum culminating in these 
organ dysfunctions [ 9 ].  

    Defi nition of Pediatric Multiple Organ 
Dysfunction Syndrome (MODS) 

 Diagnostic criteria currently used to defi ne the infectious 
insults, the host response (SIRS), and the number of organ 
dysfunction in children were established in 2002 [ 10 ] and are 
summarized here.  Systemic infl ammatory response syndrome  
[ 7 ] refers to any combination of two or more symptoms 
including fever or hypothermia; tachycardia or bradycardia 
in infants (<12 months of age); tachypnea or hypocapnia; 
leukocytosis or leukopenia (Tables  35.1  and  35.2 ) [ 6 ]. The 
host response is called “ sepsis ” when these symptoms are 
suspected to be triggered by an infection.

    Table 35.1    Defi nitions of systemic infl ammatory response syndrome (SIRS), infection, sepsis, severe sepsis, and septic shock   

  SIRS  a  
 The presence of at least two of the following four criteria, one of which must be abnormal temperature or leukocyte count: 
  Core b  temperature of >38.5 °C or <36 °C 
   Tachycardia, defi ned as a mean heart rate >2  SD  above normal for age in the absence of external stimulus, chronic drugs, or painful stimuli; 

or otherwise unexplained persistent elevation over a 0.5–4-h time period OR for children <1 year old: bradycardia, defi ned as a mean heart 
rate <10th percentile for age in the absence of external vagal stimulus, β-blocker drugs, or congenital heart disease; or otherwise unexplained 
persistent depression over a 0.5-h time period 

   Mean respiratory rate >2 SD above normal for age or mechanical ventilation for an acute process not related to underlying neuromuscular 
disease or the receipt of general anesthesia 

  Leukocyte count elevated or depressed for age (not secondary to chemotherapy-induced leukopenia) or >10 % immature neutrophils 
  Infection  
 A suspected or proven (by positive culture, tissue stain, or polymerase chain reaction test) infection caused by any pathogen OR a clinical 
syndrome associated with a high probability of infection. Evidence of infection includes positive fi ndings on clinical exam, imaging, or 
laboratory tests (e.g., white blood cells in a normally sterile body fl uid, perforated viscus, chest radiograph consistent with pneumonia, 
petechial or purpuric rash, or purpura fulminans) 
  Sepsis  
 SIRS in the presence of or as a result of suspected or proven infection 
  Severe sepsis  
 Sepsis plus one of the following: cardiovascular organ dysfunction or acute respiratory distress syndrome or two or more other organ 
dysfunctions. Organ dysfunctions are defi ned in Table  35.3  
  Septic shock  
 Sepsis and cardiovascular organ dysfunction as defi ned in Table  35.3  

  Adapted from Goldstein et al. [ 10 ]. With permission from Wolter Kluwers Health 
  a See Table  35.2  for age-specifi c ranges for physiologic and laboratory variables 
  b Core temperature must be measured by rectal, bladder, oral, or central catheter probe  

    Table 35.2    Age-specifi c vital 
signs and laboratory variables 
[ 10 ,  13 ]   

 Heart rate, beats/min 

 Age group 
 Tachycardia 
(beat/min) 

 Bradycardia 
(beat/min) 

 Respiratory rate, 
(breaths/min) 

 Leukocyte 
count, (10 9 /L) 

 Hypotension 
(mmHg) 

 0 days to 1 week  >180  <100  >50  >34  <59 
 1 week to 1 month  >180  <100  >40  >19.5 or <5  <79 
 1 month to 1 year  >180  <90  >34  >17.5 or <5  <75 
 2–5 years  >140  NA  >22  >15.5 or <6  <74 
 6–12 years  >130  NA  >18  >13.5 or <4.5  <83 
 13 to <18 year  >110  NA  >14  >11 or <4.5  <90 

  Lower values for heart rate, leukocyte count, and systolic blood pressure are for the 5th and upper values for 
heart rate, respiration rate, or leukocyte count for the 95th percentile 
  NA  not applicable  
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    Multiple organ failure in critically ill children is defi ned 
as the simultaneous dysfunction of at least two organ sys-
tems [ 11 ,  12 ]. Criteria for organ failures (Table  35.3 ) were 
established according to severity of illness scoring systems 
used in critically ill children [ 10 ,  13 ]. The aim of using a 
common defi nition for MODS is to provide a reproducible 
assessment of organ dysfunction that allows for tracking of 
changes in organ function. However, the reproducibility and 
relative strength of these criteria has not been evaluated. 
MODS can be classifi ed as primary or secondary, depending 
on the timing of organ dysfunctions.  Primary MODS  devel-
ops rapidly after pediatric ICU (PICU) admission [ 14 – 16 ] 
and is generally the consequence of a well-defi ned insult. In 
one study, the maximal number of organ failures was noted 
within 72 h in the majority of patients [ 14 ].  Secondary 
MODS  corresponds to children who develop evidence of 
organ damages after the fi rst week of PICU admission and/or 
develop a sequential pattern of organ dysfunction [ 17 ].

       Pediatric MODS Scoring Systems 

 Two scores were developed to quantify the severity of MODS 
and follow its evolution over time:  (1)  Leteurtre et al. devel-
oped and validated the PELOD score [ 18 ,  19 ], which is 
derived from six independent physiological variables 
(Table  35.4 ) [ 18 ];  (2)  Graciano et al. developed the Pediatric- 
MODS score, which relies exclusively on laboratory values 
(lactic acid, PaO 2 /FiO 2  ratio, bilirubin, fi brinogen, blood urea 
nitrogen) and therefore does not take into consideration the 
neurological function [ 20 ]. This may be a serious limitation 
of the Pediatric-MODS score, since 80 % of the variability in 
PELOD scores is attributable to cardiovascular and neuro-
logic dysfunctions [ 18 ]. Although both scores have good dis-
criminative values and are useful tools to describe the 
severity of MODS in critically ill children, the calibration of 
the PELOD score has been recently criticized [ 21 ,  22 ]. Since 
mortality is low (around 5 %) and incidence of MODS higher 
(from 6 % to 57 %) in critically ill children (Table  35.5 ), the 
PELOD score has been used as a surrogate outcome measure 
in pediatric clinical trials for risk adjustment [ 23 ] or second-
ary outcome [ 24 ]. Daily PELOD scores of critically ill chil-
dren effectively identifi ed survivors from non survivors [ 25 ]. 
Fifty percent of 115 deaths were associated with an increase 
in the score from day 1 to day 2 and from day 2 to day 4 [ 25 ].

        Epidemiology 

 Pediatric mortality is closely correlated with the number of 
organ dysfunctions [ 11 ,  12 ]. Conversely, the number of chil-
dren who die in the PICU without reaching criteria for 
MODS is low [ 12 ,  15 ,  18 ]. MODS may stem from pediatric 

     Table 35.3    Organ dysfunction criteria (2002)   

  Cardiovascular dysfunction  
 Despite administration of isotonic intravenous fl uid bolus ≥40 mL/
kg in 1 h 
   Decrease in BP (hypotension) <5th percentile for age or systolic 

BP <2 SD below normal for age a  
   OR 
   Need for vasoactive drug to maintain BP in normal range 

(dopamine >5 μg/kg/min or dobutamine, epinephrine, or 
norepinephrine at any dose) 

   OR 
  Two of the following 
 Unexplained metabolic acidosis: base defi cit >5.0 mEq/L 
 Increased arterial lactate >2 times upper limit of normal 
 Oliguria: urine output <0.5 mL/kg/h 
 Prolonged capillary refi ll: >5 s 
 Core to peripheral temperature gap >3 °C 
  Respiratory  b  
   PaO 2 /FIO 2  <300 in absence of cyanotic heart disease or 

preexisting lung disease 
   OR 
  PaCO 2  >65 Torr or 20 mmHg over baseline PaCO 2  
   OR 
  Proven need c  or >50 % FIO 2  to maintain saturation ≥92 % 
   OR 
   Need for nonelective invasive or noninvasive mechanical 

ventilation d  
  Neurologic  
  Glasgow coma score ≤11 
   OR 
   Acute change in mental status with a decrease in Glasgow Coma 

Score ≥3 points from abnormal baseline 
  Hematologic  
   Platelet count <80,000/mm 3  or a decline of 50 % in platelet count 

from highest value recorded over the past 3 days (for chronic 
hematology/oncology patients) 

   OR 
  International normalized ratio >2 
  Renal  
   Serum creatinine ≥2 times upper limit of normal for age or 2-fold 

increase in baseline creatinine 
  Hepatic  
  Total bilirubin ≥4 mg/dL (not applicable for newborn) 
   OR 
  ALT 2 times upper limit of normal for age 

  Adapted from Goldstein et al. [ 10 ]. With permission from Wolter 
Kluwers Health 
  BP  blood pressure,  ALT  alanine transaminase 
  a See Table  35.1  
  b Acute respiratory distress syndrome must include a PaO 2 /FIO 2  ratio 
≤200 mmHg, bilateral infi ltrates, acute onset, and no evidence of left 
heart failure. Acute lung injury is defi ned identically except the PaO 2 /
FIO 2  ratio must be ≤300 mmHg 
  c Proven need assumes oxygen requirement was tested by decreasing 
fl ow with subsequent increase in fl ow if required 
  d In postoperative patients, this requirement can be met if the patient has 
developed an acute infl ammatory or infectious process in the lungs that 
prevents him or her from being extubated  
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conditions, including sepsis, congenital heart diseases, 
trauma, and liver or bone marrow transplantations [ 26 ]. The 
incidence and mortality rate of MODS varies between stud-
ies in part due to disparities in case-defi nition and case-mix 
(see Table  35.5 ). 

 Risk factors for MODS in adults include delayed or inad-
equate resuscitation, persistent infectious or infl ammatory 
focus, advancing age, malnutrition, or cancer [ 27 ]. In chil-
dren, MODS most frequently affects  children under 1 year of 
age  [ 28 ]. The incidence and mortality of MODS is higher in 
neonates compared to older children [ 29 ] and a distinct pat-
tern of organ dysfunctions was noted in the neonatal popula-
tion [ 30 ,  31 ]. Indeed, important developmental changes 
occur during the fi rst year of life that govern the maturation 
of renal, hepatic, gastrointestinal, and central nervous sys-
tems, which may predispose infants to MODS [ 32 ]. 

 The presence of  comorbid conditions  increases the inci-
dence of MODS and mortality. While one fourth of children 
with MODS were reported to have chronic condition in the 
mid-80s [ 12 ], now almost two thirds of pediatric ICU patients 
have an underlying chronic condition [ 33 ]. Not surprisingly, 
the incidence of MODS is twofold greater among children 
with a comorbid condition, which independently increases 
the risk of death [ 33 ].  

   Table 35.4    The pediatric logistic organ dysfunction score   

 Scoring system 

 0  1  10  20 

  Organ dysfunction and 
variable  
 Neurological a  
 Glasgow coma score  12–15  7–11  4–6  3 

  and    or  
 Pupillary reactions  Both  NA  Both  NA 

 reactive  fi xed 
 Cardiovascular b  
 Heart rate (beats/min) 
 <12 years  ≤195  NA  >195  NA 
 ≥12 years  ≤150  NA  >150  NA 

  and    or  
 Systolic blood pressure 
(mmHg) 
 <1 month  >65  NA  35–65  <35 
 1 month–1 year c   >75  NA  35–75  <35 
 1–12 years c   >85  NA  45–85  <45 
 ≥12 years  >95  NA  55–95  <55 
 Renal 
 Creatinine (μmol/L) 
 <7 days  <140  NA  ≥140  NA 
 7 days–1 year c   <55  NA  ≥55  NA 
 1–12 years c   <100  NA  ≥100  NA 
 ≥12 years  <140  NA  ≥140  NA 
 Respiratory d  
 PaO 2  (kPa)/FIO 2  ratio  >9·3  NA  ≤9·3  NA 

  and    or  
 PaCO 2  (kPa)  ≤11·7  NA  >11·7  NA 

  and  
 Mechanical ventilation d   No  Ventilation  NA  NA 

 Ventilation 
 Haematological 
 White blood cell count 
(×10 9 /L) 

 ≥4·5  1·5–4·4  <1·5  NA 

  and    or  
 Platelets (×10 9 /L)  ≥35  <35  NA  NA 
 Hepatic 
 Aspartate transaminase 
(IU/L) 

 <950  ≥950  NA  NA 

  and    or  
 Prothrombin time e  (or INR)  >60  ≤60  NA  NA 

 (<1·40)  (≥1·40) 

  Adapted from Leteurtre et al. [ 18 ]. With permission from Elsevier 
  PaO   2   arterial oxygen pressure,  FIO   2   fraction of inspired oxygen,  PaCO   2   
arterial carbon dioxide pressure,  INR  international normalised ratio 
  a Glasgow coma score: use lowest value. If patient is sedated, record 
estimated Glasgow coma score before sedation. Assess patient only 
with known or suspected acute central nervous system disease. Pupillary 
reactions: non-reactive pupils must be >3 mm. Do not assess after iatro-
genic pupillary dilatation 
  b Heart rate and systolic blood pressure: do not assess during crying or 
iatrogenic agitation. 
  c Strictly less than 
  d PaO 2 : use arterial measurement only 
  e Percentage of activity. PaO 2 /FIO 2  ratio, which cannot be assessed in 
patients with intracardiac shunts, is considered as normal in children 
with cyanotic heart disease. PaCO 2  may be measured from arterial, cap-
illary, or venous samples. Mechanical ventilation: the use of mask ven-
tilation is not counted as mechanical ventilation  

    Table 35.5    Epidemiology of pediatric MODS   

 Patients  Incidence a   Mortality b  

 General pediatric ICU population 
 Wilkinson et al. [ 12 ]  831  27 %  26 % 
 Proulx et al. [ 170 ]  777  11 %  51 % 
 Tan et al. [ 171 ]  283  6 %  56 % 
 Leteurtre et al. [ 19 ]  594  45 %  19 % 
 Tantalean et al. [ 15 ]  276  57 %  42 % 
 Leteurtre et al. [ 18 ]  1,806  53 %  12 % 
 Khilnani et al. [ 172 ]  1,722  17 %  26 % 
 Typpo et al. [ 33 ]  44,693  19 %  10 % 
 Sepsis 
 Wilkinson et al. [ 11 ]  726  24 %  47 % 
 Proulx et al. [ 173 ]  1,058  18 %  36 % 
 Goh et al. [ 16 ]  495  17 %  57 % 
 Kutko et al. [ 48 ]  80  73 %  19 % 
 Leclerc et al. [ 35 ]  593  45 %  19 % 
 Congenital heart diseases 
 Seghaye et al. [ 38 ]  460  4 %  56 % 
 Trauma 
 Calkins et al. [ 43 ]  534  3 %  17 % 
 Liver or bone marrow transplantation 
 Feickert et al. [ 45 ]  114  27 %  72 % 
 Keenan et al. [ 174 ]  121  55 %  94 % 
 Lamas et al. c  [ 175 ]  49  90 %  69 % 

  Adapted    from Proulx et al. [ 176 ]. With permission from Wolter Kluwers 
Health 
  MODS  Multiple organ dysfunction syndrome,  ICU  Intensive care unit; 
Incidence a  and mortality rate b  of MODS;  c MODS was defi ned as 3 
organ dysfunctions  

F. Proulx et al.



461

    Etiology 

 The initial life-threatening insult leading to MODS also 
influences mortality. A diagnosis of MODS compels the 
physician to identify the underlying cause since several 
diseases with multi-systemic manifestations may require 
a specific therapy. An overview of common and less 
usual causes of pediatric MODS are presented in 
Table  35.6 .

      Sepsis 

 Pediatric MODS in sepsis is associated with a poor progno-
sis compared to non-infectious SIRS [ 34 ]. Moreover, sever-
ity of organ failures and mortality rates are closely correlated 
with the severity of the infectious process [ 15 ,  16 ,  35 ,  36 ]. 
A detailed discussion of sepsis is found later in this 
textbook.  

    Congenital Heart Diseases 

 Children with congenital heart diseases sometimes develop 
organ dysfunction both before and after cardiac surgery 
requiring cardiopulmonary bypass. Pre-operative imbal-
ances of the pulmonary and systemic circulations may lead 
to organ dysfunctions. This is the case of children with hypo-
plastic left heart syndrome and pulmonary overcirculation 
associated with poor systemic perfusion. Afterload reduction 
has been reported to improve hepatic, renal, and gastrointes-
tinal functions pre-operatively in these patients [ 37 ]. MODS 
may also occur after cardiac surgery as a consequence of car-
diopulmonary bypass and the surgical correction itself. 
Cardiovascular instability, endothelial damage, platelet and 
immune activations from cardiopulmonary bypass predis-
pose to MODS [ 38 ]. Persistent renal failure, in the context of 
cardiac surgery has been associated with poor outcome 
[ 39 ,  40 ]. The surgical repair may sometimes exacerbate 
organ damage in the presence of low cardiac output syn-
drome, residual lesions, or a delayed adaptation to the post-
operative physiology [ 37 ,  41 ]. Children with congenital 
heart diseases may be prone to “classical” adult-type MODS 
characterized by the development of immune paralysis, and 
susceptibility to a second-hit phenomenon [ 42 ]. For exam-
ple, in the fi rst week after surgery, Ben-Abraham et al. found 
that 80 % of mortality was due to MODS; thereafter, sepsis 
was believed to be the main cause of death [ 42 ].  

    Multiple Trauma 

 Multiple trauma is a cause of MODS in children, albeit less 
frequent than in adults. In a series of 334 children admitted 
to the PICU with isolated head injury, not a single patient 
developed MODS [ 43 ]. Only 3 % of children with multiple 
traumatic injuries acquired MODS 2 days after their admis-
sion to the PICU [ 43 ]. However, multiple trauma associated 
with abdominal compartment syndrome and MODS has a 
worse prognosis, with a reported mortality rate of 20 % in 
children [ 44 ]. Overall, the mortality from multiple trauma is 
threefold lower in children compared to adults [ 43 ], possibly 
because children have different mechanisms of injury, fewer 
comorbid conditions, and a different physiological response 
to traumatic injury.  

    Solid Organ or Bone Marrow Transplantations 

 MODS is a major determinant of early mortality after pedi-
atric orthotopic liver transplantation due to vascular throm-
bosis, sepsis, or as a result of pre-transplant organ 
dysfunctions [ 45 ]. The extent of damage to the engrafted 
liver is a major contributor to organ dysfunction. In this 
regard, hepatic vascular thrombosis may lead to severe 

   Table 35.6    Etiologies of multiple organ dysfunction in children   

 Severe hypoxia or cardiorespiratory arrest [ 170 ] 
 Shock states:  septic  a , cardiogenic b , hemorrhagic 
 Severe dehydration c  
 Multiple trauma [ 44 ] 
 Burns [ 104 ] 
 Inhalation pneumonia 
 Acute liver failure [ 177 – 179 ] 
 Acute pancreatitis 
 Intestinal ischemia d  
 Acute leukemia e  
 Solid organ f  or bone marrow transplantation g  
 Familial or secondary hemophagocytic lymphohystiocytosis h  [ 180 , 
 181 ] 
 Thrombotic microangiopathy i  
 Sickle cell [ 182 ] 
 Vasculitis [ 183 ] 
 Inborn errors of metabolism j  [ 179 ,  184 ] 
 Malignant hyperthermia [ 185 ] 
 Toxic ingestion 
 Snake bite 

   a Including purpura fulminans, toxic shock syndrome, severe pneumo-
nia, bacterial meningitis, viral meningoencephalitis 
  b Myocarditis, left heart obstructive lesions, prolonged cardiopulmonary 
bypass, univentricular physiology 
  c May occur in neonates or children with encephalopathy 
  d Intestinal volvulus, intussusception, perforation, necrotizing 
enterocolitis 
  e Promyelocytic leukemia 
  f May occur with vascular thrombosis, massive bleeding, occult intesti-
nal perforation, post transplant lymphoproliferative disease 
  g Veno-occlusive disease, graft versus host disease 
  h Secondary hemophagocytosis may also occur during MODS itself 
[ 186 ] 
  i Post diarrheal or atypical hemolytic uremic syndrome, thrombotic 
thrombocytopenic purpura 
  j Urea cycle defect, congenital lactic acidosis, organic acidemia  
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 hemorrhagic shock and acute renal failure. This may then 
lead to polymicrobial sepsis due to intestinal perforation and 
malnutrition. Severe rejection is rare early after liver trans-
plantation. Conversely, patients with rejections are less 
likely to develop MODS in the postoperative phase [ 45 ]. 
Long term survival depends on the underlying disease, the 
presence of MODS in the post-operative phase, or late sep-
sis [ 45 ]. The development of chronic graft failure or lym-
phoproliferative disease are also major determinants of 
outcome [ 45 ], the latter being associated with a 50 % mor-
tality rate [ 46 ]. 

 In bone marrow transplantation, pre-transplant condition-
ing leads to potentially reversible cytotoxicity including pan-
cytopenia, capillary leak syndrome, acute graft versus host 
disease, and hepatic veno-occlusive disease. If important, 
this toxicity may create MODS. In one large prospective 
study, MODS was the only variable that had a negative 
impact on the outcome [ 47 ]. An increased mortality rate has 
been noted in children who developed septic shock and 
MODS after bone marrow transplantation, but not among 
those suffering from neoplasic disorders who did not have 
transplantation [ 48 ]. In the former group, pulmonary or neu-
rological dysfunctions were important determinants of 
patient survival [ 49 ]. Respiratory insuffi ciency may be sec-
ondary to opportunistic infections, bronchiolitis obliterans, 
pulmonary edema, or toxicity. Combined neurological and 
renal dysfunctions may occur with cyclosporine or tacroli-
mus toxicity and the related bone marrow transplant throm-
botic microangiopathy.   

    Pathogenesis 

    Evolutionary Ties Between 
Sepsis and Tissue Injury 

 Despite similar host responses to severe sepsis and post- 
traumatic SIRS suggestive of a unifying cause, the molecu-
lar mechanism has been poorly understood. Due to lower 
blood pressure and relative splanchnic hypoperfusion in 
severe trauma, the possibility of bacterial translocation from 
the gut was initially suggested. However, this hypothesis 
was later refuted. More recent evidence posits activation of 
the innate immune system through highly conserved mole-
cules known as the pathogen-associated molecular patterns 
(PAMPs), expressed by a variety of pathogens. Similarly, 
host molecules released following tissue injury called 
damage- associated molecular patterns (DAMPs) also initi-
ate the innate immune response through shared signalling 
pathways with PAMPs, even in the absence of microbial 
pathogens [ 50 ]. Recent evidence reveals that DAMPs, 
including the high mobility group protein (HMGB1) pro-
duced by nucleated cells, are released in the blood of injured 
patients and their levels correlate with the development of 
organ failures. 

 Mitochondria provide a plausible explanation for the 
common infectious and tissue injury triggers of the innate 
immune response (Fig.  35.1a ). Mitochondrial and bacterial 
DNA share similar structural motifs as an evolutionary 
 consequence of the bacterial origin of these organelles [ 51 ]. 

Sepsis Trauma

Evolution

Mitochondrion
Cellular components

Bacteria
Bacterial components

PAMPs DAMPs

Inflammatory responseb

a

Endothelium Neutrophils

Cytokines

ROS Lipid effectors

Complement↑TF & PAI-1

Microangiopathy

Coagulopathy Vasodilatation Capillary Leak

Cellular Dysoxia

MODS

Hemodynamic Instability

Monocytes

  Fig. 35.1    Sepsis, tissue injury and the infl ammatory response. 
(Panel  a ) Release of molecules called pathogen-associated molecular 
patterns ( PAMPs ) from bacteria and damage-associated molecular 
 patterns ( DAMPs ) from tissue necrosis and mitochondrial fragments 
trigger the infl ammatory response. (Panel  b ) Activation of innate 
immunity and the complement cascade leads to the release of cytokines, 
reactive oxygen species ( ROS ) and highly reactive lipid mediators. 
Hemodynamic instability is the outcome of changes in myocardial 
 contractility, vasodilatation and capillary leak. The endothelium begins 
to express tissue factor ( TF ) launching the coagulation cascade, while 
plasminogen activator inhibitor-1 ( PAI-1 ) decreases fi brinolysis; this 
results in microangiopathy and DIC. Together, cellular dysoxia 
 culminate in organ dysfunctions    (Adapted from Cohen [ 187 ]. With 
 permission from Nature Publishing Group)       
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Zhang et al. therefore postulated that mitochondrial compo-
nents spilled by necrotic tissue after severe trauma (DAMPs) 
could mimic PAMPs and activate host response [ 52 ]. 
Administration of mitochondrial DAMPs in rats induced 
acute lung injury. Severe trauma in humans caused a rapid 
release of mitochondrial DNA and mitochondrial DAMPs 
such as formyl peptides, which attracted neutrophils and ini-
tiated the immune response through pattern-recognition 
receptors (PRRs), such as toll-like receptor 4 (TLR-4). 
Conserved molecular motifs between bacteria and mitochon-
dria may therefore provide an explanation for a shared 
immune response to injury and infections [ 52 ].

       Infl ammation and Immune System 

 Sepsis and MODS were traditionally believed to result 
from over-activation of the immune system and the ensu-
ing infl ammatory cascade (Fig.  35.1b ). Overwhelming 
stimulation of innate immune cells expressing PRRs rap-
idly initiate host defence after tissue damage or microbial 

infection [ 53 ]. TLRs are a subfamily of PRRs crucial to the 
initiation of the infl ammatory response. TLR4-mediated 
recognition of lipopolysaccharide and DAMPs (such as 
mitochondrial DNA), rapidly initiates host response and 
facilitate crosstalk with the complement system [ 53 ]. 
Activated neutrophils and macrophages produce cytokines, 
chemokines, and complement- activation products, result-
ing in a markedly imbalanced cytokine response (or ‘cyto-
kine storm’). This pro- infl ammatory environment triggers 
the liberation of powerful secondary lipid mediators and 
reactive oxygen species that further amplify the infl amma-
tory storm, leading to host tissue damage. Children who 
died from meningococcal sepsis presented higher concen-
trations of several pro- infl ammatory cytokines, as well as 
increased serum levels of anti-infl ammatory mediators (IL-
10, soluble TNF receptors) [ 54 ,  55 ]. Hereditary markers of 
innate immunity infl uence the outcome of sepsis [ 56 ,  57 ]. 
However, if most patients die during the initial phase of 
sepsis and MODS, several succumb later during the second 
phase characterized by protracted immune suppression 
(Fig.  35.2 ).

Shock Nosocomial infections

HOST
RESPONSE

Immune paralysis / Apoptosis

Hypermetabolism Malnutrition

Metabolic syndrome
Adrenal insufficiency
Euthyroid sick syndrome

Polyneuropathy / Myopathy

TAMOF

Disseminated Intravascular Coagulation

Acute Respiratory
Distress Syndrome

Capillary Leak Syndrome

Acute Renal Failure

Myocardial depression

Vasoplegia

Upper Gastrointestinal Bleeding

  Fig. 35.2    Overview of the pathophysiology of multiple organ dysfunc-
tion syndrome. The host response to injury or infection is central to the 
development of multiple organ dysfunction syndrome ( MODS ). Shock 
states are characterized by abnormal microcirculatory blood fl ow, with 
variable degree of peripheral vasoplegia and myocardial depression that 
may cause acute renal failure. The latter may aggravate capillary leak 
syndrome. Renal failure itself may result in worse lung injury or other 
organ failure. Infl ammatory processes, including the cytokine and che-
mokine response, lead to endothelial cell activation, which is clinically 

recognized as disseminated intravascular coagulation, capillary leak as 
well as acute respiratory distress syndrome. Hypermetabolism, also 
called “septic autocannibalism”, may result in a state of severe malnu-
trition which is associated with secondary immunoparalysis. Overall, 
impaired mechanisms of tissue repair may lead to the development of 
nosocomial infections, usually 7–10 days later. The biological signifi -
cance of other clinical conditions highlighted above remains to be clari-
fi ed ( TAMOF  Thrombocytopenia associated multiple organ failure)       
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       Adaptive Immunity and Immune Suppression 

 In contrast to the innate immune system, adaptive immunity 
develops over several days and provides a more specifi c line 
of defence against pathogens. T cells orchestrate the infl am-
matory response, particularly CD4+ T helper 1 (T H 1) and 2 
(T H 2) cells, with distinct cytokine profi les. During sepsis, 
adaptive immunity shifts from a T H 1 cell mediated infl am-
matory response (interferon-γL-2 and IL-12), to a T H 2-cell 
response (IL-4, IL-5, IL-10 and IL-13), which can contribute 
to immunosuppresion. 

 Multiple cellular mechanisms underlie the immune sup-
pression in sepsis. Increased levels of apoptosis in lympho-
cytes and dendritic cells contribute to immune suppression 
[ 58 ]. Moreover, apoptotic cells intensify the process of 
‘immune paralysis’ in remaining immune cells characterized 
by shut-down of cytokine response and signalling capacity 
[ 59 ,  60 ], albeit not a generalized phenomenon [ 61 ]. In con-
trast to circulating immune cells, those derived from tissues 
appear to remain fully responsive, thereby indicating 
 compartmentalization of infl ammatory processes [ 61 ]. 
Intracellular reprogramming may be responsible for the 
hyporeactivity of circulating leukocytes and may represent a 
physiological adaptation with protective effects. This obser-
vation is reminiscent of the phenomenon of endotoxin toler-
ance well described in sepsis models [ 62 – 64 ]. 

 Autopsies of pediatric and adult patients that died of 
sepsis and MODS revealed signifi cant lymphoid deple-
tion. An absolute lymphocyte count of less than 1,000 for 
more than 7 days was only observed in children with 
MODS [ 65 ]. Lymphopenia and lymphoid depletion 
 predispose to anergy, a state of non-responsiveness to 
 antigens. Together, this immune reprogramming (or 
‘immunoparesis’) referred to as the compensatory anti-
infl ammatory response syndrome (CARS), is an adaptive 
mechanism to restrain the initial aggressive infl ammatory 
burst. However, relative immune suppression also predis-
poses critically ill patients to viral reactivation [ 66 ], noso-
comial infections and death [ 65 ].  

    Coagulation and Fibrinolysis 

 The sepsis triad refers to the activation of coagulation and 
inhibition of fi brinolysis triggered by infl ammation [ 67 ] (see 
again Fig.  35.1b ). The extent of pro-thrombotic and anti- 
fi brinolytic plasma activation is correlated with the severity 
of pediatric MODS and mortality [ 68 – 75 ]. Tissue factor (TF) 
is pivotal to the initiation of the coagulation cascade. In sep-
sis, infl ammation results in the expression of TF on endothe-
lial cells, the activation of coagulation and ensuing 
disseminated intravascular coagulation (DIC). Tissue factor 

binds and activates factor VII, X and V, thereby increasing 
thrombin activation, fi brin deposition, and microthrombi 
 formation [ 76 ]. Infl ammation also elevates the levels of 
plasminogen- activator inhibitor 1 (PAI-1) and thrombin- 
activatable fi brinolysis inhibitor (TAFI) which impair fi brin 
removal [ 77 ]. The general consumption of factors that regu-
late thrombin formation, such as antithrombin III, protein C 
and tissue-factor pathway inhibitor (TFPI) further exacer-
bates DIC [ 78 ]. 

 Thrombocytopenia-associated multiple organ failure 
(TAMOF) is a clinical entity associated with sepsis. It com-
prises a spectrum of similar conditions including dissemi-
nated intravascular coagulation (DIC) and secondary 
thrombotic microangiopathy (TMA) [ 79 ]. Autopsies of 
 children with TAMOF revealed a predominance of von 
Willebrand factor-rich (vWF) thrombi in the microvascula-
ture of their brain, lung and kidney [ 80 ]. Recent evidence 
also suggests that as many as 30 % of children with severe 
sepsis have moderately decreased (20 % activity) 
ADAMTS-13 protease activity [ 81 ], which may increase 
the risk of thrombosis and organ dysfunction in this 
population.  

    Capillary Leak Syndrome 

 MODS has been associated with abnormal systemic vascular 
permeability resulting in the development of the capillary 
leak syndrome [ 82 ,  83 ]. In meningococcemia, the amount of 
circulating endotoxin and complement activation determines 
the severity of capillary leakage [ 84 ]. Susceptibility to the 
development of edema after cardiopulmonary bypass 
[ 85 ,  86 ] or bone marrow transplantation [ 87 ] is also related 
to activation of the complement system. More importantly, a 
positive fl uid balance is associated with prolonged mechani-
cal ventilation and increased mortality [ 88 ,  89 ]. PICU survi-
vors had less fl uid overload and were more likely to attain 
their target dry weight during continuous renal replacement 
therapy [ 90 – 92 ]. However, it is unclear whether endothelial 
dysfunction and the ensuing edema is simply an epiphenom-
ena or contributes to the disease process. Recent work 
explored the role of adherens junctions that binds endothelial 
cells together to prevent vascular leak. Slit proteins and its 
receptor Robo4 are important to neuronal and vascular devel-
opment. London and colleagues recently demonstrated that 
Slit and Robo4 proteins can stabilize VE-cadherin on endo-
thelial adherens junction thereby decreasing vascular perme-
ability [ 93 ]. In three different mouse model of infection, 
intravenous injection of Slit prevented vascular leakage and 
reduced mortality [ 93 ]. The role of the microvascular barrier 
in severe infections is now considered a therapeutic target 
[ 94 ]. Although confi rmation in human is required, this may 
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suggest a critical role of the endothelium and the capillary 
leak syndrome in sepsis.  

    Neuroendocrine Response 

 The initial phase of MODS results in a massive release of 
stress hormones, including adrenocorticotropic hormone 
(ACTH) and cortisol, catecholamines, vasopressin, gluca-
gon, and growth hormone [ 95 ]. These hormones help supply 
the increased demand by maintaining circulation and the lib-
eration of energy substrate, namely glucose, fatty acids and 
amino acids. Insulin resistance is a common manifestation of 
this overwhelming neuroendocrine response, although the 
mechanism remains ill-defi ned [ 95 ]. Intracellular metabo-
lism, energy expenditure and tissue oxygen consumption 
doubles during that initial period. Concurrently, less vital 
systems are shut down and anabolism is halted. 

 In the second phase of MODS, the hormonal response 
recedes. Vasopressin levels are often insuffi cient, the adre-
nals become less responsive to ACTH, and sick euthyroid 
syndrome begins to appear [ 95 ]. Suppression of the 
hypothalamus- pituitary-adrenal axis is presumed to be a con-
sequence of hypoperfusion, cytokine, and nitric oxide signal-
ling in situ [ 96 ]. The transition between the fi rst and second 
phase of the hormonal response may result from the abnor-
mal pulsatile secretion of growth hormone, thyrotropin, and 
prolactin [ 95 ]. The later endocrine changes may also in part 
be the consequence of inhibitory feedbacks from the initial 
burst of hormonal activation. As such, high cortisol levels 
prevent the secretion of growth hormone, and together with 
prolactin repress the secretion of gonadotropins. Cortisol 
may also modulate thyroid metabolism by promoting the 
generation of metabolically inactive reverse T3, contributing 
to the development of the sick euthyroid syndrome. 

 In children, non-survivors from meningococcal sepsis 
had variable aldosterone levels [ 97 ,  98 ], lower serum corti-
sol, and severely decreased cortisol to ACTH ratio, indicat-
ing a state of adrenal insuffi ciency [ 97 ,  99 ,  100 ]. They also 
had acquired sick euthyroid syndrome (decreased total T 3  
and T 4 , increased reverse T 3 , normal free T 4  and TSH) [ 96 , 
 101 ,  102 ]. In newborns, dopamine curbs the secretion of 
growth hormone, thyrotropin and prolactin, which could 
aggravate partial hypopituitarism and sick euthyroid syn-
drome [ 103 ].  

    Hyper and Hypometabolism 

 At the onset of severe infections or thermal injury, a decreased 
metabolic rate with hypothermia and stimulation of the neu-
roendocrine response has been referred to as the ebb phase 

[ 104 ]. Hypermetabolism has then been noted during the fl ow 
phase, usually about 24 h after injury [ 105 ]. Normal meta-
bolic requirements were noted in children with SIRS or sep-
sis without any organ dysfunction [ 106 ]. Briassoulis et al. 
noted a predominance of a hypermetabolic pattern which 
declined within 1 week of an acute stress [ 107 ]. In adults, 
hypermetabolism occurs as a result of an increased oxidation 
of glucose and fatty acids [ 108 ], as well as an increased rate 
of neoglucogenesis through the use of lactate, glycerol or 
amino acids (alanine, glutamine, serine, glycine). 

 Humoral factors released by the wound have been shown 
to trigger skeletal muscle proteolysis. TNF-α, also known as 
“cachectin”, plays a major role along with IL-1 in the devel-
opment of “septic autocannibalism” [ 108 ]. Decreased lipo-
protein lipase activity induced by TNF-α leads to increased 
serum levels of triglycerides, cholesterol and hyperglycemia, 
a clinical condition known as the “metabolic syndrome”. 
Glucose-lactate metabolism between skeletal muscle and 
liver is known as the Cori cycle. Under hypoxic conditions of 
tissue injury or infection, glucose is transformed into lactate 
which is further converted within liver into glucose, before 
returning to the injured area. This process resulted in a net 
loss of 4 mol of adenosine triphosphate per cycle which may 
explain in part the drainage of energetic reserve. In the most 
severely ill patients, muscle protein breakdown with con-
sumption of branched amino acids and increased nitrogen 
urinary losses, may lead to muscular cachexia, atrophy of 
intestinal epithelium, abnormal wound healing and second-
ary immune dysfunction.  

    Cellular Dysoxia 

 Compromised oxygen delivery in shock is a major determi-
nant of organ failures. Inducible nitric oxide synthase (iNOS) 
triggered by the infl ammatory response liberates large con-
centrations of nitric oxide (NO), far exceeding the regional 
production [ 109 ]. This may lead to abnormal regional vascu-
lar blood fl ow and would contribute to inadequate oxygen 
delivery [ 109 ]. The severity of arterial hypotension in 
 pediatric sepsis is correlated with serum concentrations of 
nitrites and nitrates [ 74 ]. Neuroendocrine and infl ammatory 
factors can exacerbate hypoperfusion as discussed. Although 
organ failure is classically believed to result from hypoxia 
and cellular damage, histological inspection of dysfunctional 
organs is often normal [ 110 ]. This would suggest a func-
tional rather than a structural defi cit. 

 Cytopathic dysoxia is therefore potentially important to 
the pathogenesis of MODS. Mitochondrial respiration gen-
erally increases in the acute phase of critical illness, but 
tends to fall with prolonged infl ammation [ 111 ]. The pres-
ence of glucocorticoids and thyroid receptors on  mitochondria 
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[ 112 ] suggests the integration of neurohormonal demands 
with corresponding energy supply at the cellular level. 
However, NO and cytokines have been shown to inhibit 
enzymes of the mitochondrial respiratory chain, which cur-
tails energy production [ 113 ]. Markers of oxidative and 
nitrosative stress also correlate with decreased mitochondrial 
respiratory chain activity (mainly Complex I) [ 114 ]. Despite 
reduced ATP production from cytopathic dysoxia, ATP lev-
els are largely maintained in surviving septic patients, 
thereby implying a state of diminished cellular energy con-
sumption [ 115 ]. Based on these observations, Singer et al. 
have argued that multiorgan failure is a survival mechanism 
instating a dormant state analogous to hibernation that may 
increase the chances of survival when faced with a poten-
tially overwhelming insult [ 116 ].   

    Organ Dysfunctions in Critically Ill Children 

    Cardiovascular Dysfunction and Septic Shock 

 Hemodynamic profi les noted in critically ill children with 
septic shock are more unpredictable than initially recognized 
[ 117 – 119 ]. Indeed, only 20 % of children with fl uid refrac-
tory septic shock presented the classical picture of high car-
diac index and low systemic vascular resistance [ 120 ]. 
Nearly 60 % of patients showed low cardiac index with high 
systemic vascular resistance, and both parameters might 
even be decreased [ 120 ]. During shock, sympathetic stimula-
tion preferentially directs blood fl ow toward the brain and 
myocardium, diverting it from the splanchnic circulation 
(the so-called “dive refl ex”). This may lead to increased 
serum lactate concentrations [ 121 ,  122 ]. In contrast to adults, 
most studies performed in critically ill children did not fi nd 
the gastric pH to be predictive of developing MODS or death 
[ 121 ,  123 – 126 ]. However, decreased intestinal pH in very 
low birth weight infants was associated with a higher risk of 
developing necrotizing enterocolitis [ 127 ].  

    Acute Lung Injury (ALI) and Acute 
Respiratory Distress Syndrome (ARDS) 

 Pulmonary congestion with protein-rich pulmonary edema is 
a cardinal feature of the acute respiratory distress syndrome 
(ARDS) [ 26 ,  128 ], which has been associated with a 20 % 
mortality rate in children [ 129 ]. This can be due to a direct 
pulmonary insult such as infection (so-called “direct ARDS”) 
or secondary to systemic infl ammation (so-called “indirect 
ARDS”). Abnormally increased vascular pulmonary perme-
ability has been associated with platelet activation, neutro-
phils and macrophage infi ltration [ 128 ], as well as with fi brin 
exudate resulting in hyaline membrane formation [ 128 ]. 

During the early phase of pulmonary injury, a restrictive 
 pattern is noted with a decrease in respiratory system 
 compliance and forced vital capacity [ 130 ]. The natural 
course of ARDS has been characterized by inadequate gas 
exchanges requiring more aggressive mechanical ventila-
tion. This leads to the production of infl ammatory mediators 
that would further increase pulmonary capillary permeability 
and generates deleterious mechanical forces that leads to fur-
ther damage of the alveolar-capillary membrane [ 131 ].  

    Gut Mucosal Barrier Dysfunction 

 Gut injury and infl ammation have been proposed as the 
“motor of MODS” [ 132 ]. The mechanism was thought to be 
related to intestinal bacteria and/or endotoxin translocating 
to the systemic circulation via the portal vein. However, nei-
ther clinical studies nor animal studies demonstrated bacte-
rial translocation via the portal vein [ 133 ]. Instead it appears 
that mesenteric lymph translocates factors which activate 
neutrophils and injure endothelial cells [ 133 ]. In neonates, 
the development of necrotizing enterocolitis resulted in 
increased plasma endotoxin levels [ 134 ]. Endotoxemia was 
more severe at the onset of illness among infants with necro-
tizing enterocolitis and play a critical role in the development 
of MODS [ 134 ]. Theorically, measures to improve gut epi-
thelial barrier may improve or prevent MODS. 

 MODS is a signifi cant risk factor to develop upper gastro-
intestinal bleeding [ 135 – 137 ]. Clinically signifi cant upper 
gastrointestinal bleeding occurs in 2 % of PICU admissions 
[ 137 ]. It is most frequently observed among mechanically 
ventilated patients with a PRISM score higher than 10, and 
with evidence of systemic coagulopathy [ 137 ].  

    Neuromuscular Syndromes 

 Neuromuscular syndromes, including critical illness poly-
neuropathy, pure motor polyneuropathy, thick-fi lament 
myopathy, and necrotizing myopathy have been described 
[ 138 – 141 ]. Prolonged weakness has been identifi ed in 2 % 
of critically ill children studied prospectively, of whom 63 % 
had MODS and 57 % had transplantation [ 142 ]. SIRS has 
been proposed as a common underlying pathogenic process, 
which may have been potentiated by the use of corticoste-
roids or neuromuscular blocking agents [ 138 ]. Patients 
showed fl accid quadriplegia with the inability to wean from 
ventilatory support [ 138 ]. In most severe cases, deep tendon 
refl exes were abolished. Electrophysiological abnormalities 
usually showed a pattern of axonal polyneuropathy or abnor-
malities of neuromuscular transmission [ 138 ]. Recovery in 
strength most frequently occurred over a period of weeks to 
months.   
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    Outcome of Pediatric MODS 

 Development of MODS is associated with greater resource 
use and an increased length of stay in the PICU [ 28 ]. A nor-
mal quality of life with minimal health problems is reported 
in 60 % of children with MODS, while 32 % indicated a fair 
quality of life with ongoing health, emotional, social, physi-
cal or cognitive problems that required some intervention or 
hospitalization; 2 % had a poor quality of life [ 143 ]. The 
return of organ function in children who developed MODS 
has not been examined in a systematic manner. There are few 
small case series in children with ARDS or those with MODS 
after cardiac surgery [ 144 ,  145 ]. In one study, 78 % of chil-
dren who left the hospital after acute renal failure in the ICU 
survived beyond 24 months [ 146 ].  

    Treatment of Pediatric MODS 

 The care of children with MODS is best performed by a mul-
tidisciplinary team that carefully balances multiple therapeu-
tic modalities. These modalities include general supportive 
care and organ specifi c therapeutics. The patient clinical con-
dition should be reassessed periodically as for the need to 
perform complementary exams or invasive procedures in 
order to distinguish between possible, probable or defi nitive 
diagnosis. 

    General Supportive Care 

 Control of the infectious focus is of major importance. 
 Antibiotic therapy  should be started early with appropriate 
resection of infected or necrotic tissue. However, the pro-
longed use of large spectrum antibiotic therapy should be 
avoided when cultures are negative, and the risk-benefi t of 
invasive catheters must be re-evaluated periodically. The use 
of recombinant human activated protein C reduced mortality 
and improved organ dysfunction among adults with severe 
sepsis [ 147 ]. However, in the RESOLVE trial, a pediatric 
trial in which children with sepsis-induced cardiovascular 
and respiratory failure were randomly assigned to receive 
placebo or recombinant human activated protein, there was 
no difference between treatment groups in either organ fail-
ure resolution or mortality [ 148 ]. While overall bleeding 
events were not different between groups, there was an 
increased incidence of central nervous system bleeding in 
the treated group among children younger than 2 months. 
Based upon follow-up trials in adults showing no benefi t, the 
manufacturer removed activated protein C from the market 
and it is no longer available for clinical use [ 149 ]. Results of 
the CORTICUS trial in adults suggest that although shock 
reversal may occur more rapidly with corticsteroids, overall 

survival is not improved, apparently due to an increased rate 
of infections [ 150 ]. In the case of a transplanted patient with 
active systemic infection,  immunosuppressive therapy 
should be minimized . Lymphopenia may occur with the pro-
longed use of dopamine or steroids, and prolonged lympho-
penia has been associated with secondary infection and 
MODS [ 65 ]. 

 A large-scale multicenter clinical trial in PICU patients 
who were hemodynamically stable, the TRIPICU study, 
showed that a  restrictive transfusion strategy  based on an 
hemoglobin transfusion threshold of 70 g/L, was not inferior 
to a liberal approach (threshold: 95 g/L) with regard to the 
number of patients with “new or progressive MODS or 
death” [ 151 ]. The incidence rate of “new and/or progressive 
MODS” in the TRIPICU study was 12 %, while the death 
rate was, as expected, only 4 %. 

 Critically ill children should receive  appropriate sedation 
and analgesia . Vet et al. have recently shown that increased 
disease severity resulted in lower clearance of midazolam 
(decreased cytochrome 3A activity), without decreasing 
midazolam dose requirements [ 152 ]. Several drugs used in 
critical care have a narrow therapeutic index. Caution should 
be applied when using nephrotoxic or hepatotoxic drugs, 
with a special emphasis on timely drug dosages, metabolic 
clearance and drug interaction. Iatrogenic complications 
may typically occur due to diffi cult vascular catheterization, 
or overactive cardio-respiratory support usually based on a 
blind treatment of numbers. 

 While inadequate oxygen delivery to tissues results in 
organ dysfunction initially, MODS itself may well occur as 
a result of mitochondrial dysfunction [ 153 ]. As children 
with septic shock have better outcomes than adults, it is 
suggestive that their mitochondrial functions are relatively 
preserved compared to that of adults. This is a new area of 
research as therapies are being developed to affect mito-
chondrial function in sepsis [ 154 ]. There is some evidence 
that  blood glucose control  can improve mitochondrial dys-
function in patients with sepsis [ 155 ]. What remains 
unclear at this point is whether therapy aimed at reversing 
the  metabolic response is helpful in critically ill patients 
[ 156 ]. In medical or surgical adult ICUs, tight glycemic 
control with intensive insulin therapy has been reported to 
decrease morbidity or mortality; other studies suggested 
no benefi t or potential harm due to hypoglycemia 
[ 157 – 159 ].  

    Organ Therapeutic Management 

 In this section, only some specifi cities of organ dysfunction 
management are reported. For more details in the manage-
ment, readers should refer to the appropriate and relevant 
chapters later in this textbook. 
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    Hemodynamic Management 
 Early goal-directed therapy has been shown to decrease mor-
tality and the severity of MODS in adults with sepsis [ 160 ]. 
Guidelines developed in 2002 proposed a time-dependent 
fl ow diagram in the hemodynamic support of children with 
sepsis [ 161 ].  

    Lung Protective Ventilation 
 There is no clear data in children. Expert opinions recom-
mend to keep positive inspiratory pressures below 30 cmH 2 O 
and consider small tidal volume ventilation (physiologic tidal 
volumes in a normal subject are in the range of 6–8 ml/kg). 
The other therapies such as endotracheal surfactant, high- 
frequency oscillatory ventilation, prone positioning, bron-
chodilators or corticosteroids for lung infl ammation and 
fi brosis need further research before they can be recom-
mended in clinical practice [ 162 ].  

    Renal Failure Management 
 Renal replacement therapy can be continuous or intermittent 
according to team experience and patient tolerance. High 
dialysis dose did not demonstrate any benefi ts in adults [ 163 , 
 164 ] and no data are available in children. Although, fl uid 
overload is a risk factor of death in adults [ 165 ,  166 ] and 
children [ 90 ,  167 ,  168 ], no data are available on the impact 
of negative fl uid balance on critically ill children outcome 
[ 169 ]. Such aggressive ultrafi ltration needs to be balanced 
with the risk of hypovolemia.  

    Nutritional Support 
 Nutritional support may allow suffi cient protein-calorie 
intake. Early enteric feeding has been proposed to prevent 
intestinal disuse with secondary mucosal atrophy, decreasing 
the susceptibility to bacterial translocation and systemic 
infl ammation. Indeed, the capacity to tolerate enteral feed-
ings, as for the mobilization of third space and peripheral 
edema, usually represent a trend for clinical improvement.  

    Withdrawal of Curative Care 
 Despite the willingness to provide as good as possible inten-
sive care to children with MODS, several patients simply per-
sistently fail to improve or spontaneously further deteriorate, 
presenting several complications, that may ultimately be 
viewed as an inexorable pathway to death. Therefore, the issue 
of medical futility and palliative care is frequently encoun-
tered in children with MODS. The pro’s and con’s of not esca-
lating the level of care, the withdrawal of cardiopulmonary 
resuscitation (CPR), or discontinuing some of the therapeutic 
modalities, are usually evaluated by the members of the mul-
tidisciplinary team. With the aim of reaching a consensus 
between the medical team and family, honest clinical informa-
tion should be provided at least daily to the family, including 
when standard of medical care fails to lead to recovery.       
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        Introduction 

 Many of the treatment modalities available for supporting 
children with life-threatening illnesses are technologically 
complex and invasive, and consume considerable resources. 
Although intended to promote recovery and restore health, 
such treatment modalities can at times increase suffering and 
prolong the dying process if used indiscriminately in chil-
dren who will ultimately succumb to their illness. To avoid 
unnecessary suffering, decisions to limit or withdraw sup-
port are often made [ 1 ]. In an analysis of more than 900 
deaths in 35 U.S. PICUs occurring among children who did 
not meet brain death criteria, 85 % occurred after limitation 
or withdrawal of support [ 2 ]. Decisions regarding the forgo-
ing of life-sustaining therapies for an individual child are 

intellectually and emotionally diffi cult. Thus, it is important 
for pediatric intensivists to have a working knowledge of the 
principles of biomedical ethics, and to be facile with the 
compassionate application of these principles in end-of-life 
care for children.  

    Ethical Framework 

 The teachings of Hippocrates instruct physicians to “refuse 
to treat those who are overmastered by their diseases, real-
izing that in such cases that medicine is powerless.” Situations 
of medical futility include those in which treatment of a pro-
gressive or irreversible illness merely delays death, or leads 
to survival with excessive physical or mental impairment or 
unbearable suffering [ 3 ]. Thus, physicians are under no 
moral, legal, or ethical obligation to offer medically futile 
therapy. It is also widely accepted that competent persons 
have the right to refuse life-sustaining treatment. In order to 
avoid the dangers of medical futility on one end, and respect 
the sanctity of life on the other, physicians may apply the 
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    Abstract   
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principles of biomedical ethics as proposed by Beauchamp 
and Childress, which are autonomy, benefi cence, nonmalefi -
cence, and justice [ 4 ]. Although these ethical principles do 
not carry equal weight in the end-of-life care of an individual 
child, none can stand alone, and should thus be applied 
together to guide the decision-making process. Whether the 
best interest of a child is served by a life-sustaining treatment 
depends on the degree of suffering infl icted, potential future 
benefi t, the level of support required to sustain life, and the 
views of the child, parents and professional caregivers [ 3 ]. 

    Autonomy 

 The ethical principle of  autonomy , or  respect for persons , 
provides adults with decision-making power over what is 
done to their own bodies, and includes the right to refuse life- 
sustaining therapies. In the case of incapacitated adults, the 
ethical principle of  substituted judgment  is invoked. This is 
based on the premise that incapacitated adults are likely to 
have had prior expressed wishes concerning their end-of-life 
care, and that individuals close to them know what these 
wishes are. It is then the responsibility of the surrogate 
decision- maker to make the choice that the incapacitated 
patient would have wanted. Advanced directives preserve an 
individual’s autonomy should he or she become incapaci-
tated at some time in the future. Most children for whom 
decisions regarding the use of life support are being made 
have not reached the requisite developmental or cognitive 
level to meaningfully participate in such decision-making. 
However, there is evidence to suggest that children are often 
not consulted even when they are capable of contributing to 
the decision-making process regarding their own care [ 5 ]. 
American Academy of Pediatrics guidelines emphasize that 
physicians and parents should give great weight to the 
expressed views of children [ 6 ].  

    Benefi cence and Nonmalefi cence 

 The ethical principle of  benefi cence  obliges physicians to 
base decisions about potential treatments on the benefi ts they 
are likely to provide the child. The accompanying ethical 
principle of  nonmalefi cence  requires physicians to avoid or 
minimize potential harm to the child as a result of treatment. 
These two principles help physicians and family members 
create the  best interest standard  in the context of life- 
sustaining therapies, as with all medical decisions. Potential 
harms in continuing life-sustaining therapies may include 
exposure to invasive procedures, undesirable side effects, or 
a prolongation of an underlying illness that is accompanied 
with tremendous suffering. Potential benefi ts may include 
increased duration of life or other consequences of therapy 

perceived as benefi cial by parents, physicians or the patient. 
In applying the best interest standard, physicians and fami-
lies are often faced with assessing what the child’s quality of 
life would likely be if life-sustaining therapies were contin-
ued. However, quality of life is diffi cult to assess and percep-
tions of what constitutes quality may differ among 
individuals. Some may perceive adequate quality of life in 
the face of severe cognitive disability and technology depen-
dence. For others, adequate quality of life may depend on the 
capacity for interpersonal relationships or perception of 
surroundings.  

    Justice 

 In the context of end-of-life care,  justice  considerations 
focus on the high cost to society of life-sustaining therapy 
provided to few, compared to the low-cost basic care being 
denied to many. In addition, life-sustaining therapy can be 
associated with harm and marginal benefi t, whereas basic, 
preventative care would likely provide tremendous benefi t to 
those who do not have access. Although justice is an impor-
tant consideration, it should not be a major determinant of 
end-of-life decisions for an individual patient.   

    Family Centered Care and Confl ict 

 Availability, honest communication, and sensitivity on the 
part of the medical team are extremely important in optimal 
interactions with families. Physicians and other healthcare 
providers should be willing and able to conduct family meet-
ings on a regular basis that are ideally multi-disciplinary, 
thereby involving the child’s primary physician, consultants, 
nurses, social work, and spiritual care where appropriate. 
The purpose of these meetings is to impart information, 
explore parents’ concerns, and answer questions [ 7 ]. 
Adequate information is essential to good decision-making 
[ 6 ,  8 – 10 ]. However, it is not enough to simply enumerate 
facts and options, only to leave the entire burden of decision- 
making on the parents [ 3 ]. Physicians should make an inde-
pendent assessment of what is in the child’s best interest and 
provide guidance, which may range from sharing experience 
and perspective to making recommendations on a course of 
action [ 6 ]. General pediatricians and sub-specialists who 
have longstanding relationships with the child and family 
can be extremely helpful in discussions with families regard-
ing the withholding or withdrawal of life support from a 
critically ill child. Among the many physicians and services 
that frequently contribute to the child’s care, parents should 
know the identity of the attending physician ultimately 
responsible. Physicians from different specialties and back-
grounds may however have different views. As such, they 

A.A. Sarnaik and K.L. Meert



477

should discuss their views and ideally reach consensus 
among themselves before making recommendations to par-
ents. Disagreements among physicians, real or perceived, 
regarding the forgoing of life support places undue stress on 
parents and leads to mistrust [ 11 ]. 

 Confl icts between physicians and parents regarding what 
is in the child’s best interest are common. Families may 
advocate continuing what physicians may deem futile care 
due to unrealistic expectations or overly optimistic hope of 
recovery. On the opposite end of the spectrum, parents may 
be unduly pessimistic or underestimate the potential for 
quality of life for a disabled child [ 3 ]. The physician should 
start with an honest and compassionate recommendation, 
which can emphasize to parents the shared nature of the 
decision-making and help relieve any doubt or guilt the par-
ents may feel. Good communication and allowing more time 
can resolve most of these disagreements. If the confl ict is not 
resolved, physicians are not obligated to provide treatments 
that in their judgment will not benefi t the patient [ 12 ]. 
Hospitals should have mechanisms to address unresolved 
confl icts between physicians, patients and families. For 
example, one role of institutional ethics committees is to pro-
vide a forum for open discussion of medical, moral and legal 
issues involving decisions to forgo life support in a particular 
case [ 13 ]. However, ethics committees do not have the 
authority to force a decision one way or the other. Studies 
suggest that ethics committee consultations are useful in 
resolving confl icts regarding end-of-life decisions, and 
reduce the use of nonbenefi cial treatments in intensive care 
units [ 14 ,  15 ]. When physician-parent consensus cannot be 
reached, it may be possible to transfer the child’s care to 
another physician or institution that is willing to comply with 
the parents’ wishes, if such is available [ 6 ,  16 ].  

    Providing Care During Withdrawal 
of Life Support 

 The term “forgo” in the context of life-sustaining therapy 
refers to withholding and withdrawing treatment, which are 
deemed by most to be morally and legally equivalent [ 6 ,  17 ]. 
In the intensive care setting, a decision to withhold life sup-
port usually refers to establishing with the family that sup-
port will not be escalated, and cardiopulmonary resuscitation 
will not be performed. A decision to withdraw life support 
usually refers to discontinuing one or more treatment modal-
ities (e.g. mechanical ventilation) with the expectation that 
death will occur as a result. Such decisions must be accom-
panied by a careful evaluation of the child’s palliative care 
needs [ 18 ,  19 ]. The focus of palliative care is on relief of the 
child’s symptoms rather than cure of the underlying disease. 
Experts agree that certain elements of palliative care are 
appropriate for most critically ill children and should be 

applied regardless of whether or not their illness is likely to 
be terminal [ 18 ,  19 ]. However, a child’s palliative care needs 
are almost certain to change once a decision to withdraw life 
support has been made. It is important to recognize that such 
patients continue to require considerable care in relation to 
their physical, emotional, social and spiritual needs. 

 Compassionate withdrawal of life support requires clini-
cians to assess each monitoring device or treatment modality 
applied to the patient with respect to the patient and family’s 
goals [ 20 ]. For example, the goals for a dying child may 
include alleviation of pain, an opportunity to be held, and 
avoidance of a prolonged death. Blood tests, radiographs and 
vital sign monitoring may be more burdensome to the child 
than benefi cial and therefore best discontinued. Two meth-
ods for withdrawing mechanical ventilator support from 
critically ill patients have been described,  terminal extuba-
tion  and  terminal weaning  [ 21 – 23 ]. Terminal extubation 
involves removal of the endotracheal tube from a ventilator 
dependent patient. Proponents of terminal extubation argue 
that it is direct and minimizes patient discomfort by shorten-
ing the dying process. Terminal weaning involves a rapid 
decrease (i.e. occurring over a few hours or less) in FiO 2 , and 
ventilator rate and pressures to minimal settings, followed by 
extubation. Proponents of terminal weaning argue that it 
minimizes dyspnea and aspiration. Either method is accept-
able depending on the patient’s comfort level [ 21 ,  24 ]. In the 
case of brain death, extubation should be performed rather 
than weaning since the patient is already dead and patient 
comfort is no longer a concern. 

 Opiates and benzodiazepines are routinely used for treat-
ing pain, anxiety and dyspnea in dying children [ 9 ,  24 ,  25 ]. 
Meperidine is not recommended since its active metabolite, 
normeperidine, produces central nervous system excitation 
that can manifest as anxiety, tremors and seizures [ 9 ]. 
Clinicians should apply the concept of anticipatory dosing 
when administering sedatives and analgesics. For example, 
terminal extubation is likely to produce an abrupt change in 
the patient’s ability to ventilate. Since dyspnea can be antic-
ipated, sedatives and analgesics should be administered 
prior to extubation in order to prevent symptoms of air hun-
ger [ 23 ]. Many critically ill children have been receiving 
opiates and benzodiazepines prior to a decision to forgo life 
support and may have developed some degree of tolerance. 
Dosages of such agents should be rapidly titrated to achieve 
adequate symptom control. Physicians recognize that 
increasing dosages of sedatives and analgesics may, in addi-
tion to controlling pain and suffering, hasten death. 
Increasing dosages of sedatives and analgesics may be 
administered to dying patients as long as the intent is to treat 
pain and suffering, and not to cause the patient’s death. It 
has been suggested that intent be documented in the medical 
record [ 9 ]. For example, when medications are prescribed 
on an “as needed” basis, the order should explicitly state 
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what the medication is to be given for (i.e. pain). The 
 doctrine of  double effect , which in this context the “good 
effect” is patient comfort, and the “bad effect” is hastening 
of the patient’s death, renders this practice morally and ethi-
cally acceptable and minimizes discomfort at end-of-life 
[ 26 ,  27 ] The four conditions that must be met to satisfy this 
doctrine include the following [ 28 ]:
    1.    The act must be morally good or at least indifferent   
   2.    The intention must cause the good effect, and there is no 

way to achieve the good effect without the occurrence of 
the bad effect   

   3.    The bad effect must not be the means of producing the 
good effect   

   4.    The good effect must be suffi ciently desirable to compen-
sate for the occurrence of the bad effect    
  The practices of euthanasia, in which the medical care-

giver administers a lethal medication, and physician-assisted 
suicide, in which the patient delivers a lethal medication, are 
not supported by major professional organizations such as 
the American Medical Association, the American Academy 
of Pediatrics, and the American Thoracic Society [ 18 ,  29 , 
 30 ]. However, there is some support for these practices, as 
euthanasia is legal in Belgium and the Netherlands, [ 31 ] and 
physician-assisted suicide is legal in the state of Oregon as 
well as in Switzerland. In those practices, the bad effect 
(causing the patient’s death) is the means of producing the 
good effect (relief of suffering), thereby violating condition 
#3 above in the doctrine of double effect. Similarly, neuro-
muscular blocking agents have no role in treating patients’ 
pain or suffering since they merely hasten death, but have no 
analgesic or sedating properties. Neuromuscular blockade 
also masks patients’ symptoms thereby preventing their ade-
quate assessment and treatment. Neuromuscular blocking 
agents should be discontinued and their effect worn off prior 
to withdrawing life support. In rare situations where neuro-
muscular blocking agents have been used for a long duration, 
clearance of the drug may be delayed and pharmacologic 
reversal incomplete. Physicians will have to weigh the degree 
of suffering caused by withdrawing life support from a 
patient without full neuromuscular function versus continu-
ing treatment that has become unduly burdensome. The 
practice of  terminal sedation , the use of high dose barbitu-
rates and even propofol to sedate the patient to the point of 
unconsciousness at time of death, has been defended by 
some [ 9 ]. However, we do not advocate this approach since 
the distinction between alleviating suffering and euthanasia 
becomes obscure, and the doctrine of double effect may be 
violated [ 30 ,  32 ]. 

 Other factors such as noise, lighting, privacy and the 
 emotional attitudes of staff can infl uence patients and 
 families’ level of comfort at the time of death [ 11 ,  33 – 35 ]. 
Staff must be cognizant of how their words and body lan-
guage can be perceived by families as kind and empathetic, 

or as uncaring and detached. Staff must demonstrate a 
 caring presence without interfering with family privacy and 
togetherness. For patients in whom death appears imminent 
on withdrawal of life support, care is usually best provided in 
the ICU in order to provide continuity. Patients who are 
likely to survive for more than a few days are best taken care 
of on a general ward where a more intimate and less stressful 
environment can be created. Some parents may request that 
their child be taken home to die. With appropriate home care 
resources and support, death at home may be the most com-
passionate and respectful way to die [ 36 ,  37 ]. 

 One of the most important needs of parents is maintaining 
relationship with their child at the time of the death [ 34 ,  35 ]. 
Parents should be given the option of being with their child 
when life support is withdrawn and during the death. Parents 
may want to hold their dying infant or toddler, or lie in bed 
with a child that is older. Most parents prefer unrestricted 
visiting but may need help from staff in directing and sup-
porting other family members. Staff can help parents create 
memories of their child’s last days that bring comfort in the 
future. For example, mementos such as a lock of hair, hand-
print, picture, blanket, favorite toy or article of clothing serve 
as symbols of the child’s life and are especially meaningful 
to parents. Parents should be allowed the opportunity for 
religious rituals and family customs at the time of death. 
These practices help to maintain the parent-child relation-
ship and build lasting memories.  

    Providing Care Around the Time of Death 

 Sensitivity and discernment are required to determine the 
most appropriate time to discuss the options of organ dona-
tion and autopsy with parents. Parents and families should 
be allowed to stay with their child’s body as long as they 
wish after the child’s death. Federal regulations require that 
institutions receiving Medicaid or Medicare have a trained, 
designated person approach families of deceased patients 
for organ donation [ 38 ]. The designated person is most often 
a representative of the local organ procurement agency. The 
representative will usually come to the hospital to discuss 
organ donation with the family and make the request. 
Research has shown that factors enhancing families’ consent 
rate for organ donation include decoupling informing the 
parents of the death from the request for organs, participa-
tion of an organ procurement worker in the request, and 
making the request in a quiet, private place [ 39 ]. Many par-
ents fi nd comfort in the altruistic act of donating their child’s 
organs. Even in situations where the organ procurement 
agency decides that the child is not an eligible donor, the 
child’s lack of eligibility should be explained to the parents 
who may otherwise wonder in the future why they were not 
asked to donate [ 11 ]. In the past few decades, recovery of 
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vital organs has generally been from brain dead donors. 
However, many hospitals have recently adopted protocols to 
recover organs from non-brain dead donors after the decla-
ration of cardiac death, which usually occurs in the context 
of withdrawal of life support. This practice, known as dona-
tion after cardiac death (DCD), has drawn some ethical con-
cerns which include, among others, potential violation of the 
Dead Donor Rule stating that the a donor must be irrevers-
ibly dead prior to the donation of vital organs [ 40 – 44 ]. 
However, the Institute of Medicine, Society of Critical Care 
Medicine, and more recently the American Academy of 
Pediatrics have endorsed DCD as a means to recover organs 
for transplantation [ 45 – 47 ]. 

 Physicians also need to explain and request permission 
for autopsy from parents. Depending on the location and cir-
cumstances of the death, autopsy may not be an option but 
rather required by law. In some jurisdictions when the law 
requires an autopsy, the parent may be allowed to identify 
the child’s body at the hospital thereby avoiding a distressing 
trip to the county morgue. If organ donation is possible and 
the law requires an autopsy, the medical examiner’s offi ce 
should be contacted in order to request their permission for 
organ donation and coordinate plans. 

 Follow-up of parents and families after the child’s death is 
an important part of end-of-life care. Parents suffer greatly 
after the loss of a child, and adverse health outcomes are 
common, especially among parents whose child dies in the 
ICU [ 48 ,  49 ]. Sympathy cards, letters, and telephone calls 
from staff are deeply appreciated by most parents [ 50 ]. 
Formal memorial services and bereavement support for fam-
ilies are powerful means of helping families adjust to their 
loss. Meeting with the child’s physician at some point after 
the death may help parents make sense of their experiences 
[ 51 ,  52 ]. Physicians can use these meetings to review the 
course of the child’s illness, discuss the cause of death and 
autopsy fi ndings, answer questions, inquire about family 
coping, and provide referrals. Most parents perceive these 
activities as a willingness on the part of the hospital and staff 
to provide ongoing emotional and informational support.     
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        History of the Brain Death Concept 

 The concept of brain death was infl uenced by two major 
advances in health care in the 1960s: (1) the development of 
intensive care units with artifi cial airways and mechanical 
ventilators that treated irreversible apnea, thus interrupting 
the natural evolution from brain failure to cardiocircula-
tory death, and, (2) to address ethical concerns associated 
with organ donation arising from the then-new discipline of 

transplant surgery. Prior to the introduction of mechanical 
ventilators in the mid twentieth century and the evolution of 
resuscitative measures, a non-brain or circulation formula-
tion was used to determine death. Historical records indi-
cate that Rabbi Moses Maimonides was the fi rst to suggest 
that the brain was of primary importance in sustaining life 
when he noted that decapitated individuals would invari-
ably die. The clinical appearance of brain death was fi rst 
described in seminal work by the French in 1959 and termed 
“coma dépassé” [ 1 ] meaning “a state beyond coma”, which 
described 23 cases in which loss of consciousness, brain 
stem refl exes, and spontaneous respiration was associated 
with absent encephalographic activity. In 1968, the Ad Hoc 
Committee of the Harvard Medical School, lead by neurolo-
gists Schwab and Adams, undertook to defi ne irreversible 
coma and brain death [ 2 ]. They established a new, neuro-
logically based defi nition of death defi ned as “ unrespon-
siveness and lack of receptivity, the absence of movement 
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and breathing, the absence of brain-stem refl exes and coma 
whose cause had been identifi ed” . Also recommended was 
an isoelectric EEG with repetition of all tests after a period 
of at least 24 h. 

 In the 1970s Mohandas and Chou emphasized the 
importance of irreversible loss of brainstem function 
in brain death [ 3 ], the importance of which was then 
the focus of a published statement by the Conference of 
Medical Royal Colleges and Their Faculties in the United 
Kingdom (UK) in 1976 [ 4 ]. Subsequently championed by 
Pallis and Harley, the brainstem formulation of brain death 
was formally adopted in the UK in 1995 [ 5 ]. In the United 
States, the Uniform Determination of Death Act [ 6 ] codi-
fi es the whole-brain formulation in stating “an individual 
who has sustained irreversible cessation of all functions 
of the entire brain, including the brainstem, is dead.” This 
formulation is the one most commonly applied worldwide 
and forms the foundation for legal codifi cation in many 
Western nations. 

 Brain death declaration has been used to initiate with-
drawal of mechanical support discussions and is a prerequi-
site to organ donation. Its concept has been internationally 
accepted as a medical and legal defi nition of death in many 
countries with advanced health care systems. Despite the 
widespread acceptance of the criteria, there are limitations 
in the levels of evidence to support many of the procedures 
and substantial variability of clinical practice internation-
ally and within nations [ 7 ,  8 ]. This chapter will focus on the 
medical aspects of the diagnosis to guide PICU practitioners 
in the fi eld.  

    The Neurological Determination of Death: 
Concept, Terminology and Clinical 
Relevance 

    Whole-Brain Versus Brainstem Death 

 Brain death is defi ned as the irreversible loss of the capac-
ity for consciousness combined with the irreversible loss of 
all brainstem functions, including the capacity to breathe. It 
is important to understand that the clinical evaluation docu-
ments the complete loss of brainstem function, but it does not 
distinguish between brainstem death, as may be seen in mas-
sive brainstem infarction, or whole brain death that involves 
the cerebrum and brainstem. The  whole-brain formulation  
accepted in the USA is characterized by irreversible loss of 
function of both the cerebral hemispheres and the brainstem. 
An intact brainstem is integral to the preservation of most 
regulatory and homeostatic mechanisms, while the reticular 
formation, thalamus, and cerebral hemispheres all play roles 

in the preservation of consciousness. Global disruption of 
these structures forms the basis for whole-brain death. 

 Clinical evaluation of these structures in the context of 
brainstem death is essentially identical to that used for the 
evaluation of whole-brain death. The  brainstem formulation  
accepted in the UK requires irreversible cessation of brain-
stem functioning and is based on the fact that the reticular 
formation forms the basis of consciousness and that the 
brainstem nuclei preserve regulatory and homeostatic mech-
anisms. Destruction of the brainstem and reticular forma-
tion should result in unconsciousness [ 9 ]. US experts have 
argued against using the brainstem formulation because of 
the possibility of a “super locked-in syndrome” in which 
awareness might be retained in the absence of all other signs 
of brainstem activity [ 10 ,  11 ].  

    Brain Death Versus Brain Arrest 

 Brain death is a term and a concept that remains a source of 
misunderstanding for many practitioners, casual observers, 
and the public. There is ongoing animated discourse in bio-
ethical, religious, socio-anthropological and philosophical 
circles [ 12 ,  13 ]. International variability in criteria or defi -
nitions may fuel this debate and lay doubt to the credibility 
of the diagnosis. It may be diffi cult to comprehend ‘death’ 
in an individual whose vital functions – heart beat, the 
warmth of circulation, and tidal movement of the lungs – 
are maintained by support technology. Persistence of some 
neuroregulatory function may be observed with variable 
preservation of anterior pituitary function [ 14 ] and theo-
retical argument occurs as to the possibility of functioning 
nests of neurons [ 15 ]. While brain death may be discussed, 
perceived or argued as death of the brain, from an ICU-
based physiological perspective, it is better understood as 
irreversible brain arrest or complete brain failure. It is the 
maximum clinical expression of irreversible neurological 
failure [ 16 ]. 

 The event of a cardiac arrest, if irreversible, leads to death 
that is subsequently determined by cardiocirculatory crite-
ria based on the absence of heartbeat and circulation. Once 
brain arrest occurs and is irreversible, death is subsequently 
determined by neurological criteria. This neurological deter-
mination of death is the  process and procedure  to determine 
death. It should never be confused with other forms of severe 
brain injury, such as persistent vegetative state, cortical death 
or anencephaly. Brain injury in these conditions may be cata-
strophic and irreversible, but it is not complete as clinical 
signs of residual brainstem function persist [ 17 ]. 

 The concept of brain death has been criticized as a 
social construct created for utilitarian purposes to permit 
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 transplantation [ 13 ,  18 ,  19 ]. However, traditional cardiopul-
monary defi nitions of death (asystole, circulatory arrest, and 
apnea) are no longer suffi cient in the face of advancing tech-
nology that may support and/or replace complete and irre-
versible loss of heart and/or lung function. Every solid organ 
can be supported by ICU-based technology or replaced by 
 transplantation  except  the brain. If the heart is completely 
and irreversibly arrested, death has not occurred if the cir-
culation is being supported by a machine such as extracor-
poreal membrane oxygenation (ECMO) or other forms of 
artifi cial heart technology, as long as neurological function 
is salvageable [ 20 ]. Cardiorespiratory function can be sus-
tained in any form or severity brain failure. Although it was 
once considered that brain death invariably leads to hemo-
dynamic stability and cardiac arrest [ 21 ,  22 ], it is now clear 
that aggressive cardiorespiratory support, hormonal therapy, 
and nursing care can maintain somatic functions indefi nitely 
[ 23 – 25 ]. These continued advances in technology and trans-
plantation have made brain- based determination of death 
more relevant and valid but also more complex today than 
in its origin.   

    End-of-Life Care and the Obligations 
of the PICU 

 For patients who die as a result of severe brain injury, standard 
end-of-life care should include offering the option of organ 
and tissue donation for eligible patients. Routine provision 
of the opportunity to donate has become law in a number 
of jurisdictions, refl ecting strong societal support for organ 
donation. Although the benefi ts of organ donation have been 
traditionally linked to the needs of transplant recipients, it is 
increasingly apparent that families desire the opportunity as 
a fundamental part of, rather than distinct from, end-of-life 
care. Families of children who die in the PICU may offer 
organs despite being ineligible and in follow- up, of those 
who were not asked to donate, 37 % wanted the opportunity 
to be presented [ 26 ,  27 ]. 

 All patients who are suspected of being brain dead should 
have an assessment to document this fact, to diagnose death 
and establish donor eligibility [ 28 ]. Diagnosis of brain 
death should be made to support the family’s wishes and 
in a timely fashion. Brain death is the exclusive domain of 
ICU practice and the determination of death should be made 
as per accepted medical standards in the local jurisdiction. 
Families should be supported through the declaration and the 
death process. Correspondingly, the PICU, in collaboration 
with regional organ donation/procurement services, should 
be responsible for ensuring that the opportunity for donation 
occurs [ 29 ].  

    Demographics and Etiology 

 The most common etiologies of brain injury leading to brain 
death in children are traumatic brain injury and hypoxic- 
ischemic encephalopathy after cardiac arrest, followed up 
relatively rarely by cerebrovascular accidents and CNS 
tumors. The demographics have changed over time in adults, 
where cerebrovascular accidents now exceed traumatic 
brain injury as the primary cause leading to brain death 
[ 30 ,  31 ]. Acute neurosurgical lesions account for the major-
ity of cases and include traumatic brain injury, intracranial 
hemorrhage related to vascular malformations or tumors, 
and acute hydrocephalus. Other causes in children include 
infection (meningitis, encephalitis), metabolic encephalopa-
thies (hepatic failure, diabetic ketoacidosis, inborn errors of 
metabolism, hyponatremia) and vasculitis [ 29 ]. 

 The true incidence of brain death is not known, as there 
is currently no mechanism for mandatory reporting. This is 
problematic, as countries report their organ donor rates as 
“per million population”, which does not account for the 
wide variation of motor vehicle, cerebrovascular fatality 
rates, and medical/surgical resources between countries and 
within geographic regions of each country. Indirect estimates 
suggest the incidence of brain death is progressively decreas-
ing [ 32 ]. Successful public health policy is reducing the inci-
dence of traumatic brain injury, early fi eld interventions and 
advances in neuroprotective therapy decreases mortality, 
and earlier neuroprognostication leads to recommendations 
to withdraw to life sustaining therapy prior to brain death 
occurring. Table  37.1  lists the demographics of brain death 
in children from a large single center experience [ 29 ]. Of 
all deaths in the PICU, 16–38 % are brain death (Fig.  37.1 ), 
dependent on the geographic location and type of unit, dis-
ease severity, end-of-life practices and the application of the 
diagnostic criteria.

        Pathophysiology 

 Regardless of the primary etiology of brain injury, tissue 
edema or mass effect leads to the fi nal common pathway char-
acterized by increasing intracranial pressure, which progres-
sively impairs cerebral blood fl ow. As pressure rises inside 
the rigid intracranial vault, it may do so heterogeneously 
throughout the brain or selectively within compartments. 
Pressure-related ischemia ensues leading to further neuronal/
glial injury, abnormal vascular autoregulation, and edema 
[ 33 ]. This contributes to a continued rise in ICP until intrace-
rebral pressure exceeds arterial infl ow pressure and cerebral 
circulatory arrest occurs. In response to rising intracranial 
pressure, the brain herniates through paths of least resistance 
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(Fig.  37.2 ), most commonly seen as downward descent of 
the brainstem and cerebellum through the foramen magnum 
(Fig.  37.3a , b). Cellular disruption and herniation triggers an 
infl ammatory cascade that affects cardiorespiratory function, 
and hormonal regulation [ 34 ]. This cascade affects pituitary 
and hypothalamic function resulting in catecholamine, thy-
roid, and vasopressin abnormalities [ 22 ,  35 – 37 ].

    The duration of time from injury to brain death may vary, 
depending on mechanism and severity of initial injury and 
the response to neuroprotective therapies. Acute and massive 
rises in ICP as seen with explosive brain death [ 38 ], as may 
be seen with sudden intracranial hemorrhage, may present 
immediately with herniation. Slower rises in ICP, in response 
to acute injury and gradual cerebral edema e.g. hypoxia- 
ischemia, make take many days.  

    Minimum Clinical Criteria 

    Brainstem Refl exes 

 Brain death is fundamentally a detailed clinical examina-
tion that documents the  complete and irreversible loss of 
consciousness and absence of brainstem function including 
the capacity to breathe . The following criteria in the clinical 
assessment for brain death determination are not uniform but 
still remarkably similar throughout the world, most based on 
initial American Academy of Pediatric guidelines in 1987 
(Table  37.2 ) [ 39 – 43 ].

      Etiology and Coma 
 The fundamental principle of organ donation continues to 
refl ect adherence to the ‘dead donor rule’ [ 44 ]. As a result, 
an absolute prerequisite is the absence of clinical neurologi-
cal function with a known, proximate cause that is irrevers-
ible. There must be defi nite clinical and/or neuroimaging 
evidence of an acute central nervous system (CNS) event 
that is consistent with the irreversible loss of neurological 
function. Coma of unclear mechanism or etiology precludes 
the diagnosis.  

    Absent Motor Response 
 Deep unresponsive coma implies a Glasgow Coma Score 
(GCS) of 3 and specifi cally an absence of centrally medi-
ated response to pain. This should be tested with deep central 
stimulation at the sternum or clavicles bilaterally. Any motor 
response in the cranial nerve distribution, CNS-mediated 
motor response to pain in any distribution, seizures, decor-
ticate and/or decerebrate responses is not compatible with 
the diagnosis. Spinal refl exes, or motor responses confi ned to 
spinal distribution, may persist. A proportion of patients may 
continue to display some refl ex spinal activity, which can 
confuse the bedside staff or the inexperienced clinician and 
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  Fig. 37.1    Modes of death in 
PICU: comparison of literature 
rates of different modes of death 
for children admitted to the 
paediatric intensive care units 
(Adapted from Martinot et al. [ 28 ]. 
With permission from John Wiley 
& Sons, Inc.)       

   Table 37.1    Demographics of pediatric brain death (Hospital for Sick 
Children, Toronto, from January 1990 to December 1997)   

 Etiology  n = 199 (%) 

 Acute neurosurgical lesions  91 (46 %) 
 Hypoxic-ischemic encephalopathy  66 (33 %) 
 Infection  24 (12 %) 
 Miscellaneous  18 (9 %) 
 Age  Mean 5.80 +/- 5.2 years 

 Median 4.15 years 

  Adapted from Tsai et al. [ 29 ]. With permission from Wolter Kluwers 
Health 
 1.  Acute Neurosurgical Lesions ( ANL )- includes head trauma from 

motor vehicle accident, intracranial bleed from arterio-venous mal-
formations, non-accidental injury, intracranial tumour in isolation 
and acute hydrocephalus 

 2.  Hypoxic-Ischemic Encephalopathy ( HIE ) including post-cardiac 
arrest or respiratory arrest patients, near SIDS, near drowning, 
asphyxia and hypovolemic shock 

 3. Infection including meningitis, encephalitis and generalized sepsis 
 4.  Miscellaneous diagnoses such as metabolic encephalopathy from 

liver disease, diabetic ketoacidosis, inborn errors of metabolism, 
hyponatremia and vasculitis  
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be disturbing to family members. They should be anticipated 
and explanations should be provided to families. Observed 
spinal refl ex activity may range from subtle twitches to the 
more complex “Lazarus sign” and may be seen in 13–39 % 
of cases [ 45 – 47 ]. Persistence of these refl exes is compatible 
with brain death [ 48 ]. If disagreement arises as to their inter-
pretation, an ancillary test should be performed.  

    Absent Brainstem Refl exes 
 Brainstem refl exes should be tested by localizing specifi c 
cranial nerves. Any response excludes brain death. A suc-
tion catheter should be inserted into the endotracheal tube to 
stimulate the trachea. A Yankauer suction or tongue depres-
sor should be inserted into the back of the pharynx to observe 
for a gag response. Corneal responses should be evaluated 
by absence of blink response by opening the eye to expose 
the cornea and lightly touching the cornea with tissue. The 
pupils should be tested with a specifi c ophthalmoscope for 
direct and indirect response to light and should be dilated 
>4 mm and non-reactive. Interpretation should be cautious 
when topical ocular instillations or systemic atropine has 
been used. The oculo-cephalic, or so-called “dolls eyes” 
refl ex is a less potent stimulus to the vestibular system, con-
traindicated when cervical spine injury is suspected and is 
generally not required. This should be performed by briskly 
moving the head side to side, observing for movement of the 
pupils. The pupils should remain mid-positioned. Ashwal 
recommends that the oculo-cephalic refl ex be evaluated and 
documented in neonates and infants in whom the oculo- 
vestibular refl ex may be more diffi cult to determine [ 49 ]. 
In newborns, the suck refl ex may be included [ 40 ]. The 
oculo- vestibular refl ex or so-called ‘caloric test’ should be 
performed with the head at 30°, irrigating the canals with 
50 ml of ice water via a catheter into the ear canal. Both eyes 
should be observed for 5 min with any eye deviation from 
the midline excluding brain death. Auditory canal should 
be patent and trauma to the tympanic membrane should be 
ruled out fi rst [ 41 ,  50 ].   

    Apnea Testing 

 Determination of persistent apnea is required as a fundamen-
tal part of the clinical criteria and is based on the absence 
of any sign of respiratory effort (mediated by the medullary 

  Fig. 37.2    Sites of potential herniation in response to intracranial pres-
sure. (1) Supratentorial herniation ( a ) uncal, ( b ) central (transtentorial), 
( c ) cingulate (subfalcine), ( d ) transcalvarial. (2) Infratentorial hernia-
tion ( e ) upward (upward cerebellar or upward transtentorial), ( f ) tonsil-
lar (downward cerebellar) (Reprinted from Wikipedia Commons. File: 
brain herniation types-2.svg.   http://commons.wikimedia.org/wiki/
File:Brain_herniation_types-2.svg     with permission from the Creative 
Commons License)       

a b

  Fig. 37.3    Sagittal T2 ( a ) and coronal T1 ( b ) series MRI after brain death, demonstrating downward herniation of brain stem and cerebellum 
through the foramen magnum       
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respiratory center) in response to acute hypercarbic stimula-
tion. In less technically advanced centers, apnea determined 
by ventilator disconnection may be suffi cient [ 18 ]. However, 
most guidelines require documentation of apneic threshold 
as determined by arterial blood gas analysis. Most require a 
starting pH of 7.40 with normalized PaCO2. American [ 51 ] 
and Canadian [ 40 ] guidelines recommend an apneic thresh-
old PaCO 2  ≥ 60 mmHg and increase of 20 mmHg above 
baseline [ 43 ]. Some guidelines also require documentation 
of an acidemic pH < 7.28 [ 40 ]. 

 Optimal performance of the apnea test requires a period 
of preoxygenation followed by 100 % oxygen delivered 
via to the trachea (e.g. insuffl ation via endotracheal cath-
eter inserted into distal trachea) upon disconnection from 
mechanical ventilation. Oxygen fl ow can be maintained 
at 4–5 L/min to support oxygenation. High fl ow rates 
could cause CO2 washout and delay arterial PaCO2 rise. 
Alternatively, endotracheal CPAP can be provided to mini-
mize any potential respiratory instability [ 52 ]. To correctly 
interpret an apnea test, the certifying physician must contin-
uously observe the patient for respiratory effort throughout 
the performance of the test. The rate of rise of PaCO2 during 
the apnea test is non-linear, depends on body temperature 
(metabolic rate) and basal PaCO2 [ 53 ] and often requires up 
to 10–20 min off the ventilator. It is estimated that approxi-
mately 3–6 mmHg/min rise of PaCO2 occurs after discon-
nection from the ventilator. Serial arterial blood gases should 
be drawn to monitor the rise of PaCO2 and determine the end 
of testing once thresholds are reached [ 42 ]. Optimally, the 
ventilator should be disconnected during testing to prevent 
autotriggering and being confused for respiratory effort [ 54 ]. 

 There are risks of hypoxemia, hemodynamic instability, 
arrhythmia or cardiac arrest during the apnea test, occur-
ring in up to 21 % [ 55 ,  56 ]. This may be anticipated with 
coexisting respiratory dysfunction, myocardial injury or 
hemodyamic instability and reduced by preoxygenation. The 
blood pressure should be supported throughout the apnea 
test. In those with high risk of apnea test complications, the 

time off the ventilator can be minimized by reducing the ven-
tilator rate prior to the test, lung recruitment and CPAP prior 
to disconnecting the ventilator, and maintaining CPAP [ 57 ] 
or administering exogenous CO2 during testing [ 41 ,  58 ]. 
Maintaining tidal volume and PEEP during the test has been 
shown to maintain stability [ 52 ]. 

 The recommended apneic thresholds are based on sub-
stantial and long term clinical experience, but are somewhat 
empirical. Higher hypercarbic breathing thresholds beyond 
those recommended has been reported in an isolated pedi-
atric case report [ 59 ]. Caution must be exercised in con-
sidering the validity of the apnea test if in the physician’s 
judgment there is a history suggestive of chronic respiratory 
insuffi ciency and responsiveness to only supra-normal levels 
of carbon dioxide, or if the patient is dependent on hypoxic 
drive. The apnea test should be performed with the goal of 
minimizing further hypoxic injury, minimal compromise 
of perfusion to end-organs, and minimizing risk of further 
injury to potentially recoverable brain tissue in case death of 
the brain stem has not actually occurred [ 43 ]. For these rea-
sons, the apnea test should only be performed if other brain-
stem functions appear to be irreversibly absent [ 60 ]. Though 
standard of practice, the apnea test continues to create some 
controversy [ 61 ,  62 ]. Inability to perform or complete the 
apnea test for technical or stability reasons mandates ancil-
lary testing [ 41 ].  

    Confounding Factors 

 The confounding factors listed in Table  37.3  preclude the 
clinical diagnosis of brain death. It is well recognized that 
hypothermia (core temperature < 32.2 °C) induces hypore-
fl exia and that at temperatures < 28 °C arefl exia may ensue 
[ 63 ]. Despite this fact, level of consciousness and core tem-
perature may be poorly correlated [ 64 ] and the effect of brain 
injury on temperature is unclear. Hypothermia is now being 
used more often as therapy for acute brain injury post-trauma 
or after cardiac arrest and practice may impact timing of dec-
laration [ 65 ,  66 ]. Many guidelines include specifi c core tem-
perature thresholds for clinical determination of brain death 

   Table 37.2    Clinical criteria for brain death   

 1. Established etiology 
   Capable of causing brain death in the absence of reversible 

conditions capable of mimicking brain death 
 2. Deep unresponsive coma 
 3. Absent motor responses, excluding spinal refl ex or mycolonus 
 4. Absent brainstem refl exes 
  Gag and cough response 
  Corneal responses 
  Pupillary responses to light with pupils at mid size or greater 
  Oculo-cephalic and oculo-vestibular responses 
 5. Absent respiratory effort based on the apnea test 
 6. Absent confounding factors 

  Based on Refs. [ 40 ,  43 ]  

   Table 37.3    Confounding factors in the diagnosis of brain death   

 1. Unresuscitated shock or hypotension 
 2. Hypothermia 
 3.  Severe metabolic disorders capable of causing a potentially 

reversible coma 
 4.  Peripheral nerve, muscle dysfunction or neuromuscular blockade 

potentially accounting for unresponsiveness e.g. Guillain-Barre 
syndrome 

 5.  Clinically signifi cant drug intoxications (e.g., alcohol, 
barbiturates, sedatives, hypnotics) 

 6. The acute post resuscitation phase after cardiac arrest 

  Based on Refs. [ 40 ,  43 ]  
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but recommended thresholds are wide, ranging from 32.2 °C 
to 36.5 °C [ 40 ] [ 43 ].

   Severe metabolic abnormalities including hyperglycemia 
or hypoglycemia, electrolyte imbalances, inborn errors of 
metabolism, and liver or renal dysfunction may play a role 
in the patient’s clinical presentation. Reversible coma with 
hypernatremia >160 has been documented. Hypokalemia 
below 2 mmol/L as well as hypophosphatemia and hypomag-
nesemia can present with fl accid paralysis or encephalopathy 
[ 67 – 69 ]. Specifi cally, abnormal thyroxine, ammonia, and 
urea levels can be implicated in potentially reversible coma 
[ 41 ]. It is important to distinguish metabolic abnormalities 
that play a role in the presentation, e.g. acute hyponatremia 
and resultant cerebral edema, from those that may arise dur-
ing the ICU treatment phase but do not necessarily contribute 
to brain arrest (e.g. hypernatremia from diabetes insipidous). 
If the primary etiology does not fully explain the clinical 
picture, and if in the treating physician’s judgment the meta-
bolic abnormality may play a role, it should be corrected or 
an ancillary test should be performed. 

 Brain death determination in the presence of recognized 
therapeutic or self-administered drug intoxication requires 
attentiveness to the pharmacokinetic profi le of the identifi ed 
agent [ 30 ]. Common therapeutic agents such as narcotics, 
benzodiazepines, and anaesthetic agents such as propofol 
should be stopped prior to testing with appropriate time 
for drug clearance. Muscle relaxant effect should be ruled 
out with train-of-four stimulation if needed. Elimination 
of these drugs may be slower in brain injured patients and 
may confound clinical brainstem testing thus imitating brain 
death [ 70 – 72 ]. Where the identity of a suspected inges-
tion is unknown, drug screening should be considered and 
time should be allotted for metabolism and elimination of 
the drug. Alternatively, ancillary testing to confi rm cerebral 
circulatory arrest is recommended. Importantly, therapeutic 
levels and/or therapeutic dosing of anticonvulsants, sedatives 
and analgesics do  not  preclude the diagnosis. 

 It is important to distinguish barbiturate intoxication as 
the primary etiology of coma, where cerebral blood fl ow 
persists, versus high dose barbiturates used for the treatment 
of refractory intracranial hypertension. The EEG is of lim-
ited use to distinguish these situations. Existing evidence 
suggests that for patients who fulfi ll minimum clinical crite-
ria under the circumstances of high dose barbiturate therapy 
utilized for refractory intracranial hypertension to achieve 
deep coma or electrocerebral silence, death can be con-
fi rmed by the demonstration of absent intracerebral blood 
fl ow [ 43 ,  73 ]. 

 Neurological assessments may be unreliable in the acute 
post-resuscitation phase after cardiorespiratory arrest espe-
cially after therapeutic hypothermia [ 66 ,  73 ,  74 ]. Case 
reports have been identifi ed where initial clinical exam after 
therapeutic hypothermia was consistent with brain death but 

were subsequently reevaluated [ 72 ,  75 ]. Some studies report 
more reliable neurologic exam after 3 days post therapeutic 
hypothermia [ 76 ]. In cases of acute hypoxic-ischemic brain 
injury, most guidelines recommend that clinical evaluation 
should be delayed for at least 24 h subsequent to the cardio-
respiratory arrest or an ancillary test should be performed 
[ 77 – 79 ]. Further caution and delay is advised after the use of 
therapeutic hypothermia, although evidence for the duration 
of this time delay is yet to be clearly established [ 43 ].  

    Physician Expertise 

 The level of expertise and specialty of declaring physicians 
vary by country and region, most often including intensiv-
ist, neurologist and/or neurosurgeon [ 39 ]. Some guidelines 
recommend attending staff level to augment the rigor of 
the determination [ 40 ] but this is not uniform throughout 
the world. Regardless of specialty, the physician should be 
experienced in the ICU-based management of severe brain 
injury and neurological evaluation. Appropriate training sup-
plemented by substantial clinical experience may be more 
important than the specialization of the attending physician. 
Most guidelines explicitly exclude those physicians involved 
in organ transplantation from brain death determination pro-
cesses [ 40 ,  42 ].  

    Subsequent Clinical Examinations 
and Time Intervals 

 The presumed purpose of a second examination is to assure 
independent confi rmation and/or confi rm irreversibility over 
time. Most clinical guidelines require two clinical exami-
nations within a predetermined time interval depending 
upon the etiology of brain injury, ranging from 2 to 24 h. 
However, some advocate for single brain death examination 
citing that the second exam may be associated with delays 
leading to increased cost and loss of viable organs [ 80 ,  81 ]. 
Most commonly, it is recommended that a 24-h observation 
period between examinations be observed in hypoxic-isch-
emic brain injury. Guidelines, however, tend to be less spe-
cifi c regarding appropriate interval times in all other clinical 
circumstances. 

 Interval waiting times have progressively diminished 
since the earliest guidelines of the Ad Hoc Committee of 
the Harvard Medical School. Some guidelines such as those 
developed by the Australia and New Zealand Intensive Care 
Society [ 82 ] mandate that two different physicians determine 
brain death when organ transplantation is being considered; 
most do not. More commonly a single physician may per-
form both clinical examinations. Canadian guidelines [ 40 ] 
mandate two physician examinations in accordance with 
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existing legislation, but have eliminated the requirement for 
any predefi ned time interval between examinations for all 
age groups outside of the newborn period, regardless of the 
mechanism of brain injury.  

    Age Related Adjustments 

 Guidelines specifi c to infants and children are lacking do 
to limited experience, emerging evidence, and concerns 
about the ability to reliably confi rm irreversibility, espe-
cially under 2 months of age (Table  37.4 ). Some conclude 
that it is diffi cult to confi rm brain death in this group [ 41 ]; 
however, recommendations for the purposes of organ 
donation do exist in many jurisdictions [ 32 ]. It is widely 
accepted that adult criteria may be applied in children, 
although the age limits are inconsistent amongst guide-
lines. There is little or no scientifi c basis for published age-
related adjustments and  disagreement on whether clinical 
examination alone is suffi cient in children below 1 year. 
The interval times between examinations and requirements 
for ancillary testing in the newborn and infant period are 
inconsistent [ 43 ].

   Farrell et al [ 83 ] indicate that the clinical history, physical 
examination and an apnea test are suffi cient in diagnosing 
pediatric brain death, where adult guidelines may be used 
in infants > 7 days of age. Nakagowa et al. recently pub-
lished an update of 1987 American Academy of Pediatrics 
guidelines where review of the literature has suggested that 
declaration can be suitable for infants >37 weeks gestation 
and older providing the clinicians are aware of the limita-
tions of clinical exam and ancillary tests in this age group 
[ 43 ,  84 ] Similarly, Canadian guidelines emphasize that 
brain death in term newborns, infants and children remains 
a clinical diagnosis and ancillary testing by cerebral blood 
fl ow imaging should be reserved for cases where the mini-
mum clinical criteria cannot be completed or confounding 
factors exist [ 40 ].  

    Legal Time of Death 

 The medical literature and daily practice is often unclear 
on the issue of timing of legal death in the case of brain 
dead patients because two examinations for brain death are 

required in most jurisdictions. Following the fi rst determina-
tion of brain death, Pallis states that the patient becomes a 
“ventilated cadaver” [ 5 ]. It is acknowledged that, in expe-
rienced hands, the second examination for brain death is 
invariably consistent with the fi rst and that an apnea test 
need not be repeated during the second evaluation [ 39 ]. In 
some jurisdictions, two examinations are mandated for post- 
mortem donation, but only one for the diagnosis of death 
without donation [ 40 ]. While regional legal statutes should 
be clarifi ed, it is most reasonable to conclude that the dec-
laration of death should be legally established at the com-
pletion of the fi rst brain death examination [ 40 ]. However, 
recent American guidelines state that death is certifi ed on the 
second examination [ 43 ].   

    Ancillary Testing 

 Brain death is fundamentally a clinical examination and 
where all the minimum clinical criteria have been met, there 
is no need to consider ancillary diagnostic testing (exclud-
ing age adjustments) [ 51 ]. However, the indications for 
ancillary testing vary by jurisdiction and age [ 40 ,  41 ,  43 ]. 
A number of international guidelines still mandate ancil-
lary diagnostic testing to establish brain death [ 39 ]. These 
advocate for increased reliance on routine ancillary blood 
fl ow tests to corroborate clinical exam in cases of unknown 
confounding factors [ 72 ,  85 ]. In general, the following indi-
cations should apply:
    1.    the inability to complete any part of the minimum 

clinical criteria e.g. spinal cord injury that precludes 
motor testing, or respiratory instability that precludes 
apnea testing, ocular trauma that precludes eye 
 examination etc.   

   2.    the presence of confounding conditions that cannot be 
resolved.   

   3.    the uncertainty or disagreement amongst certifying 
physicians.   

   4.    the need to help families understand brain death    
  In most jurisdictions the use of ancillary testing is lim-

ited, provided that a well-established etiology for brain-
stem death is identifi ed and that conditions known to mimic 
absent brainstem function are excluded. There are currently 
no techniques available to directly evaluate fl ow or function 
of the brainstem in isolation. 

   Table 37.4    Age adjustments   

    >37 weeks CGA–1 month  1 month–1 year  Over 1 year 

 48 h after birth  Suggest 24 h after primary anoxic injury  Suggest 24 h after primary anoxic injury 
 24 h between exams  12 h between exams  12 h between exams 
 Exam includes suck,
and oculocephalic refl ex 

  Based on Refs. [ 40 ,  43 ]  
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    Electroencephalography (EEG) 

 The EEG is readily available in most tertiary medical cen-
ters worldwide, has a long historical experience in practice, 
and is the most common ancillary test recommended. It was 
a component of the fi rst guidelines for brain death [ 2 ] and 
remains strongly recommended in the United States [ 42 ,  43 , 
 86 ,  87 ]. It can be performed at the bedside but has signifi cant 
limitations. The EEG detects cortical electrical activity but 
is unable to detect deep cerebral or brainstem function and 
thus it may be isoelectric in the presence of viable neurons 
and blood fl ow in the brain stem and elsewhere [ 88 ]. Some 
patients may remain indefi nitely in a vegetative state with a 
fl at EEG, but are clearly not brain dead [ 89 ,  90 ]. The high 
sensitivity requirement for recording may result in detection 
of electric interference from many of the devices that are 
commonplace in the ICU setting. The EEG is also signifi -
cantly affected by hypothermia, drug administration and met-
abolic disturbances. These factors, resulting in false positives 
or false negatives, diminish its clinical utility [ 91 ]. While it 
is still required in many jurisdictions, the relevance of the 
EEG for brain death is under question and a number of recent 
guidelines recommend testing of intracerebral blood fl ow as 
the ancillary test of choice especially in infants [ 43 ,  92 ,  93 ].  

    Tests of Intracerebral Blood Flow 

 Tests that show absent blood fl ow to the brain are generally 
accepted as establishing whole brain death with certainty, 
as it is accepted that the brain without a blood supply for 
an extended period of time is completely and irreversibly 
arrested. They provide evidence of global brain death; i.e. 
both the cerebral hemispheres and posterior fossa structures 
can be assessed. Because these tests have been used to defi ne 
brain death, there are no reliable studies to assess their valid-
ity  before  clinical brain death has occurred [ 92 ]. The tests are 
not confounded by drugs, metabolic disorders or hypother-
mia. Blood pressure stability should be ensured as damaged 
brain may have lost autoregulation and blood fl ow will vary 
with changes in perfusion pressure. Rarely, perfusion tests 
give “false negative” results, in which some perfusion of 
arterial or venous intracranial structures is found in the pres-
ence of clinically and pathologically confi rmed brain death 
[ 93 ,  94 ]. This occurs principally in those conditions in which 
intracranial pressure is lowered through some decompressive 
mechanism, e.g., decompressive craniectomies, skull frac-
tures, ventricular shunts or infants with pliable skulls. While 
a number techniques are in evolution, the two generally 
recommended diagnostic tests capable of identifying com-
plete cerebral circulatory arrest are cerebral angiography and 
Tc-99 m hexamethylpropylene-amine oxime (Tc-HMPAO) 
radionuclide angiograph [ 93 ]. 

    4-Vessel Cerebral Angiography 
 Visualizing both the anterior and posterior cerebral circula-
tion is the traditional “gold standard” among ancillary test-
ing for brain death [ 95 ]. Cerebral-circulatory arrest occurs 
when intracranial pressure exceeds arterial infl ow pressure. 
External carotid circulation should be evident, and fi lling of 
the superior sinus may be present. The absence of any intra-
cranial fi lling of internal carotid or vertebral arteries should 
be demonstrated [ 96 ]. Angiography requires technical exper-
tise and is performed in the radiology department, neces-
sitating transport. Arterial puncture and catheter-related 
complications have been described. Radiocontrast can pro-
duce idiosyncratic reactions and renal dysfunction.  

    Nuclear Medicine Imaging Techniques 
 Radionuclide angiography for brain death confi rmation has 
been widely accepted for a number of years and is easy 
to perform [ 97 ]. Radiopharmaceuticals, such as Tc-99 m 
hexamethylpropylene- amine oxime (Tc-99 m HMPAO) and 
ethyl cysteinate dimer (ECD), have been studied extensively 
in the last decade with enhanced detection of intracerebral, 
posterior fossa and brainstem blood fl ow [ 92 ]. They are 
lipid soluble, crossing the blood-brain barrier and penetrate 
into the brain parenchyma in proportion to regional blood 
fl ow. They are detected with single photon emission com-
puted tomography (SPECT) and provide information on 
both arterial cerebral blood fl ow and uptake of tracer within 
perfused brain tissue. Their ability to show the presence or 
absence of brain perfusion rather than just intracranial cir-
culation makes them close to the ideal test [ 98 ,  99 ]. The 
lack of signal from the intracranial compartment and the 
normal uptake in other parts of the head produce the “empty 
light bulb” (Fig.  37.4 ) and “hot nose” signs [ 100 ]. Access 
to radionucleotides is time consuming and requires specifi c 
technical expertise. As well, traditional gamma cameras 
used for this technique are immobile necessitating patient 
transfer for study. Newer technologies are portable, allow-
ing for studies to be performed at the bedside where avail-
able [ 101 ,  102 ].

       Transcranial Doppler Ultrasonography 
 Using a pulse doppler instrument, the intracranial arter-
ies are isolated bilaterally, including the vertebral or basi-
lar arteries. Brain-dead patients display either absent or 
reversed diastolic fl ow or small systolic spikes [ 103 ]. The 
non- invasiveness and portability of this technique are 
advantageous, but the technology requires substantial clini-
cal expertise for proper application and is not widely avail-
able. Up to 20 % may fail Doppler scanning because of 
inappropriate visualization [ 104 ]. Use of this technique is 
being studied and is thought to be a possible future sensitive 
alternative to angiography [ 105 ,  106 ]. At present; however, 
its use alone is still limited [ 107 ].  
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    Magnetic Resonance Angiography with Magnetic 
Resonance Imaging (MRA with MRI) 
 Loss of intracranial perfusion with MRA is the most defi nitive 
aspect of MRI perfusion. In addition, there is loss of intracra-
nial fl ow, transtentorial and tonsillar herniation, variable gray-
white differentiation and relative contrast enhancement of the 
nose and scalp, similar to that found with nuclear medicine 

tests [ 108 ]. MRA for diagnosis of brain death has been shown 
to have high sensitivity but most studies lack inclusion of non-
brain dead patients to assess precision of false positives [ 42 ]. 
The addition of diffusion weighted images may increase the 
sensitivity, specifi city, and the positive predictive values thus 
allowing for an increase role [ 109 ]. Widespread experience in 
its use for confi rming brain death is still lacking [ 92 ].  

  Fig. 37.4    Nuclear medicine 
based cerebral blood fl ow scan 
( 99m Tc-labelled 
hexamethylpropyleneaminoxime 
( HMPAO )) demonstrating the 
absence of intracerebral blood 
fl ow in a child after brain death. 
Intact scalp and facial blood fl ow 
support the image of the ‘empty 
light bulb’ (Reprinted from 
Bonetti et al. [ 101 ]. With 
permission from Springer 
Science+Business Media)       
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    Computed Tomographic Angiography (CTA) 
 CTA is a recent addition to CT technology, which follows the 
intravenously injected contrast into the arterial circulation. 
The test provides adequate resolution for purposes of assess-
ing whether intracranial perfusion is present or not. Similar to 
MRA, widespread experience in its use for this indication is 
growing and holds future promise. As a rapid, non-invasive, 
and widely available technique, its use is more accepted. 
Studies show high sensitivity and specifi city for detecting cere-
bral circulatory arrest that accompanies clinical brain death 
[ 110 ]. However, CTA has not yet been well validated against 
the gold standard angiography and interpretation can be dif-
fi cult leading to false [ 111 ] positives of blood fl ow [ 94 ,  112 ].   

    Other Tests of Interest 

 At this time, there are no other convincing contenders for 
ancillary testing. Somatosensory  evoked potentials  and 
brainstem auditory evoked responses have been studied in 
brain death but are limited in suitability [ 112 ,  113 ]. Each 
test activates a discrete sensory pathway and thus exam-
ines  specifi c and anatomically limited tracts through the 
brainstem. They do not test the functional integrity of other 
CNS structures and are not suffi cient stand-alone tests for 
brain death [ 104 ].  Bispectral index  monitoring is a con-
tinuous, simple method to correlate cerebral blood fl ow. 
Studies have only shown that this method might be useful 
to alert the clinician to the possibility of progression to 
brain death but not to confi rm it [ 114 ]. The  Atropine test , 
whereby the expected rise in heart rate is absent, allows 
too limited an assessment of medullary function to be very 
useful [ 115 ]. Its anticholinergic action is meant to abolish 

any residual vagal tone mediated by the dorsal motor vagal 
nucleus in the medulla.   

    Variability and Practice Controversies 

 Numerous investigators have described consistency in 
concept, but signifi cant variability in diagnostic criteria in 
Canadian [ 116 ], American [ 117 ,  118 ] international [ 39 ] and 
pediatric studies [ 8 ,  119 ,  120 ]. While the brainstem criteria 
are quite uniform, inconsistencies are evident in observation 
time, apnea testing, examination intervals, provisions for 
anoxic brain death, pediatric age adjusted criteria, confi rma-
tory laboratory testing, required expertise of physicians and 
legal standards. Although various publications have been 
used as reference documents [ 2 ,  40 ,  84 ], hospitals or regions 
may make individual adjustments to existing guidelines, thus 
exaggerating the inconsistencies between different hospitals 
in the same country [ 118 ]. Hopefully newer consensus state-
ments have addressed ambiguities in earlier documents [ 42 , 
 43 ]. With the addition of newer resuscitation techniques such 
as hypothermia and extracorporeal life support, the timing 
and techniques needed for brain death confi rmation might 
need adaptation [ 20 ,  72 ,  75 ]. In addition, there are concerns 
incomplete brain death documentation in medical charts 
[ 121 ] that may refl ect a problem of documentation or a more 
concerning, a lapse in performing the full clinical examina-
tion. These inconsistencies risk damaging the credibility of 
the determination and there is a strong need for standard-
ization of brain death criteria within countries and interna-
tionally [ 122 ,  123 ]. Checklist-based documentation should 
be ensured to minimize variability, an example of which is 
shown in Fig.  37.5  [ 42 ,  43 ,  111 ,  124 ].
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  Fig. 37.5    Sample brain death declaration checklist (Reprinted from Nakagawa et al. [ 43 ]. With permission from Wolter Kluwers Health)       
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        Introduction 

 Successful medical management of the organ donor is critical 
to actualizing the individual or family’s intent to donate and 
maximizing the benefi t of that intent. This interval of care in 
the PICU begins with brain death and consent to donation 
and culminates with surgical organ procurement. It gener-
ally ranges from 12 to 48 h or longer and is related to the 

time required for repeated brain death declarations,  consent 
discussions with the family, procurement logistics of donor/
organ evaluation, and donor/recipient matching. During this 
phase, risks for hemodynamic instability and compromise of 
end organ function are high (Table  38.1 ). There is a signifi -
cant opportunity for enhancing donor multi- organ function 
and improving organ utilization with appropriate medical 
management [ 1 ].

   The brain dead organ donor is in a distinct and challeng-
ing pathophysiological condition that culminates in a state of 
multifactorial shock. The current level of evidence support-
ing practices in pediatric donor management is limited by the 
inherent lack of prospective trial data, and based largely on 
adult human and animal studies; however, donor manage-
ment practice is of increasing importance [ 2 – 5 ]. PICU care 
should be tailored by principles similar to the management 
of any patient with multifactorial shock. It is important to 
treat the donor as one would treat the transplant recipient. 
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This can be accomplished by understanding the physiology 
of brain death coupled with aggressive and attentive PICU 
management. 

 Figure  38.1  shows the Canadian experience of organ uti-
lization across all age groups, comparable to international 
rates [ 6 – 8 ]. Utilization rates vary from region to region and 
transplant center to transplant center. Rates for heart and 
lung utilization have the greatest capacity for quantitative 
improvement. For the purposes of most international reports, 
a “donor” is one who has provided at least one organ that has 
been transplanted (Table  38.2 ). Initial interventions to 
increase transplantation focused on identifi cation, referral, 
and consent of the donor, recent pursuit of organ yield has 

gained importance [ 9 ]. Pediatric investigators have reported 
rates of 3.6 organs per donor (of eight possible organs), but 
22 % of consented pediatric donors failed to provide  any  
transplantable organs primarily due to hemodynamic insta-
bility during the phase of PICU donor care [ 10 ].

    The goal of PICU based donor management is to improve 
the utilization of organs from consented donors to transplant 
recipients. The potential benefi ts of aggressive medical man-
agement of the organ donor may include increased number 
of donors providing transplantable organs and increased 
number of organs transplanted per donor. This may improve 
graft function, graft survival and patient survival in those 
transplanted [ 11 ].  

   Table 38.1    Incidence of pathophysiologic changes occurring after 
brain stem death requiring intensive care management of the potential 
organ donor   

 Hypotension  81 % 
 Diabetes insipidus  65 % 
 Disseminated intravascular coagulation  28 % 
 Cardiac arrhythmias  25 % 
 Pulmonary edema  18 % 
 Metabolic acidosis  11 % 

  [Based on data from ref.  298 ]  
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  Fig. 38.1    Organ-specifi c utilization rates for deceased donors, Canada, 1993–2002 (Reprinted from Badovinac et al. [ 6 ]. With permission from 
Springer Science + Business Media.)       

   Table 38.2    Organ-specifi c donation numbers for pediatric deceased 
brain dead donors in United States, UNOS   

 2010  2009 

 All donors  841  916 
 Kidney  792  854 
 Liver  739  794 
 Heart  477  480 
 Pancreas  321  365 
 Lung  212  204 
 Intestine  100  138 

  [Based on data from Ref.  299 ]  
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    The Physiology of Brain Death 

 The deterioration of cardiovascular and pulmonary function 
associated with intracranial hypertension will vary with the 
rapidity of rise of intracranial pressure (ICP) [ 12 ], time after 
herniation, and presence of coexisting forms of myocardial 
injury e.g., traumatic myocardial contusion, ischemia after 
cardiac arrest, shock, or hypoxemia [ 13 ,  14 ]. In the face 
of markedly elevated ICP, mean arterial pressure (MAP) 
rises in an effort to maintain cerebral perfusion pressure. 
As ICP rises further, cerebral herniation into the brainstem 
ensues, and brainstem ischemia is initiated in an orderly, 
rostral- caudal fashion. Initial apnea, bradycardia, hypo-
tension and drop in cardiac output are mediated by vagal 
(parasympathetic) activation resulting from midbrain isch-
emia. Brainstem ischemia then progresses toward the pons, 
where sympathetic stimulation is superimposed on the initial 
vagal response, resulting in bradycardia and hypertension 
(the classic Cushing’s refl ex) [ 15 ]. During this period, the 
ECG may be characterized by sinus bradycardia, junctional 
escape beats, and even complete heart block [ 16 ]. Further 
extension into the medulla oblongata occurs, at which point 
the vagal cardiomotor nucleus becomes ischemic, preventing 
tonic vagal stimuli. This results in unopposed sympathetic 
stimulation which may last for minutes to hours and mani-
fests as arterial hypertension with elevated cardiac output 
with the potential for tachyarrhythymias [ 16 ]. This period 
of unopposed sympathetic stimulation is often termed the 
 “autonomic” or “sympathetic storm” during which time 
cardiotoxicity occurs and severe vasoconstriction may com-
promise end organ perfusion [ 17 ,  18 ]. Subsequent changes 
occur in oxygen consumption and delivery [ 19 ]. Herniation 
triggers an infl ammatory cascade that affects cardiorespira-
tory function, and hormonal regulation [ 20 ]. This cascade 
affects pituitary and hypothalamic function resulting in cat-
echolamine, thyroid, and vasopressin abnormalities [ 21 – 24 ]. 

    Neurogenic Myocardial Dysfunction 

 The sympathetic storm is responsible for potentially revers-
ible myocardial injury and has been best studied in sub-
arachnoid hemorrhage [ 25 ], where is called “neurogenically 
stunned myocardium” [ 26 ,  27 ]. Endogenous catecholamine- 
related increases in peripheral resistance may result in a sud-
den increase in myocardial work and oxygen consumption 
leading to myocardial ischemia or infarction and subsequent 
elevation of cardiac troponin I and T [ 15 ,  28 ]. Patients dying 
of acute intracranial events show scattered foci of transmural 
myocardial injury that are not seen in patients dying of non-
cerebral causes [ 29 ]. Myocardial necrosis after subarachnoid 
hemorrhage is a neurally mediated process that is depen-
dent on the severity of neurological injury [ 30 ]. Brain dead 

 cardiac donors with elevations in cardiac troponin I have 
been shown to have diffuse subendocardial myocytolysis 
and coagulative necrosis and a high incidence of graft failure 
after transplantation [ 31 ]. The magnitude of the rise of epi-
nephrine after brain death and the extent of myocardial dam-
age have also been shown to depend on the rate of rise in ICP 
in a canine model [ 12 ,  32 ]. Dogs given a sudden rise in ICP 
demonstrated a higher epinephrine surge and poorly func-
tioning donor hearts. Surgical sympathectomy [ 33 ] or phar-
macologic sympathetic blockade in humans [ 34 ] and animals 
[ 35 ,  36 ] effectively prevents the ICP-related catecholamine 
cardiotoxicity and the electrophysiologic, biochemical and 
pathologic changes characteristic of neurogenic injury in the 
heart. While the ICP-related sympathetic storm is character-
ized by myocardial injury and high systemic vascular resis-
tance, it is soon followed by period of sympathetic depletion 
and a low SVR state. Brain dead patients become function-
ally decapitated and the sympathetic system is anatomically 
interrupted, similar to high spinal cord injuries [ 37 ].  

    Neurogenic Pulmonary Edema 

 This unopposed sympathetic stimulation mediates the myo-
cardial injury and is also likely responsible for the neuro-
genic pulmonary edema often seen in the management 
of patients with acute elevations of ICP (Fig.  38.2 ) [ 38 ]. 
Practitioners should be aware of this fulminant presentation 
of sudden onset respiratory failure with large volume, frothy 
tracheal secretions. In primate models of acute intracranial 
hypertension, acute heart failure ensues with reversal of fl ow 
in the pulmonary circulation due to massive rises in left atrial 

  Fig. 38.2    Chest x-ray showing neurogenic pulmonary edema in an 
adolescent with acute intracranial hypertension       
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pressure [ 33 ]. Rupture of pulmonary capillaries can occur 
from this retrograde increase in vascular hydrostatic pres-
sure [ 39 ]. This hydrostatic pulmonary edema is responsive 
to high PEEP and is generally reversible with time [ 40 ,  41 ].

       Infl ammatory State 

 Brain death is also associated with the up-regulation and 
induction of the infl ammatory response in all somatic organs 
[ 42 ], triggering a cascade of mediators that may affect graft 
function [ 43 ]. Transient focal cerebral ischemia upregulates 
the transcriptional levels of TNF-α, IL-6, and other markers 
[ 44 ,  45 ]. Rapid rises of ICP causes immune activation in 
peripheral organs resulting in enhanced immunogenicity 
[ 32 ]. In animal models, brain death has a detrimental effect 
on hepatic dysfunction related to immune activation and 
appears to be independent of hemodynamic instability [ 46 ] 
and magnifi ed by longer ischemic times [ 47 ]. In comparison 
to living related kidney donors, kidneys from brain dead 
donors have signifi cantly higher levels of pro-infl ammatory 
mediators on biopsy (endothelial E-selectin and proximal 
tubular expression of HLA-DR antigens, intracellular adhe-
sion molecule-1, and vascular cell adhesion molecule-1) [ 48 , 
 49 ]. Delayed renal graft function and acute rejection in the 
recipient is correlated to higher indices of free radical medi-
ated injury in the donor [ 50 ,  51 ]. Evidence that neurogenic 
pulmonary edema may be alleviated with glucocorticoids 
also suggests that an infl ammatory component exists in this 
process [ 52 ,  53 ]. Recent animal work suggests that this 
infl ammation is triggered by the acute hemodynamic effects 
of ICP-related neurogenic myocardial dysfunction, resulting 
in hydrostatic pressure based neurogenic pulmonary edema 
and rupture of the alveolar-capillary membrane [ 39 ,  54 ]. 

 Brain death is an important risk factor itself and infl uences 
graft outcomes, mediated by postischemic reperfusion injury 
and other nonantigen-dependent infl ammatory pathways [ 55 , 
 56 ]. Deleterious processes such as infl ammation and fi brosis 
occur in donor organs [ 57 ] potentiating graft immunogenic-
ity and increases host alloresponsiveness organs, developing 
and contributing to reduced graft survival [ 58 ]. These fi nd-
ings may used to introduce specifi c cytoprotective interven-
tions in the brain dead donor to reduce the immunogenicity 
or the pro-infl ammatory status of the graft and better main-
tain or increase organ viability. Anti- infl ammatory therapies 
may be benefi cial on eventual graft status [ 45 ].   

    Donor Management: General 

    Cardiovascular Performance and Monitoring 

 The etiology of low cardiac output in brain dead patients 
is complex and time dependent. It may be characterized by 
low preload due to vascular volume depletion, contractile 

 myocardial dysfunction, and variable SVR states ranging 
from extreme vasoconstriction from ICP-related sympathetic 
storm to vasodilation from sympathetic arrest. Resuscitation 
of the cardiopulmonary system benefi ts the function of all 
end organs in the brain dead donor. The variety of changes in 
volume status, cardiac inotropy, and peripheral vascular resis-
tance that occur after brain death are similar to those in any 
pediatric critically ill patient with shock of diverse etiology. 
Intensivists should titrate cardiovascular therapy to clinical, 
biochemical and hemodynamic endpoints that ensure restora-
tion of intravascular volume status, and appropriate support 
of the myocardium and vascular system to ensure optimal 
cardiac output for organ perfusion. Optimization with aggres-
sive intensive care can optimize transplantation [ 59 ]. 

 Evaluation of cardiocirculatory status is a global assess-
ment of multiple variables. Traditional and vigilant hemody-
namic assessments should be provided, based on physical 
fi ndings, vital signs, central venous pressure, urine output, 
central or mixed venous oximetry and serial lactate measure-
ments. Escalation of support should be accompanied by 
escalation of hemodynamic monitoring. 

 Echocardiographic parameters have also been demon-
strated to be benefi cial in predicting successful cardiac 
transplant outcomes [ 60 ,  61 ]. Echocardiographic systolic 
myocardial dysfunction is present in 42 % of adult brain 
death and associated with ventricular arrhythmias [ 60 ]. 
Diffuse wall motion abnormalities are a risk factor for 
30-day heart transplant mortality [ 62 ]. Evaluation of left 
ventricular end diastolic diameter, ventricular wall thickness, 
and coronary fl ow are felt to infl uence transplantation [ 63 ]. 
Single echocardiographic evaluations may have limitations 
in detecting the reversible myocardial dysfunction often 
seen after brain injury [ 26 ]. Recent studies advocate phar-
macologic stress evaluation for organ suitability [ 64 ]. The 
utility of serial echocardiograms to evaluate improvement in 
myocardial dysfunction in the brain dead donor and to better 
predict cardiac allograft survival has been reported in adults 
[ 65 ] and is evolving into routine practice. Studies show that 
serial echocardiogram lacked specifi city but was particularly 
useful in showing improvements following aggressive donor 
management [ 66 ]. 

 Right-sided pressures may underestimate left-sided pres-
sures after brain death and may increase risk for elevated 
left-sided fi lling pressures and pulmonary edema [ 67 ]. 
Expert consensus supports pulmonary arterial catheteriza-
tion (PAC) and cardiac output monitoring in adults, particu-
larly if the donors are hemodynamically unstable or initial 
ejection fraction is less than 40–45 % [ 68 ,  69 ]. PAC and 
goal-directed hemodynamic therapy of initially unaccept-
able donors, in conjunction with hormonal therapy may 
improve the rate of organ procurement without compromis-
ing transplant outcomes [ 70 ]. A signifi cant increase in heart 
recovery was seen with the use of PAC in adult studies [ 71 ]. 
The Transplantation Committee of the American College of 
Cardiology has recommended titrating volume infusions and 
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dopamine to thermodilution indices [ 72 ]. Justifi cations for 
PAC are not limited to the precise titration of hemodynamic 
support but are also required for the evaluation of suitability 
for heart and lung transplantation. As the use of PAC in 
PICU care is limited, serial echocardiography at q6-12 
hourly intervals has been recommended [ 69 ]. 

 Newer non-invasive methods of monitoring cardiac 
output are becoming more common because of their ease 
of use and safety, but are still not well validated for use in 
donor management, especially in children [ 73 ,  74 ]. Though 
management of the donor is similar to other shock states, 
monitoring of central venous saturations has not been rec-
ommended because of the lack of normal values in the donor 
patient [ 75 ]. Monitoring of other biochemical markers such 
as acidosis, lactates, and electrolytes is essential [ 76 ].  

    Hemodynamic Targets and Supports 

 Following the sympathetic storm, a subsequent reduction in 
catecholamines and sympathetic hormones result in a 
 normotensive or hypotensive phase. This stage is character-
ized by impaired cardiac inotropy and chronotropy, impaired 
vascular tone and a reduced cardiac output. Clinical deterio-
ration (progressive hypotension, hypoxia, anuria ± cardiac 
arrest) during the interval from brain death to procurement is 
common without aggressive intervention [ 77 ]. Cardiovascular 
support should be based on rational physiology and should 
be preceded by volume resuscitation to normovolemia. 

    Preload 
 Signifi cant volume depletion is anticipated in brain-injured 
patients after brain death due to fl uid restriction, diuretics, 
hyperosmolar therapy, third space losses, hemorrhage and/or 
diabetes insipidus. In addition, a low SVR state may result in 
relative hypovolemia. In a Canadian study of 77 pediatric 
organ donors [ 2 ], 53 % suffered sustained hypotension and 
35 % deteriorated to cardiac arrest. This was more common 
in patients treated with inotropic agents in the presence of a 
low central venous pressure and in those without anti-diuretic 
hormone replacement, emphasizing the importance adequate 
restoration of intravascular volume. Organ transplantation 
may be less favourable in preload dependent donors, possi-
bly related to higher infl ammatory response [ 78 ]. 

 The optimal volume status of the brain dead patient 
is controversial and transplant-organ specifi c. Disparity 
exists between lung and kidney interests (“dry lungs” ver-
sus “wet kidneys”). In a study of crystalloid fl uid manage-
ment in 26 brain dead donors, a signifi cant increase in the 
alveolar- arterial oxygen gradient was seen in those who 
achieved a central venous pressure (CVP) of 8–10 compared 
to those whose CVP was maintained at 4–6 mmHg [ 67 ]. 
Some authors advocate maintaining a CVP of 10–12 mmHg 
to volume replete those patients in whom only abdominal 
organs are to be procured, a CVP < 8 mmHg for potential 

lung donors and a CVP of 8–10 mmHg if both thoracic and 
abdominal organs are to be harvested [ 79 ]. This approach 
is impractical since all organs should initially be considered 
potentially transplantable. Effectively, euvolemia is the rea-
sonable goal and the assessment of volume status should be 
based on experienced clinical evaluation [ 80 – 82 ].  

    Contractility 
 The preferred choice of contractility agents in PICU practice 
varies according to individual center. Traditionally, dopa-
mine or dobutamine has been used as the initial inotrope of 
choice in the brain dead patient. However, no randomized 
trials exist comparing the hemodynamic effects of dopamine 
to other inotropes or vasopressors and their infl uence on 
graft survival.  β -agonist therapy should be used with caution 
in potential heart donors given concerns about myocardial 
adenosine triphosphate (ATP) depletion and desensitization 
of  β -receptors [ 83 ]. If the heart is being considered for dona-
tion, dopamine or its equivalent should not be escalated 
beyond 10 μg/kg/min due to risks of increases oxygen 
demand [ 69 ]. High dose dopamine has been related to poor 
graft survival for hearts but favourable for other organs such 
kidneys [ 84 ,  85 ]. Use of epinephrine alone or as an adjunct 
may be appropriate in these cases.  

    Systemic Vascular Resistance 
 The functional sympathectomy associated with brain death 
results in low SVR that often requires the use of vasocon-
stricting agents. The concern over the use of alpha-agonists 
such as norepinephrine or phenylephrine has arisen because 
of the fear of inducing central and peripheral vasoconstric-
tion and subsequent ischemia in coronary and vascular beds 
supplying potentially transplantable organs. However, in 
studies of other causes of shock states with low SVR (septic 
patients), norepinephrine, as compared to dopamine, was 
demonstrated to increase mean perfusion pressures without 
adverse effects to renal and splanchnic blood fl ow [ 86 – 88 ]. 
Early use of vasoconstrictor agents alone or in adjunction 
with inotropes is suggested [ 69 ].  

    Vasopressin and Catecholamine Sparing 
in Brain Death  
 Arginine vasopressin (AVP) is a unique agent because it can 
be used for a variety of applications in donor management, 
e.g. hemodynamic vasopressor support, diabetes insipidus 
therapy, and hormonal therapy. Brain death and hypoten-
sion are often associated with vasopressin defi ciency [ 89 ]. 
Low- dose AVP infusions have been shown to improve 
hemodynamic stability and spare catecholamine use [ 89 , 
 90 ]. Prolonged hemodynamic stability can be maintained 
after brain death with low-dose AVP (1–2 units/h), per-
mitting a signifi cant decrease in epinephrine and extended 
preservation of renal function [ 91 ]. In a rigorous, random-
ized study of volume-resuscitated brain dead organ donors 
supported with dopamine, 0.30 mU/kg/min infusion of AVP 
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 signifi cantly increased MAP and SVR and spared dopamine 
use compared to further fl uid loading [ 92 ]. Pediatric donors 
given AVP (41 ± 69 mU/kg/h) respond by increasing MAP 
and weaning alpha-agonists (norepinephrine, epinephrine, 
phenylephrine) without signifi cant differences in the qual-
ity of kidneys, livers and hearts recovered [ 21 ,  93 ]. Similar 
catecholamine- sparing effects of AVP have been demon-
strated in septic shock patients with low SVR [ 94 ,  95 ]. 

 Optimal dosing of AVP in relation to its effects on organ 
procurement and graft survival are unclear. Concern has 
been expressed regarding risks of splanchnic ischemia in 
vasodilatory shock [ 96 ,  97 ]. Practitioners should be cau-
tioned regarding the multiple and confusing dosing units 
used throughout the literature. Although it is suggested that 
doses of AVP exceeding 0.04 U/min (approx. 40 mU/kg/h) 
may be associated with excessive vasoconstriction in sepsis 
[ 94 ] brain dead donors respond to AVP infusions of 0.04–
0.1 U/min (40–100 mU/kg/h) [ 89 ] without histologic evi-
dence of cardiac damage [ 98 ]. Recent evidence shows that 
systemic and SMA fl ow may be compromised with AVP ver-
sus dopamine [ 99 ]. Available literature suggests that the use 
of AVP at doses up to 0.04 U/min in adults (2.4 U/h) and 
0.0003–0.0007 U/kg/min (0.3–0.7 mU/kg/min) in children 
can be recommended to support the MAP and spare cate-
cholamines [ 69 ].   

    Oxygenation and Ventilation Strategies 

 Many potential donors have various etiologies of donor- 
related lung injury and dysfunction that may include neuro-
genic pulmonary edema, aspiration, atelectasis, pulmonary 
contusion, bronchopulmonary infection, alveolar-capillary 
infl ammation, and diffuse alveolar damage [ 59 ]. Pulse oxim-
etry, serial arterial blood gas monitoring, endotracheal tube 
suctioning, and serial chest x-rays are considered standard in 
donors [ 100 ]. Mechanical ventilation should be tailored to 
the following empirical recommendations: fraction of 
inspired oxygen (FiO 2 ) titrated to keep oxygen saturation ≥ 
95 %, partial pressure of arterial oxygen (PaO 2 ) ≥ 80 mmHg, 
pH 7.35–7.45, PaCO 2  35–45 mmHg, positive end expiratory 
pressure (PEEP) of 5 cm H 2 O [ 69 ,  101 ,  102 ]. A prospective, 
randomized control trial in potential adult donors, ARDS- 
type lung protective strategies with tidal volumes of 6–8 mL/
kg and 8–10 cmH2O PEEP signifi cantly increased lung uti-
lization for transplantation [ 103 ].  

    Metabolic and Endocrine 

    Glycemia and Nutrition 
 Hyperglycemia is common in brain dead donors [ 77 ]. It 
may be secondary to insulin resistance as pancreatic func-
tion appears to be preserved [ 104 ], which may be aggravated 

by corticosteroid therapy and dextrose-based fl uid replace-
ments used for diabetes insipidus. Insulin is variably and 
inconsistently considered as part of hormonal resuscitation 
cocktails. The hypothesis that tight glycemic control in the 
brain dead donor improves graft survival has not been tested, 
but has been recommended by expert consensus [ 68 ,  69 ]. 
Hyperglycemia has been shown to be an independent risk 
factor for poor outcome after severe brain injury in children 
[ 105 ] and adults [ 106 ]. 

 Dextrose infusions and nutrition are generally withheld 
in the acute PICU management after brain injury [ 107 ], 
a  practice supported by animal models [ 108 ]. Malnutrition or 
depletion of cellular glycogen stores may be common during 
the phase of care leading to brain death [ 109 ]. The infl uence 
of donor nutrition on graft survival has been studied in sev-
eral animal studies but not formally in humans. In a rabbit and 
porcine model, improved liver transplant survival was shown 
from donors receiving enteral nutrition versus fasting donors 
[ 110 ]. A signifi cant improvement in hepatic sinusoidal lining 
cell viability has been demonstrated in rats with liver grafts 
from donors receiving enteral feeding and intraperitoneal 
glucose prior to liver procurement. Glycogen appears to pro-
tect the hepatic graft upon rewarming in rats [ 111 ]. 

 The importance of nutritional support in the human multi- 
organ donor, however, is not clear but is of increased interest 
[ 112 ]. Studies of donor-specifi c predictors of graft function 
following liver transplantation suggested a length of stay in 
the ICU of greater than 3 days as a risk factor [ 113 ]. A con-
tributing factor to this association may be the effect of starva-
tion on the liver with depletion of glycogen stores. In a 
controlled prospective randomized study of 32 patients it 
was shown that an intraportal infusion of insulin (1 IU/kg/h) 
and glucose reglycogenates the liver, increases glycogen uti-
lization during cold and rewarming periods, and improves 
transaminase levels [ 114 ]. However, the only human series 
of liver transplants that included donor nutritional status 
failed to identify an independent effect of donor nutrition on 
postoperative liver graft function [ 115 ]. As a general 
approach, intravenous dextrose infusions should be given 
routinely and routine enteral or parenteral feeding should be 
initiated or continued as tolerated [ 116 ].  

    Diabetes Insipidus and Hypernatremia 
 Dysfunction of the posterior pituitary in brain dead donors 
is common; anterior pituitary function is often preserved 
[ 117 ]. Histologic observations of the pituitary gland dem-
onstrate various degrees of edema, hemorrhage, and tissue 
necrosis depending on the mechanism and site of traumatic 
or ischemic brain injury [ 118 ,  119 ]. This is likely to be a 
result of compromised blood supply to the cell bodies aris-
ing in the deep supraventricular and paraventricular nuclei of 
the hypothalamus, whose neurons supply the posterior pitu-
itary and regulate AVP secretion. Anterior pituitary function 
is often preserved, implying that some blood supply via the 
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 hypophyseal arteries, which arise extradurally, is reaching the 
median eminence of the hypothalamus [ 117 ]. Undetectable 
levels of antidiuretic hormone (ADH) have been noted in 
75 % of brain dead donors, and diabetes insipidus is present 
in up to 87 % [ 29 ,  30 ,  54 ,  55 ]. Diabetes insipidus may com-
monly appear prior to the diagnosis of brain death [ 118 ] and 
is associated with hemodynamic instability and the compro-
mise of transplantable organ function [ 2 ,  23 ,  77 ]. 

 Hypernatremia is frequently encountered, resulting from 
the preceding hyperosmolar therapy for initial brain injury or 
poorly controlled diabetes insipidus. Donor hypernatremia > 
155 mmol/L at procurement has been shown to be indepen-
dently associated with hepatic and renal dysfunction or graft 
loss after transplantation [ 115 ,  120 – 122 ], although new 
 evidence may show that these concerns may be less signifi -
cant [ 123 ]. A prospective study demonstrated the benefi t of 
correcting donor sodium (Na) ≤ 155 mmol/L with equivalent 
graft success compared to donors who were never hyperna-
tremic [ 124 ]. The mechanism of hepatic and kidney injury 
related to hypernatremia is unclear but may be related poly-
uria and dehydration and to the accumulation of idiogenic 
osmoles resulting in intracellular swelling after transplanta-
tion into the normonatremic recipient. 

 Ideal serum sodium (Na) target range is ≥130 
≤150 mmol/L [ 25 ]. A reasonable urine output target range 
is 0.5–3 ml/kg/h after brain death. Diabetes insipidus can be 
defi ned as a urine output > 4 ml/kg/h associated with rising 
serum Na ≥145 mmol/L and serum osmolarity ≥300 mosM 
and decreasing urine osmolarity ≤ 200 mosM [ 69 ]. 

 DDAVP (analog 1-desamino-8-D-arginine vasopressin, or 
desmopressin) is commonly used for the treatment of diabetes 
insipidus in brain death without adverse effect on early or late 
graft function after renal transplantation [ 125 ]. It is highly 
selective for the vasopressin V 2  receptor subtype found in 
the renal collecting duct and thus has a relatively pure antidi-
uretic effect with no signifi cant vasopressor activity [ 126 ]. 
DDAVP has multiple potential routes of administration (iv, 
im, sc, intranasal, ETT) and corresponding variability of dose 
recommendations. In brain death, it is preferable to rely on 
the i.v. route with a recommended dosing range is 0.5–10 μg 
iv every 6–8 h [ 127 ]. Given its lack of vasopressor action, it 
can be safely titrated to the effect of ablating polyuria and 
normalizing serum sodium. Improved organ yield is associ-
ated with DDAVP use in donor management [ 11 ,  128 ]. 

 Many authors have advocated the use of AVP for the 
treatment of diabetes insipidus in organ donors to modulate 
both diabetes insipidus and support cardiovascular system 
[ 68 ,  69 ,  74 ,  93 ,  129 ,  130 ]. In pediatric case series, doses 
of vasopressin between 0.25 and 2.7 mU/kg/h have been 
used to successfully treat hypothalamic diabetes insipidus 
[ 131 – 134 ]. Doses between 0.5 and 15 U/h of AVP have been 
advocated in adults, though there are concerns about high 
doses causing coronary, renal and splanchnic vasoconstric-
tion, potentially jeopardizing cardiac, renal, pancreatic and 

hepatic function [ 99 ,  127 ]. The safety and effi cacy of a com-
bination of DDAVP (for its antidiuretic effect) with AVP as a 
vasopressor on cardiovascular and laboratory endpoints has 
been described [ 21 ,  92 ,  135 ]. Many protocols recommend 
separate dosing regimens for diabetes insipidus and sup-
port for perfusion. The upper limit of AVP recommended by 
the Transplantation Committee of the American College of 
Cardiology is 0.8–1.0 U/h (13–17 mU/kg/h) to treat diabetes 
insipidus [ 72 ].  

    Thyroid Hormone 
 Thyroid hormone increases cardiac output by improving both 
contractility and chronotropy, as well as by decreasing sys-
temic vascular resistance [ 136 ]. The use of thyroid hormone 
therapy in brain dead donors is largely based on experimental 
animal models and human case series. Investigators describe 
variable levels of thyroid hormones after brain death and 
varying and confl icting effects of thyroid hormone adminis-
tration. Thyroid-stimulating hormone (TSH), T 4  and T 3  levels 
were below normal in a majority of 22 brain dead donors 
[ 137 ]. Other studies have shown that these patients are suffer-
ing from “sick euthyroid syndrome” rather than TSH defi -
ciency and do not require thyroid supplementation [ 54 ]. In 
the baboon model, T 3  levels become depleted after brain 
death and the resulting transition to anaerobic metabolism is 
reversed with T 3  replacement [ 138 ]. The positive effects on 
myocardial gene expression have been demonstrated [ 139 ]. 

 In a comparative study in brain dead patients, T 3 , cortisol 
and insulin promoted aerobic metabolism, reduced the need 
for inotropic support and improved the rate of cardiac graft 
procurement [ 140 ,  141 ]. Other investigators were unable to 
demonstrate any improvement in echocardiographic func-
tion or organ retrieval rates with a similar hormone regimen 
[ 142 ]. Serum free T 3  concentrations in organ donors may not 
correlate with hemodynamic stability [ 118 ] but replacement 
of thyroid hormone (T3) has shown to reduce need for vaso-
pressor support and may improve the likelihood of heart 
transplantations [ 143 – 146 ]. There is equipoise for routine 
use since many other studies did not show improvement in 
cardiac and hemodynamic status [ 147 ,  148 ]. 

 T 4  infusion rather than T3 does not reduce vasopressor 
requirements or especially in pediatric donors [ 21 ] but this 
may be related to impaired peripheral conversion to T 3 . 
While there are numerous theoretical advantages of paren-
teral T 3  over T 4  (stability for iv infusion, does not require 
peripheral tissue conversion), it is extremely expensive in 
comparison to intravenous T 4  and may not be commercially 
available in many countries. In those UNOS patients receiv-
ing hormone therapy, T 4  was used in 93 % and T 3  in 6.9 % of 
cases, with insuffi cient numbers to discriminate any benefi t 
of T 3  over T 4  [Rosendale, Kauffman, personal communica-
tion]. Most studies for thyroid replacement in the context of 
the organ donor are of low quality with poor study design, 
thus limiting objective analysis [ 149 ].  
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    Corticosteroids 
 Several publications have advocated the use of high-dose 
methylprednisolone in an effort to diminish infl amma-
tion thought to be present in donor lungs [ 102 ,  130 ,  150 ] 
and other organs. The initial evidence for this was largely 
based on a single retrospective analysis of 118 consecu-
tive lung donors administered a non-uniform protocol of 
 methylprednisolone (mean 14.5 mg/kg) compared with 38 
donors not receiving methylprednisolone and demonstrating 
a signifi cant improvement in donor oxygenation and lung 
procurement rate [ 151 ]. A recent analysis of the California 
Donor Network database demonstrated an independent 
effect of methylprednisolone on the successful procure-
ment of lungs from the donor [ 152 ]. The UNOS database 
showed that heart graft survival benefi t was also found in 
those donors receiving corticosteroids alone [ 150 ]. Recent 
studies do reveal a highly proinfl ammatory environment in 
donors but do not actually show benefi t from methypred-
nisolone replacement [ 20 ]. Although the optimal dose and 
time effect (if any) of corticosteroids in brain dead donors 
are uncertain, guidelines recommend methylprednisolone 
15 mg/kg q24h [ 69 ].  

    Combined Hormonal Therapy 
 Despite confl icting literature regarding use of hormones 
individually, there is strong evidence supporting the use of 
combined hormonal therapy in organ donors, defi ned as 
vasopressin, thyroid hormone, and methylprednisolone 
(insulin is inconsistently included in this strategy). The 
United Network for Organ Sharing (UNOS) database 
shows a 46 % reduced odds of post-transplant death within 
30 days and a 48 % reduced odds of early cardiac graft 
dysfunction with the use of combined hormonal therapy in 
a large retrospective cohort [ 150 ]. Benefi t was also found 
in those donors receiving corticosteroids alone or in com-
bination with T 3 /T 4  which is supported by independent 
studies [ 153 ,  154 ]. Recovery of organs was most benefi cial 
to heart and lung transplantation [ 155 ]. Analysis of UNOS 
data suggests a substantial benefi t from hormone therapy 
with minimal risk. A multivariate logistic regression analy-
sis of 18,726 brain dead donors showed signifi cant 
increases in kidney, liver and heart utilization from donors 
receiving three-drug hormonal therapy. Signifi cant 
improvements in 1-year kidney graft survival and heart 
transplant patient survival were also demonstrated [ 147 , 
 148 ,  150 ]. More recently, however, in a prospective ran-
domized study T3 and methylprednisolone did not add to 
the effect on cardiac index shown by vasopressin and 
aggressive cardiovascular support [ 156 ]. Despite this 
recent fi nding, current expert consensus still strongly rec-
ommends the use of combined hormonal therapy for any 
donor with hemodynamic instability or reduced ejection 
fraction on echocardiography [ 68 ,  69 ].   

    Transfusion Thresholds 

 There are no rigorous studies that assess the role of red blood 
cell transfusions for short-term organ preservation during 
organ donor maintenance specifi cally. Prospective studies for 
transfusion thresholds suggest outcomes are similar with 
hemoglobin level at 7 g/dL in critically ill children [ 157 ]. 
However, consensus conferences recommend maintaining a 
hemoglobin level ≥ 10 g/dL or a hematocrit greater than 30 % 
[ 127 ,  130 ]. Large platelet transfusion requirements during 
liver transplant surgery are independently associated with 
more severe hepatic dysfunction after transplantation, but this 
is likely more indicative of a more technically complicated 
procedure and sicker recipient [ 115 ]. There is no literature 
identifi ed to guide platelet or plasma factor replacement in the 
donor. Invasive procedures associated with bleeding risk may 
require correction of thrombocytopenia and coagulation sta-
tus. Blood drawing for donor serology and tissue typing 
should occur prior to transfusions to minimize the risk of false 
results related to hemodilution. In regions where blood is rou-
tinely leukocyte depleted, and the risk of transmission of cyto-
megalovirus (CMV) is negligible and it may not be necessary 
to give CMV-negative blood to CMV-negative donors [ 69 ].  

    Invasive Bacterial Infections 

 Isolated cases of transmission of solid organ infection from 
donor to recipient may have signifi cant consequences includ-
ing graft infection, sepsis, and poor initial graft function 
[ 158 – 163 ]. While approximately 5 % of all donors will be 
bacteremic at the time of procurement, the routine use of 
broad spectrum antibiotics (vancomycin and ceftazidime/
cefotaxime) in the recipient has been shown to prevent trans-
mission of bacterial infection in organ recipients [ 164 ,  165 ]. 
Importantly, donor infections do not show differences in 
acute mortality or graft survival. The current expansion of 
potential marginal donors has increased the risk of infection. 
One study quoted bacteremia rates in the donor up to 21 % 
[ 166 ]. Donors with ICU stays greater than 3 days, rescue 
CPR, and inotropic agents are at increased risk [ 167 ]. Though 
rates of infections in donors may be up, organs obtained 
from donors with positive cultures continue to be trans-
planted safely, likely due to vigilant screening and polymi-
crobial therapy given to recipients [ 168 ,  169 ]. Other authors 
have described the successful transplantation of organs from 
donors declared brain dead from meningitis caused by 
 Neisseria meningitides ,  Streptococcus pneumoniae  and 
 Escherichia coli  without transmission to the recipient [ 170 ]. 
The fi nding of positive cultures does not preclude donation 
but may delay procurement until 24–48 h of treatment has 
been established. Prophylactic antibiotic therapy in the organ 
donor is generally not recommended. 

S.D. Shemie and S. Dhanani



505

 Viral infections in the donor can affect recipients espe-
cially with post transplant immunosuppression. However, 
many chronic infections such as hepatitis B and C virus no 
longer preclude donation. Knowledge of potential risks is 
essential but often manageable in the appropriate recipient 
[ 171 ,  172 ]. 

 Initial baseline blood, urine and endotracheal cultures 
should be obtained for all donors and repeated daily. PCR 
screens for common chronic viral infection are common. 
Positive blood cultures or presumed infections are not con-
traindications to organ donation but antibiotic therapy should 
be initiated early in cases of proven or presumed infection. 
Duration of therapy depends on the virulence of the organ-
ism and should be determined in consultation with the trans-
plant team and infectious disease services.   

    Donor Management: Organ Specifi c 

    Heart 

 Wait list mortality among US children listed for heart trans-
plant has decreased by two-thirds over the last 20 years 
[ 173 ]. Mostly this is related to extended donor and recipient 
criteria including ABO incompatible transplantation [ 174 , 
 175 ]. This has not compromised clinical outcomes after 
transplantation [ 176 ]. Reasons for this are multifactorial but 
include improved donor management [ 177 ]. 

 The majority of studies linking donor variables to heart 
transplant outcomes are in adults and related to known 
risk factors such as coronary artery disease, left ventricu-
lar hypertrophy, older age, diabetes mellitus, and chronic 
hypertension [ 62 ,  130 ,  178 ,  179 ]. While these variables 
may be indications for coronary angiography in the adult 
donor, they generally are not relevant to the pediatric popu-
lation. Extrapolation from adult studies would suggest that 
myocardial dysfunction in the pediatric donor, as manifest 
by greater inotropic support [ 62 ,  180 ], pacemaker support 
[ 181 ], and reduced ejection fraction and/or wall motion 
abnormalities by echocardiography [ 62 ,  130 ] are important 
factors. Interestingly, donor CPR has not shown to be a nega-
tive factor for heart transplant survival [ 182 ,  183 ]. 

 Potential heart donors should undergo routine screening 
by electrocardiogram (ECG) and 2D echocardiography. In 
children, initial echocardiography for heart donor evaluation 
should be performed only after hemodynamic resuscitation 
and repeat echocardiography should be considered after ≥6 h 
[ 69 ]. Intensive donor management has been show to improve 
function on serial echocardiography and may improve trans-
plantability in up to 50 % [ 66 ,  184 ,  185 ]. Some advocate 
that the majority of echographic abnormalities in donor 
hearts resolve in the transplant recipient prior to  discharge 
[ 186 ]. Reduced function should not preclude  consideration 

for transplantation based on a single evaluation. Ejection 
fractions < 40–45 % do not necessarily translate into high 
transplant risk, as they may be related to related to inade-
quate cardiovascular resuscitation or neurogenic myocardial 
dysfunction that is reversible with time (see earlier sections). 
Adult data has shown signifi cant improvements in echocar-
diographic function with time and conventional support [ 65 ], 
with up to 78 % of potential donors demonstrating clinically 
signifi cant improvements [ 63 ,  184 ]. 

 Serological markers such as donor troponin I and T have 
been linked to early cardiac graft failure [ 31 ,  187 ,  188 ] and 
should also be measured. However, these markers do not 
necessarily relate to graft dysfunction in recipients [ 189 ]. 
Though Tri-iodothyronine and methylprednisolone therapy 
is recommended, a recent study of 80 cardiac donors did not 
show acute improvement to cardiovascular function or donor 
yield [ 156 ]. 

 Pulmonary artery catheterization (PAC) data has been 
linked to favorable transplant outcomes [ 70 ]. Reduced ejec-
tion fraction or hemodynamic instability has been recom-
mended as an indication for PAC in adults to allow for both 
precision of hemodynamic support and evaluation of suit-
ability for heart and lung transplantation especially in mar-
ginal donors [ 68 ,  190 ]. PAC use in pediatrics is still limited.  

    Lungs 

 Though lower yield than other organs donated, lung trans-
plantation in pediatrics has increased with better techniques 
and improved management [ 191 – 193 ]. A relatively scarce 
donor pool has limited wider application for lung transplanta-
tion [ 194 ]. This has led to relaxation of donor criteria, specifi c 
donor management protocols that preserve lung function, and 
development of ex-vivo perfusion techniques to recondition 
suboptimal lungs, all of which have optimized transplanta-
tion [ 195 ,  196 ]. Outcomes for pediatric lung recipients are 
similar to adults but young children often do better due to a 
decreased incidence of rejection. Adolescent outcomes are 
poor mainly due to bronchiliolitis obliterans [ 197 ]. 

 The ‘ideal’ lung donor has been previously defi ned but 
signifi cant advances have been made in donor and recipient 
management allowing for increased use of marginal or 
‘extended criteria’ donors [ 198 – 200 ]. There is some evi-
dence that organs transplanted using extended donor criteria 
may have higher rates of early graft rejection [ 201 ,  202 ]. The 
quality of the lung donor and the subsequent recipient out-
comes are related to the possibility of this primary graft dys-
function which is a result of multifactorial hemodynamic, 
metabolic, and infl ammatory insults resulting from the brain 
dead donor [ 203 ]. Primary pulmonary allograft failure has 
pathological features of acute lung injury (ALI) and occurs 
in 12–50 % of transplanted patients [ 204 – 206 ]. This is often 
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associated with inadequate lung preservation, ischemia- 
reperfusion injury and cellular rejection [ 207 ]. Despite this, 
many centers have adopted extended criteria in order to 
increase the number of potential donors [ 208 ,  209 ]. 

 Traditional oxygenation criteria used as a threshold 
in the acceptance of donor lungs include a donor PaO 2  > 
300 mmHg on FiO 2  of 100 % and PEEP of 5 cm H 2 O (P/F 
ratio > 300) [ 210 ]. However, recent and evolving efforts 
have improved the current criteria for donor selection [ 191 , 
 211 ]. Physiological, microbiological and histological evalu-
ation of rejected lungs from the California transplant reg-
istry show 41 % of rejected lungs were judged suitable for 
transplantation based on pulmonary edema, intact alveolar 
fl uid clearance, and histology [ 212 ]. In a case series of 15 
brain dead adults, lung grafts that did not meet the usual cri-
teria for transplantation were found to have higher dynamic 
and static elastance measurements than donor lungs that met 
standard transplantation criteria [ 213 ]. The outcomes of 49 
marginal donors (i.e., failing to meet one or more of the ideal 
criteria) showed no signifi cant difference in duration of post- 
transplant mechanical ventilation or P/F ratio compared to 
ideal donors [ 211 ]. Investigators have also challenged donor 
PaO 2  criteria by arguing that physiological donor factors 
infl uence peripheral arterial PaO 2  independent of isolated 
individual lung function [ 214 ]. Despite poor global oxygen-
ation, parenchymal abnormalities isolated to one lung may 
not preclude procurement of the contralateral lung [ 215 ]. 

 The cause of brain death does not correlate with lung 
transplant outcomes, but there is improved outcomes with 
longer time interval before retrieval suggesting longer and 
specifi c donor management may reduce lung injury over time 
[ 101 ,  216 ]. Pulse oximetry, serial arterial blood gas moni-
toring, endotracheal tube suctioning, rotational positioning, 
chest x-ray, bronchoscopy and bronchoalveolar lavage are 
considered standard in the lung specifi c care of donor [ 100 ]. 
Mechanical ventilation should be tailored to the general tar-
gets (see previous section) [ 103 ]. Similar to the management 
of lung injury in general, alveolar recruitment and pressure 
limited ventilation strategies should be used in potential 
donors [ 59 ]. New strategies for the improvement of lung 
function in the donor such as airway pressure release ventila-
tion have been utilized [ 217 ]. Excessive fl uid administration 
deteriorates alveolar-arterial oxygenation gradients in poten-
tial donors [ 67 ] and may be an indication for diuresis. Steroid 
administration may also reduce progressive lung water accu-
mulation [ 101 ]. Prolonged ventilation in the supine position 
results in loss of alveolar expansion and microatelectasis. In 
an experimental rat model, donor lungs develop microatelec-
tasis despite PEEP and a relatively short ventilatory period 
before organ procurement [ 218 ]. Prevention of alveolar col-
lapse enhances post mortem preservation of pulmonary grafts 
in a rabbit model [ 219 ]. Recruitment maneuvers in the form 
of high sustained PEEP for short durations may be a useful 
adjunct to prevent alveolar stress and collapse [ 220 ]. Lung 

donors failing traditional oxygenation criteria (P/F < 300) 
respond to aggressive bronchial toilet using bronchoscopy, 
physiotherapy, increasing tidal volume and increasing PEEP 
with improvements in P/F ratio > 300. Lungs were subse-
quently transplanted without differences in ICU length of stay 
or 30-day mortality compared to recipients of ideal donors 
[ 221 ]. Hemodynamic and reperfusion injury seem to play a 
signifi cant role in donor lung injury [ 222 ]. The early use of 
norepinephrine or vasopressin may reduce lung injury [ 223 ]. 

 Recent guidelines suggest that there should be no pre-
defi ned lower limit for the P/F ratio that precludes consider-
ation for transplantation. Timing of evaluation, temporal 
changes, response to alveolar recruitment and recipient sta-
tus should be considered [ 69 ]. In cases of unilateral lung 
injury, pulmonary venous partial pressure of oxygen during 
intraoperative assessment is required to reliably evaluate 
contralateral lung function. 

    Bronchoscopy and Bronchopulmonary Infections 
 The consensus of expert opinion supports the use of bron-
choscopy for the purposes of examining the tracheobronchial 
tree for abnormalities and collecting microbiological speci-
mens [ 68 ,  129 ,  211 ]. Pathological studies of lungs rejected 
for donation have indicated that bronchopneumonia, diffuse 
alveolar damage, and diffuse lung consolidation are the three 
most common reasons for being deemed unsuitable [ 214 ]. 
Between 76 % and 97 % of bronchoalveolar lavages (BAL) 
will grow at least one organism [ 224 ,  225 ]. The most com-
monly identifi ed organisms included  Staphylococcus aureus  
and  Enterobacter , and in 43 % of transplants, similar organ-
isms were isolated from recipient bronchoscopy. Pulmonary 
infection in the graft recipient results in signifi cantly lower 
survival compared with recipients who do not develop early 
graft infection [ 226 ]. Recipients with donor BAL cultures 
positive for either gram positive or gram negative bacteria 
had longer mean mechanical ventilation times and inferior 
6-month to 4-year survival than those with negative bacterial 
BAL cultures [ 227 ]. Trauma donors (versus intracerebral 
hemorrhage) may be at higher risk for aspiration and for 
intubation under less sterile fi eld conditions and were gener-
ally ventilated longer [ 228 ]. The etiology of donor death is 
not associated with lung transplant mortality [ 204 ] but may 
infl uence the type of organisms found on BAL and subse-
quent graft infection risk. The high rates of positive bacterial 
and fungal BAL results suggest the need for more aggressive 
critical care management and antibiotic therapy [ 229 ].   

    Liver 

 Liver transplantation from deceased donors has become 
accepted as standard of care for many children with liver fail-
ure. Advances in donor and recipient management has 
 optimized graft survival with 80–90 % 5 year survival rates 
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[ 230 ]. Whole liver transplants are still more successful with 
less morbidity and mortality than split liver grafts [ 231 ,  232 ]. 
Potential liver donors should be assessed by the following: 
aspartate aminotransferase (AST), alanine aminotransferase 
(ALT), bilirubin (direct and indirect where available), INR 
(or prothrombin time [PT]) (repeat q6h), serum electrolytes, 
creatinine, urea, Hepatitis B surface antigen (HBsAG), hepa-
titis B antibody (HBcAb), hepatitis C virus antibody positive 
(HCV Ab). There is no indication for routine liver imaging. 
The use of donor characteristics (donor risk index) and recip-
ient matching using bicochemical models in end stage liver 
disease (MELD) are becoming more useful in predicting 
liver transplant outcomes [ 233 – 235 ]. 

 There is variation in organ quality and recipient outcomes; 
larger volume centers tend to use higher risk organs but also 
have higher disease severity resulting in worse outcomes 
[ 236 ]. Predictors of early graft dysfunction or failure for 
whole or split liver transplantation include donor history of 
cardiac arrest, older donor age in adult transplantation 
(>40 years), [ 113 ,  237 ,  238 ], very young age in pediatric 
transplantation [ 113 ], reduced size livers, moderate to severe 
steatosis on liver biopsy, prolonged cold ischemia time 
(>6 h) [ 121 ,  239 ,  240 ] and donor hypernatremia (Na > 
155 mmol/L). Donor hypernatremia is independently associ-
ated with death or retransplantation at 30 days [ 121 ] but this 
risk reverses with the correction of hypernatremia [ 124 ]. 

 Although liver allograft dysfunction has been reported to 
be associated with prolonged ICU stay [ 113 ,  241 ], this was 
supported by univariate analysis but did not hold true by 
multivariate analysis [ 241 ]. In a cohort of 323 orthotopic 
liver transplants (OLT), longer donor hospitalization was not 
found to be associated with primary liver graft dysfunction 
[ 239 ]. Large platelet transfusion requirements during sur-
gery are independently associated with more severe hepatic 
dysfunction after transplantation [ 115 ], although this may be 
indicative of a more technically complicated procedure, 
sicker recipient, or poor quality graft with subsequently 
greater sequestration of platelets within the donor liver [ 242 ]. 
As with other organs, the mechanisms of brain death itself 
impact the donor liver [ 243 ]. With the use of marginal livers 
for transplantation, studies are identifying more factors that 
may impact graft survival such as the liver’s gross appear-
ance, the donor P/F ratio, and the donor hemoglobin [ 244 ]. 

 The sinusoidal lining cells (SLC) of the liver are particu-
larly vulnerable to the effects of preservation-reperfusion 
injury, the extent of which depends on the duration of cold 
ischemia rather than reperfusion. Cold preservation causes 
the SLC to become edematous and detach into the sinusoidal 
lumen [ 245 ]. While some authors recommend routine donor 
liver biopsies in all liver donors in an effort to decrease the rate 
of early graft dysfunction or failure [ 246 ,  247 ], the use of a 
biopsy in the decision making of liver suitability has generally 
been restricted to evaluating the amount of steatosis or in the 
presence of active hepatitis C in the appropriate risk groups.  

    Kidney 

 Donor age ≥ 40 or ≤10 years were thought to be indepen-
dently associated with risk for graft failure [ 248 ,  249 ]. Now, 
recipients of kidneys from young donors < 5 years old have 
equivalent patient and graft survival [ 250 ]. En bloc kidneys 
from pediatric donors now show comparable outcomes with 
living kidney donation [ 251 ]. Older kidneys have a higher 
incidence of renovascular or parenchymal injury [ 249 ]. Adult 
donor characteristics that are independently associated with 
graft failure risk include creatinine > 133 μmol/L, history of 
hypertension independent of duration and cerebrovascular 
accident (CVA) as the cause of donor death [ 248 ]. During the 
past few years, there has been a renewed interest in the use of 
expanded criteria donors for kidney transplantation to 
increase number of donations with improving outcomes 
[ 252 ]. However, these kidneys have worse long-term survival 
and are only recommended for older recipients [ 253 ,  254 ]. 

 A normal creatinine clearance (>80 ml/min/1.73 m 2 ), as 
estimated by the Schwartz formula [ 255 ], defi nes the optimal 
function threshold for transplantation. However, an abnor-
mal serum creatinine or calculated creatinine clearance in a 
donor does not necessarily preclude use of the kidneys [ 256 ]. 
Urinalysis is essential to rule out kidney abnormalities and 
serum creatinine and serum urea (blood urea nitrogen) mea-
surements should be obtained q6h. Ultrasound with Doppler 
fl ow of renal vessels is often requested if creatinine levels are 
abnormal. If contrast angiography is performed (e.g. cere-
bral, coronary) N-acetylcysteine with hydration should be 
administered both before and after the angiographic proce-
dure in order reduce the risk of contrast nephropathy [ 257 ] in 
potential donors, particularly in those with reduced renal 
function. 

 Delayed graft function predicts the development of 
adverse events such as decreased graft survival, decreased 
recipient survival and increased allograft nephropathy [ 258 ]. 
Most studies do not link a specifi c cause of brain death as a 
predictor of graft function in children [ 259 ]. The brain death 
process itself can affect acute rejection in renal transplanta-
tion [ 260 ,  261 ]. Greater sympathetic activity during the pro-
cess produces endothelial damage, complement activation, 
and a proinfl ammatory state increases organ immunogenic-
ity, then promoting rejection after transplant [ 262 ,  263 ]. 
Targeting this infl ammatory state may improve outcomes of 
recipients [ 264 ,  265 ]. 

 Other donor risk factors predicting kidney allograft dys-
function include hemodynamics, age, last creatinine level 
prior to donation, and cold ischemic time [ 266 ]. Donor 
hemodynamic instability is correlated with post-transplant 
acute tubular necrosis in adults [ 77 ,  267 ,  268 ] and children 
[ 2 ]. Reduced graft survival or acute tubular necrosis may 
occur in organs retrieved from donors receiving high-dose 
dopamine (>10 μg/kg/min) but these effects may be limited 
to donors who are hypotensive at the time of organ retrieval 
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[ 268 ]. Hemodynamic resuscitation may improve outcome as 
donor use of dopamine and/or noradrenaline is indepen-
dently associated with a lower risk of acute rejection [ 269 ], 
lower rate of delayed graft function [ 84 ,  270 ], and reduces 
the need for recipient dialysis [ 271 ]. In adults, donor hyper-
tension is also a risk factor for inferior outcomes [ 272 ]. It is 
suggested that the time taken to optimize donor cardiovascu-
lar status may reduce renal ischemic injury and optimize 
donor yield [ 273 ,  274 ]. 

 In an analysis of the Collaborative Transplant Study data-
base of kidney transplants, cold ischemic preservation time > 
12 h resulted in progressively worsening recipient graft sur-
vival, particularly once the cold ischemia time (CIT) was 
≥48 h [ 275 ]. Other analyses have suggested that CIT is pre-
dictive of poorer graft survival [ 248 ] or function [ 267 ] if it 
was >24 h. Preservation incorporating pulsatile perfusion, 
rather than cold storage, may reduce the incidence of delayed 
graft function [ 276 ,  277 ].  

    Intestine 

 Small bowel transplantation has been become an increas-
ingly feasible option for short bowel syndrome and liver fail-
ure [ 278 ]. Long term survival following intestinal transplant 
is above 60 %, but the incidence of morbidity and mortality 
is still signifi cant [ 279 ,  280 ]. Because of this, many feel that 
intestinal transplantation as an option is still premature and 
remains unique to specialized centres only [ 281 ,  282 ]. For 
the brain dead donor, non-absorbable antibiotics for selective 
bowel decontamination are sometimes used for liver and 
intestine transplantation to prevent postoperative infections. 
Results are best if given >3 days prior to transplantation 
[ 283 ]. A meta-analysis showed an 84 % relative risk reduc-
tion in the incidence of gram negative infection following 
liver transplantation; however, the risk of antimicrobial resis-
tance should be considered [ 284 ]. More recent studies have 
not duplicated these results. At this time, selective bowel 
decontamination is not routinely administered [ 285 ].   

    Logistics of Organ Donation 

    Donor Management Protocols and Education 

 One of the main reasons for insuffi cient organ procurement 
has been low organ yield due to poor multiorgan failure man-
agement in the potential donor [ 82 ]. Evidence has shown 
that multidisciplinary donor management protocols can 
improve donation outcomes [ 286 ,  287 ]. When these strat-
egies are used, there are a signifi cantly improved  number 
of organs transplanted per donor [ 3 ,  4 ]. This is mostly 

attributed to the improvement in basic cardiovascular and 
respiratory monitoring and treatment [ 288 – 290 ]. Improved 
multimodal  strategies aimed at preserving organ function 
specifi cally may increase numbers of potential donors, 
especially with the increasing use of “marginal” donors 
[ 81 ]. These protocols need to be supported with appropriate 
medical and nursing education [ 291 – 293 ] and infl uencing 
attitudinal changes for the role of donor [ 294 ]. Policies for 
organ donation and management should be developed with 
aim to change the culture at the bedside and with hospital 
administration [ 295 ,  296 ].  

    Optimal Time of Organ Procurement 

 In general, after brain death has been declared and consent to 
organ donation has been granted, all efforts are made to com-
plete logistics and initiate procurement as quickly as possi-
ble. Expediting the interval from brain death to surgical 
procurement may allow grieving families to leave the hospi-
tal sooner and reduce ICU length of stay. This approach may 
also have been infl uenced by the misperception that brain 
dead patients are irretrievably unstable [ 77 ]. 

 As a concept fundamental to ICU multiorgan support, 
resuscitation of the cardiopulmonary system benefi ts all end 
organs. Neurogenic myocardial injury related to primary 
brain injury is largely reversible with time and treatment 
[ 30 ,  65 ,  184 ]. Australian investigators advocate a delay in 
organ procurement until marginal donor lungs have been 
optimized with aggressive bronchial toilet using bronchos-
copy, physiotherapy, increasing tidal volume and increasing 
(   PEEP) [ 152 ,  221 ]. In a large cohort study of 1,106 renal 
transplant recipients, longer duration of brain death (time 
from declaration of brain death to onset of cold ischemia) 
was associated with improved initial graft function and graft 
survival, suggesting that the time taken to optimize donor 
cardiovascular status may reduce ischemic injury [ 273 ]. 
Despite early reports to the contrary [ 113 ], liver allograft 
dysfunction is not associated with prolonged ICU stay by 
multivariate analysis [ 239 ,  241 ]. A period of time may be 
needed to determine the trend of elevated AST or ALT, as 
generally accepted upper limits may be exceeded if the lev-
els are falling rapidly (e.g.,  following a hypotensive episode 
with resuscitation). 

 Temporal changes in multi-organ function after brain 
death demand fl exibility in identifying the optimal time 
of procurement. Recent consensus guidelines stress the 
importance of taking the necessary time in the ICU to opti-
mize multi-organ function for the purposes of improving 
organ utilization and transplant outcomes [ 69 ]. Reversible 
organ dysfunction can be improved with resuscitation and 
 re- evaluation and may include:
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•    Myocardial/cardiovascular dysfunction  
•   Oxygenation impairment related to potentially reversible 

lung injury  
•   Invasive bacterial infections  
•   Hypernatremia  
•   The need to evaluate temporal trends in aspartate amino-

transferase (AST) and alanine aminotransferase (ALT)  
•   The need to evaluate temporal trends in creatinine  
•   Any other potentially treatable situation.    

 This treatment period may be extended 24–48 or longer 
and should be accompanied by frequent re-evaluation to 
demonstrate improvement in organ function toward defi ned 
targets. Extending the interval of donor care in the ICU to 
optimize transplant outcomes should be factored into dona-
tion consent discussions and should be consistent with the 
wishes of the family or surrogate decision maker. Adequate 
PICU resource allocation should be anticipated.  

    Decisions Regarding Transplantability 

 End-of-life care in the ICU includes all efforts to actualize 
the opportunity and expressed intent to donate organs. Given 
the management of brain death and the organ donor is the 
exclusive domain of ICU practice, it is incumbent on critical 
care practitioners to assume leadership in this regard, in col-
laboration with organ procurement agencies and transplant 
programs. Table  38.3  provides an example of standing orders 
for pediatric donors to help guide practice [ 69 ].

   It is important for ICU staff to know that individual programs 
may have different function thresholds for accepting organs, 
dependent on program experience and urgency of recipient 
need. Although the non-utilization of organs is most commonly 
related to organ dysfunction, it is also related to donor charac-
teristics and/or fl aws in the processes of transplant evaluation 
and decision making. A four-center Canadian review of heart 
and lung utilization identifi ed defi cits in the consent to individ-
ual organs, the offering of organs, and the utilization of offered 
organs unrelated to organ dysfunction [ 297 ]. Consent should be 
requested for all organs regardless of baseline function and all 
organs should be offered. Ideally, fi nal decisions about trans-
plantability should rest with the individual transplant programs 
represented by the organ-specifi c transplant doctors. 

 Management of marginal organs should include resuscita-
tion and reevaluation to allow for potential organ rescue and 
utilization. Transplant programs should be accountable to 
the donor family and ICU donation efforts for the non- 
utilization of organs, to ensure that all useable organs are 
used. This evolving collaboration to establish best donor 
management practices in the ICU must be linked to ensuring 
optimal organ utilization, which in turn, must be linked to 
transplant graft and patient outcomes.      

   Table 38.3    Standing orders for organ donor management: pediatrics   

  Standard monitoring  
 1. Urine catheter to straight drainage, strict intake and output 
 2. Nasogastric tube to straight drainage 
 3. Vital signs q1h 
 4. Pulse oximetry, 3-lead electrocardiogram (EKG) 
 5. Central venous pressure (CVP) monitoring 
 6. Arterial line pressure monitoring 
  Laboratory investigations  
 1. Arterial blood gas (ABG), electrolytes, glucose q4h and PRN 
 2. CBC q8h 
 3. Blood urea nitrogen (BUN), creatinine q6h 
 4. Urine analysis 
 5.  AST, ALT, bilirubin (total and direct), international normalized 

ratio (INR) (or prothrombin time [PT]), partial thromboplastin 
time (PTT) q6h 

  Hemodynamic monitoring and therapy  
 General targets: age-related norms for pulse and blood pressure (BP) 
 1. Fluid resuscitation to maintain normovolemia, CVP 6–10 mmHg 
 2. Age-related treatment thresholds for arterial hypertension: 
   Newborns–3 months  >90/60 
   >3 m–1 year  >110/70 
   >1 year–12 year  >130/80 
   >12 year–18 year  >140/90 

   a. Wean inotropes and vasopressors, and, if necessary 
   b. Start 
    Nitroprusside 0.5–5.0 μg/kg/min, or 
    Esmolol 100–500 μg/kg bolus followed by 100–300 μg/kg/min 
  3. Serum lactate q2–4h 
  4.  Central venous oximetry q2–4h; titrate therapy to central 

SVO 2  ≥ 60 % 
  Agents for hemodynamic support  
 1. Dopamine 1–10 μg/kg/min 
 2.  Vasopressin 0.0003–0.0007 U/kg/min (0.3–0.7 mU/kg/min) 

to a maximum dose of 2.4 U/h 
 3.  Norepinephrine, epinephrine, phenylephrine (caution with doses 

> 0.2 μg/kg/min) 
  Glycemia and nutrition  
 1. Routine intravenous (iv) dextrose infusions 
 2. Continue enteral feeding as tolerated 
 3. Continue parenteral nutrition if already initiated 
 4.  Initiate and titrate insulin infusion to maintain serum glucose 

6–10 mmol/L 
  Fluid and electrolytes  
 Targets: 
  1. Urine output 0.5–3 ml/kg/h 
  2. Serum sodium (Na) ≥ 130 ≤ 150 mM 
  3. Normal ranges for potassium, calcium, magnesium, phosphate 
  Diabetes insipidus  
 Defi ned as: 
  1. Urine output > 4 ml/kg/h, associated with: 
   a. Rising serum Na ≥ 145 mmol/L and/or 
   b. Rising serum osmolarity ≥ 300 mosM and/or 
   c. Decreasing urine osmolarity ≤ 200 mosM 

(continued)
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 Introduction

The lungs are highly unique in that they are internal organs, 
yet at the same time they are constantly exposed to the exter-
nal environment. For example, with each breath, the lungs are 
exposed to pollens, viruses, bacteria, smoke and other pollut-
ants, and all of the other substances in the environment. At the 
same time, at any one point in time the lungs receive approxi-
mately half of the cardiac output and all of the  potential  internal 

toxins (proinflammatory cytokines, drugs, etc). As such, there 
is a vast array of diseases that affect the human respiratory tract. 
Dr. George A. Gregory, one of the founding fathers of pediatric 
critical care medicine, once stated that acute respiratory failure 
accounts for approximately 50 % of all admissions to the pedi-
atric intensive care unit (PICU) [1]. More recent studies con-
tinue to support Dr. Gregory’s claim – acute respiratory failure 
and the need for respiratory support remains one of the most 
common reasons children are admitted to the PICU [2–5]. In 
this context, monitoring the function of the respiratory sys-
tem assumes critical importance. The two main components 
of respiratory function that can be monitored at the bedside 
are gas exchange and mechanical behavior of the respiratory 
system. The goals of respiratory monitoring are twofold. First, 
respiratory monitoring should help the clinician to be able to 
recognize acute respiratory failure and to quantify its severity 
and progression. Second, respiratory monitoring should pro-
vide the necessary therapeutic endpoints for management of 
acute respiratory failure and lung disease in the PICU. This 
chapter will review the various techniques available for respi-
ratory monitoring and discuss how multimodal respiratory 
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monitoring might help to improve ventilator settings during 
non- invasive or invasive mechanical ventilation. Importantly, 
in the interest of space limitations, we will not discuss physical 
examination of the respiratory system and imaging techniques 
(i.e. chest radiograph, ultrasound, CT, etc.). Even with all of 
the dramatic advances in technology pertaining to monitoring 
of the respiratory system, the physical examination continues 
to remain a vital aspect of the evaluation and management of 
the critically ill and/or injured child. The importance of the 
physical examination can’t be overemphasized. Indeed, tachy-
pnea, nasal flaring, retractions, and accessory muscle use are 
the earliest and usually most sensitive signs of impending 
respiratory failure in the PICU.

 Monitoring Gas Exchange

Gas exchange consists of two mutually independent pro-
cesses – oxygenation and ventilation (i.e. CO2 elimination). 
Hypoxemia is generally defined as a PaO2 ≤60 mmHg and 
most often occurs due to ventilation-perfusion mismatching, 
the presence of either fixed or physiologic shunts, global 
hypoventilation, impairment of diffusion, and low ambient 
oxygen (as would occur at altitude with a lower than normal 
PAO2 due to a low atmospheric pressure, or lowered FIO2, as 
in the setting of manipulating pulmonary vascular resistance 
and Qp/Qs ratio in critically ill infants with single ventricle 
physiology). Conversely, hypercarbia (an elevated PaCO2) is 
usually due to low alveolar minute ventilation (recall that 
PaCO2 is inversely proportional to minute ventilation).

 Monitoring Oxygenation

 Arterial Blood Gas Monitoring
There are multiple methods for monitoring the systemic arte-
rial oxygen saturation (SaO2). Invasive methods include arte-
rial blood gas (ABG) monitoring, while the most common 
non-invasive method is pulse oximetry. The primary purpose 
of monitoring SaO2 is to assure adequate oxygen delivery. 
Importantly, oxygen delivery is dependent upon cardiac output 
(CO) (L/min) and arterial oxygen content (CaO2) (mL/dL). 
CaO2 in turn is dependent upon the hemoglobin concentration 
(Hb, mg/dL), SaO2, and PaO2 (mm Hg), which comprises a 
very small proportion of the total arterial oxygen content.
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The Hb and PaO2 can be easily measured in the clinical 
laboratory or with a point-of-care (POC) test, while the 
 oxygen saturation can be obtained via pulse oximetry (see 
below). The measurement of cardiac output is more difficult, 

though there are now several non-invasive methods of moni-
toring cardiac output in critically ill children currently used 
in the PICU setting (please see Chap. 40).

While the partial pressure of oxygen dissolved in plasma 
(PaO2) is only a small part of the total arterial oxygen content, 
the relationship between PaO2 and the amount of oxygen 
bound to hemoglobin (Hb) is described by the sigmoid shaped 
oxyhemoglobin dissociation curve. The most important fac-
tors that influence the shape and position of the dissociation 
curve are temperature, pH, 2,3 diphosphoglycerate (2,3-DPG) 
levels in the blood, and the type of hemoglobin (Fig. 39.1). 
There are a couple of rules of thumb – first, assuming normal 
physiologic conditions, the oxygen saturation at a PaO2 of 
50 mmHg should be around 80 %, while the oxygen satura-
tion at a PaO2 of 60 mmHg should be around 90 %. The P50 
is defined as the PaO2 at which the hemoglobin is 50 % satu-
rated (which is approximately 25 mmHg in most cases). A 
rightward shift of the oxyhemoglobin dissociation curve 
implies an increase in the P50 and is due to a lower affinity of 
hemoglobin for oxygen (oxygen is released to the tissues). 
Conversely, a leftward shift of the oxyhemoglobin dissocia-
tion curve implies a decrease in the P50 and is due to a higher 
affinity of hemoglobin for oxygen (oxygen is more tightly 
bound). The factors that affect the standard oxyhemoglobin 
dissociation curve are listed in Table 39.1 and shown in 
Fig. 39.1. Factors that shift the curve to the right are theoreti-
cally advantageous to the patient since this means that more 
oxygen can be released from hemoglobin to the tissues (i.e. 
reduced affinity of oxygen for hemoglobin). Inversely, factors 
that shift the curve to the left (e.g. in the case of anemia) will 
be less advantageous for oxygen delivery to the tissue.
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Given that dissolved oxygen comprises such a small (and 
insignificant) portion of the total arterial oxygen content, one 
could certainly question the utility of measuring PaO2 in the 
clinical setting. The information provided by an isolated 
PaO2 measurement is not very helpful. Knowing where on 
the oxyhemoglobin dissociation curve an individual patient’s 
oxygenation status is at a particular moment in time could 
potentially be of use – for example, if the patient is on the 
steep portion of the oxyhemoglobin dissociation curve, small 
changes in PaO2 will be associated with large changes in 
oxygen saturation. For similar reasons, if avoiding toxic lev-
els of oxygen is the concern, PaO2 is much better than the 
oxygen saturation. On the flat portion of the oxyhemoglobin 
dissociation curve, oxygen saturation remains at or near 
100 % despite marked changes in PaO2. Regardless, a single 
measurement of PaO2 only provides information at a specific 
point in time – serial PaO2 measurements would be of sig-
nificantly greater utility.

There are several clinically relevant measures of oxygen-
ation that require knowledge of the PaO2 (Table 39.2). The 
‘gold standard’ for assessing oxygenation is the venous 
admixture, or shunt fraction (Qs/Qt), which quantifies the 
extent of venous blood that bypasses oxygenation in the pul-
monary capillaries.

 
Qs Qt CcO CaO CcO CvO/ /= −( ) −( )2 2 2 2  (39.2)

where Qs/Qt is the intra-pulmonary shunt fraction, CcO2 is 
the capillary oxygen content, CaO2 is the arterial oxygen 
content, and CvO2 is the mixed venous oxygen content 
(Fig. 39.2). The derivation of the shunt fraction is an impor-
tant concept that is provided in the Table 39.3.

 
CcO Hb PaO2 21 34 1 0 0 003= × ×( ) + ×( ). . .  (39.3)

 
CvO Hb SvO PvO2 2 21 34 0 003= × ×( ) + ×( ). .  (39.4)

Under normal conditions, approximately 2–5 % of the car-
diac output bypasses the pulmonary capillaries (includes venous 
blood from the bronchial veins, the thebesian veins, and the 
pleural veins – this is the normal anatomic shunt, often called the 
physiologic shunt). Note that calculation of the shunt fraction 
requires invasive hemodynamic monitoring, e.g. Swan-Ganz or 

Pulmonary Artery (PA) catheter. The shunt fraction can be esti-
mated using the ISO shunt diagram (Fig. 39.3), which assumes 
normal ranges of Hb, PaCO2, and cardiac output. However, the 
shunt fraction most accurately reflects intrapulmonary shunt 
when the patient is breathing 100 % oxygen. When the FIO2 is 
less than 1.0, the shunt fraction will include true shunt (venous 
blood completely bypasses the pulmonary capillaries, i.e. V/Q is 
zero), as well as areas of low V/Q and diffusion impairment [7]. 
In essence, this is the basis for the oxygen challenge test for 
neonates with suspected cyanotic congenital heart disease 
(increasing the FIO2 to 1.0 should increase PaO2 in patients with 
lung disease, but not anatomic shunts). Therefore, as shown in 
multiple studies and computer models, there is a lot of variation 
in the shunt fraction in critically ill patients with lung disease 
(especially when the FIO2 is <1.0) [8–11]. This particular limita-
tion and the need for invasive hemodynamic monitoring make 
the shunt fraction relatively impractical for assessing oxygen-
ation status in the PICU setting.

There are several so-called tension-based measures of 
oxygenation (i.e., measures based on the partial pressure of 
oxygen in either the alveolus or the arterial blood) [7]. The 
major advantage of these measures is that they do not require 
a PA catheter. For example, the P(A-a)O2 gradient reflects 
the ability of the lungs to transfer oxygen from the inspired 
air to the alveolar capillaries. The normal P(A-a)O2 gradient 
is about 5 mmHg and generally increases with age:

Table 39.1 Factors that affect the standard oxyhemoglobin dissocia-
tion curve

Left shift (↓P50, high 
affinity for O2)

Right shift (↑P50, low 
affinity for O2)

Temperature Decrease Increase
2, 3-DPG Decrease Increase
CO2 Decrease Increase
pH (Bohr effect) Increase (alkalosis) Decrease (acidosis)
Type of Hb Fetal hemoglobin Adult hemoglobin

Qt × CvO2 Qt × CaO2Qs

PAO2

CcO2

Fig. 39.2 Single compartment model of the lung and pulmonary circu-
lation. PAO2 is the partial pressure of oxygen in the alveolus. Qt is the 
total cardiac output, while Qs is that portion of the cardiac output that 
passes through the pulmonary circulation without becoming oxygen-
ated. CcO2, CvO2, and CaO2 refer to the oxygen content of the pulmo-
nary capillaries (fully saturated blood with oxygen saturation of 100 %), 
mixed venous blood, and arterial blood. The model is useful for deriv-
ing the Qs/Qt shunt equation (venous admixture)
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P A a O gradient Age−( ) = ( ) +2 4 4/  (39.5)

Changes in lung function (e.g., V/Q mismatch, shunt, dif-
fusion defects) will cause the PaO2 to decrease in relation to 
the PAO2, resulting in an increase in the P(A-a)O2 gradient. 
However, this measure is somewhat dependent upon the 
FIO2 and is therefore not very accurate when the FIO2 is high 
(as would be the case in a critically ill patient with acute lung 
injury or ARDS) [7, 10, 12]. The respiratory index (ratio of 
P(A-a)O2 to PaO2) was proposed to address this particular 

issue. The ratio of PaO2 to PAO2 has also been proposed as a 
measure of oxygenation. Unfortunately, both the respiratory 
index and the ratio of PaO2 to PAO2 are subject to the same 
limitations as the other tension-based measures (poor  validity 
and accuracy at low V/Q ratio and/or high FIO2) [7, 10, 13–
15]. The PaO2/FIO2 ratio, which may be calculated without 
the cumbersome PAO2 formula, is still used in the definition 
of acute lung injury (ALI) and acute respiratory distress syn-
drome (ARDS). With the new Berlin criteria for ALI/ARDS, 
a P/F ratio <300 is used in the definition of ALI, while a P/F 

Table 39.3 Derivation of the shunt equation

The major assumption of the shunt equation is that all there are only two types of alveolar-capillary units – those with well-matched ventilation 
and perfusion and those with a ventilation/perfusion ratio of zero. The shunt equation combines anatomic shunt, physiologic shunt, and 
shunt-like regions of the lung (extremely low V/Q ratios) into one group
 1.  The blood entering the lungs will have an “oxygen flux” determined by the mixed venous oxygen content (CvO2) multiplied by the 

cardiac output (Qt)
 2. The blood leaving the lungs will have an “oxygen flux” given by the arterial oxygen content (CaO2) multiplied by the cardiac output (Qt)
 3.  The total cardiac output consists of that portion that bypasses the lungs (Qs) and that portion which flowed through the pulmonary 

capillaries to become oxygenated (Qc): Qt Qs Qc= +

 4. The above equation can be solved for Qc by re-arranging: Qc Qt Qs= −
 5.  Using the above two equations, the overall “oxygen flux” in the system can then be derived: 

Qt CaO Qs CvO Qt Qs CcO×( ) = ×( ) + −( )× 2 2 2

 6. Now we multiply out the brackets: Qt CaO Qs CvO Qt CcO Qs CcO× = × + × − ×2 2 2 2

 7. Now we re-arrange to get the Qs and Qt terms on the same side of the equation: Qs CcO Qs CvO Qt CcO Qt CaO× − × = × − ×2 2 2 2

 8. Factor out the Q terms: Qs CcO CvO Qt CcO CaO2 2 2 2− −( ) = ( )

 9. Now solve for Qs/Qt by dividing by Qt and (CcO2−CvO2): Qs Qt CcO CaO CcO CvO/ /= ( ) ( )2 2 2 2− −

Table 39.2 Clinically 
useful measures of 
oxygenation status

Measure Normal values Formula

PaO2 80–100 mmHg −
PAO2 100–673 mmHg (FIO2 0.21–1.0)

a
FIO P P PaCO RQatm H O2 22

−( ) − /

PaO2/FIO2 ratio 380–475 PaO2/FIO2

PaO2/PAO2 0.8–1.0 PaO2/PAO2

Oxygenation index (OI) <5 (MAP × FIO2)/PaO2

A-a gradient 5–10 mmHg (FIO2 0.21) PAO2–PaO2

30–60 mmHg (FIO2 1.0)
Respiratory index (PAO2 − PaO2)/PaO2

Arterial oxygen content (CaO2) 20 vol% [SaO2 × Hb × 1.34] + 0.003 × PaO2

Mixed venous O2 content (CvO2) 15 vol%
Shunt fraction (Qs/Qt) 2–5 %

CcO CaO

CcO CvO
2 2

2 2

−
−

( )
( )

aNote: The actual Alveolar Gas Equation [6] states that PAO FIO P P
PaCO FIO RQ

RQatm H O2 2

2 2

2

1 1
= ( ) [ ]( )(

− −
− −

where Patm = 760 mmHg at sea level, PH O2
 = 47 mmHg at 37 °C, and RQ (respiratory quotient, VCO2/VO2) = 0.8 

on a mixed carbohydrate-protein- fat diet. However, if FIO2 is small (≤0.6), then FIO2 [1−RQ] ≈ 0, so the alveo-
lar-gas equation can be further simplified to
PAO FIO P PaCO RQatm H O2 2 22

= ( )− −P /
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ratio <200 is used in the definition of ARDS [16–18]. The 
main criticism of the P/F ratio is that it does not take into 
account the “effort” (i.e. the degree of ventilatory require-
ments and FIO2) required to generate a certain PaO2. Hence, 
the oxygenation index (OI) has become commonly used in 
the critical care setting. An OI >40 was historically used (and 
still is in many centers) as a threshold criteria for initiating 
extracorporeal membrane oxygenation (ECMO) [19]. Both 
the OI [19–22] and P/F ratio [21–23] appear to correlate with 
outcome in critically ill children with acute respiratory fail-
ure. One important thing to bear in mind is that obtaining 
PaO2 measurements (especially serial measurements) will 
require arterial access, with all its attendant risks (infection, 
bleeding, nerve damage, etc.). Notably, the risk of catheter-
related infection appears to be as high in arterial catheters as 
it is with central venous catheters [24, 25].

 Pulse Oximetry
Importantly, many (if not all) blood gas instruments do 
not actually measure oxygen saturation (SaO2), but instead 
calculate (or estimate) the SaO2 based on assumptions 
about the shape of the oxyhemoglobin dissociation curve. 
Unfortunately, calculated oxygen saturation levels are usu-
ally unreliable (as there are several conditions that are 
common in the PICU that impact the normal oxyhemoglo-
bin dissociation curve), particularly in the case when true 
oxygen saturation levels are <90 % [26]. As such, continu-
ous measurement of oxygen saturation by pulse oximetry 
(SpO2) has become an essential first-line monitoring tool in 
the PICU. SpO2 has even been called the “fifth vital sign” 

[27, 28]. Interestingly, in the early days of this technology, 
pulse oximetry was subjected to a randomized, controlled 
clinical trial involving over 20,000 adult surgical patients. 
While pulse oximetry significantly improved the early detec-
tion of hypoxemia in the operating room and post-anesthesia 
recovery unit (PACU), there was not an overall reduction in 
the rate of postoperative complications [29]. More recently, a 
prospective observational trial showed that continuous pulse 
oximetry on a postsurgical ward did not reduce the need for 
ICU transfer or hospital mortality [30]. There have been no 
clinical trials on the effects of pulse oximetry on outcome 
in the PICU population [31] – there will probably never be 
such a trial! Pulse oximetry has essentially become the stan-
dard of care in most ICUs in the developed world, virtually 
with no evidence basis aside from anecdote and decades of 
experience [32]. However, the utility of this technology and 
the impact that it has had on the management of critically ill 
children in the PICU is without question.

Unfortunately, despite its widespread use, many health 
care providers do not fully understand the principles behind 
pulse oximetry or appreciate the limitations of this technol-
ogy [33–37]. Pulse oximetry is based upon the principles of 
spectral analysis (i.e., the quantification of different compo-
nents in a solution by their unique light absorption character-
istics) [38]. Two principles are important for understanding 
how pulse oximetry works in the clinical setting. First, Beer’s 
Law states that the intensity of transmitted light decreases 
exponentially as the concentration of the substance increases. 
Second, Lambert’s Law states that the intensity of transmit-
ted light decreases exponentially as the distance through 
which the substance travels increases. The pulse oximeter 
probe is composed of two light emitting diodes and a photo-
detector. The diodes emit light at two different wavelengths 
– 660 nm (red) and 940 nm (infrared). Oxyhemoglobin 
(O2Hb) and deoxyhemoglobin (HHb) absorb light differently 
at these two wavelengths (Fig. 39.4). O2Hb absorbs greater 
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amounts of near-infrared light and lower amounts of red light 
(this is why oxygenated blood appears bright red – O2Hb 
scatters more red light). Conversely, HHb absorbs greater 
amounts of red light and lower amounts of near-infrared light 
(and therefore appears less red). These absorption character-
istics are fortuitous, in that red and near-infrared light pene-
trates tissues well, while blue, green, yellow, and far-infrared 
light are significantly absorbed [39]. The light that is trans-
mitted by the pulse oximeter probe can therefore be detected 
by a photodiode on the opposite arm of the probe. Using the 
Beer-Lambert Law, the relative proportion of O2Hb and Hb 
can then be determined.

The ability of pulse oximetry to measure the oxygen sat-
uration of arterial blood (as opposed to venous blood, capil-
lary blood, tissue, etc.) is based upon the pulsatile nature of 
blood flow. During an arterial pulsation, the amount of red 
and near-infrared light that is absorbed changes with the 
cardiac cycle. The volume of blood passing through the 
arteries increases transiently during systole, while the vol-
ume of blood in the veins, capillaries, and tissues remains 

relatively constant. By measuring these changes literally 
hundreds of times per second, the photodiode is able to dis-
tinguish a variable, pulsatile component (analogous to an 
alternating current signal, AC) versus a nonpulsatile, fixed 
component (analogous to a direct current, DC) (Fig. 39.5). 
The ratio of the red signal (AC660nm/DC660nm) to the near-
infrared signal (AC940nm/DC940nm) can then be used to deter-
mine the relative proportion of HHb to O2Hb, which is 
called R [40].

 R AC DC AC DCnm nm nm nm= ÷660 660 940 940/ /  (39.6)

Importantly, there is no physiologic relationship between 
R and SpO2. Rather, both R and oxygen saturation (measured 
using co-oximetry – see below) were measured in healthy 
volunteers breathing subambient concentrations of O2 in 
order to change their oxygen saturation from 70 to 100 %. A 
calibration curve was then constructed, which the micropro-
cessor in the pulse oximeter uses to determine SpO2 [39, 
41–43]  For this reason, SpO2 is less accurate at oxygen satu-
rations less than 70 % [44–49].
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diagram of an artery and vein showing the relative increase and decrease 
in arterial blood volume during systole and diastole, respectively. Note 
that the volume in the vein remains fixed and does not fluctuate. (c) A 
calibration curve of the Red:IR Modulation Ratio (“R”) in relation to the 
SpO2 is shown. Increased R corresponds to increased absorption of red 
light, which is associated with increased HHb (i.e. lower SpO2). 
Conversely, decreased R corresponds to increased absorption of near-
infrared light, which is associated with increased O2Hb (i.e. higher SpO2) 
(Reprinted from Chan et al. [40]. With permission from Elsevier)
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Importantly, pulse oximeters, which employ two light- 
emitting diodes measure functional oxygen saturation, which 
is the percentage of O2Hb relative to the sum of O2Hb 
and HHb.

 FunctionalSaO O Hb O Hb HHb2 2 2= +/  (39.7)

Conversely, co-oximeters employ between four to six 
light-emitting diodes (and hence measure absorption at four 
to six different wavelengths) and measure fractional oxygen 
saturation, that is the percentage of O2Hb relative to the sum 
of O2Hb, HHb, carboxyhemoglobin (CO-Hb), and methemo-
globin (met-Hb) (Fig. 39.6).

 
FractionalSaO O Hb

O Hb HHb CO
Hb met Hb2 2
2= + +

− + −






/
 (39.8)

Therefore, in presence of pathologic hemoglobins (dysh-
emoglobinemias), functional oxygen saturation will be spu-
riously high (discussed further below).

Proper site selection for the pulse oximeter probe is essen-
tial for appropriate reading and interpretation. Tissue beds 
with a high vascular density are particularly important – 
these include the finger, toe, nose, ear lobe, or forehead. The 
ear lobe or forehead location may be preferable in critically 
ill children with poor peripheral perfusion (due to vasocon-
striction and hypotension) or in hypothermic patients [40, 
50, 51]. In addition, it is also important to remember that in 
the presence of an anatomic right-to-left shunt (e.g. ductal- 
dependent, cyanotic congenital heart disease), any place-
ment at a post-ductal location cannot reflect real oxygenation 
of the upper limb and brain and might lead to inappropriate 
clinical decisions (in this case, many providers choose to 
monitor both pre- and post-ductal oxygen saturation).

There are several issues that can impact the reliability 
of pulse oximetry readings (Table 39.4) [38]. As alluded 
to above, poor probe positioning, movement artifact, and/

or poor peripheral perfusion (due to shock, hypotension, 
hypothermia, or vasoconstriction secondary to endogenous 
or exogenous catecholamines) are usually associated with 
a falsely low SpO2 or inability to read SpO2 (intermit-
tent drop- out). Poor probe positioning may also result in a 
falsely high SpO2 – in this situation, the light emitted from 
the probe bypasses tissues completely and hits the photo-
detector (the R value approaches 1, as both transmitted red 
and  near- infrared light is largely unabsorbed) [40]. Carbon 
monoxide (CO) poisoning will elicit a falsely elevated SpO2 
reading. Recall that CO has a much greater affinity for Hb 
(about 240× more) than oxygen, which results in the forma-
tion of carboxyhemoglobin (COHb). Both O2Hb and COHb 
absorb red light in a similar fashion (which is not very well 
– again, this is why oxygenated blood appears red and why 
patients with CO poisoning are frequently described as hav-
ing a “cherry red” appearance) and COHb doesn’t absorb 
near- infrared light at all. The photodetector on a standard 
pulse oximeter therefore can’t distinguish between COHb 
and O2Hb – the net effect is a decreased absorption of red 
light, which results in a lower R than predicted (and hence a 
falsely normal or higher SpO2 reading than the actual oxygen 
saturation). Note that the SpO2 reading on the pulse oxim-
eter is normal or higher than what would be predicted by the 
fractional SaO2 (as measured by co-oximetry) (Fig. 39.7). 
There are conflicting reports on the accuracy of pulse oxim-
etry in patients with sickle cell anemia vasoocclusive crises 
[40, 52–55]. However, in general the discrepancies in mea-
surement are clinically insignificant, except in severe cases 
when the oxygen saturation is usually falsely elevated (due 
to greater concentration of COHb – due to hemolysis).

Excessive movement and venous pulsations (as occurs if 
the probe is placed too tightly around the fingertip or in the 
presence of a widened pulse pressure and “warm shock”) 
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Table 39.4 Common causes of falsely high or low SpO2 readings

Conditions associated with falsely high or normal SpO2 readings
Carbon monoxide poisoning
Sickle cell anemia vasoocclusive crises
Methemoglobinemiaa

Sulfhemoglobinemiaa

Sepsis/septic shocka

Poor probe positioninga

Conditions associated with falsely low SpO2 readings
Hypotension
Shock
Vasoconstriction
Hypothermia
Fingernail polish
Excessive movement artifact
Severe anemia
Poor probe positioning
Congenital dyshemoglobinemias
aThese conditions may also cause a falsely low SpO2 reading (see text 
for details)
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falsely lower the SpO2 reading. Intravenous dyes such as 
methylene blue (used in the treatment of methemoglobin-
emia) or iodocyanine green (used in certain diagnostic tests) 
also falsely lower the SpO2 reading. Of note, the peak absorp-
tion of methylene blue occurs at 668 nm, which is close to 
the strong red light absorption by HHb – methylene blue 
therefore mimics HHb, which leads to a lower R than normal 
(and hence, lower SpO2 reading) [56]. Congenital dyshemo-
globinemias also falsely lower SpO2, again due to a similar 
absorption spectrum with HHb [40]. Older studies raised 
concerns about particular shades of fingernail polish impact-
ing SpO2 readings, though the newer models of pulse oxim-
eters have largely fixed this problem [40, 42, 43]. Finally, 
patients with severe anemia may also have a falsely lower 
SpO2 reading (it is important to note that anemia reduces the 
overall oxygen content of the blood, but does not normally 
lower the oxygen saturation of the blood). The physics 
behind this phenomenon are complex to say the least – suf-
fice it to say that the lower number of red blood cells in 
patients with severe anemia results in decreased light scatter 
[57]. Recall that the R versus SpO2 curves were calibrated in 
otherwise healthy individuals with normal amounts of light 
scatter. Overall, the result is that the SpO2 underestimates the 
true oxygen saturation in patients with severe anemia and 
hypoxemia, though this effect is limited in patients with 
severe anemia and normoxia [40, 58–60].

MetHb (formed when the iron in the heme moiety is oxi-
dized from Fe2+ to Fe 3+) absorbs more near-infrared light 
than either O2Hb or HHb, though it absorbs red light similar 
to HHb (this, in fact, is the reason that these patients appear 
quite cyanotic and the blood often appears a very dark blue). 
As further shown in Fig. 39.6, MetHb absorbs both red and 
near-infrared light equally well, which results in an R value 
that approaches 1. The net result is that patients with methe-
moglobinemia will have a SpO2 of 80–85 % [38, 40, 42, 61]. 
Similarly, sulfhemoglobin (SulfHb), which is formed by the 
irreversible oxidation of iron in the heme moiety to Fe3+ (just 

like MetHb) with the incorporation of a sulfur atom into the 
porphyrin ring, can be a side effect of certain oxidizing drugs, 
such as aniline dyes, nitrates, metoclopramide, or dapsone. 
SulfHb does not carry oxygen, so these patients have mark-
edly reduced oxygen transport. However, while MetHb shifts 
the oxyhemoglobin dissociation curve to the left (inhibiting 
oxygen unloading at the tissue level), SulfHb shifts the curve 
to the right (which facilitates oxygen unloading to the tissue). 
Similar to MetHb, SulfHb absorbs red light and near-infrared 
light equally well – these patients will have a SpO2 of 
80–85 % as well [40]. Finally, there are conflicting data on 
the accuracy of pulse oximetry in critically ill patients with 
severe sepsis and septic shock [40]. The discrepancy is small 
and probably clinically irrelevant, though the mechanisms 
are poorly understood. In the case of a “warm shock” state, 
venous pulsations may falsely lower SpO2 readings [62–64]. 
Conversely, other studies suggest that the septic state falsely 
elevates SpO2 (the mechanism is poorly understood) [65, 66]. 
Further studies in this population are warranted. For now, cli-
nicians should be aware of these potential issues.

 Monitoring Ventilation

The partial pressure of carbon dioxide (CO2) in the arterial 
blood is inversely proportional to alveolar minute ventilation 
(i.e. increased minute ventilation = decreased PaCO2). The 
efficiency of ventilation, i.e. the efficiency of CO2 elimina-
tion, can therefore be measured directly using arterial blood 
gas analysis. Alternatively, CO2 can be measured in expi-
ratory gases either via the concentration of CO2 reached at 
the end of expiration (partial pressure of CO2 at end-tidal; 
PetCO2 or EtCO2) or the amount of CO2 expired per breath 
as measured by volumetric capnography (CO2 elimina-
tion; VCO2, the net volume of CO2 eliminated per minute). 
Finally, ventilation can be monitored using transcutaneous 
PtCO2 monitoring.
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Fig. 39.7 Distinction between 
functional oxygen saturation 
(SaO2) and fractional oxygen 
saturation (FO2Hb). In this 
particular case, the arterial blood 
contains 60 % O2Hb, 20 % HHb, 
and 20 % COHb. Using Eq. 39.7, 
the functional oxygen saturation 
is 60/(60 + 20), or 75 %. Using 
Eq. 39.8, the fractional oxygen 
saturation is 60/(60 + 20 + 20), or 
60 % (Reprinted from Chan et al. 
[40]. With permission from 
Elsevier)

D.S. Wheeler and P.C. Rimensberger



529

 Arterial Blood Gas Analysis
The gold standard of CO2 determination remains the arterial 
blood gas (ABG). Routine blood gas analysis directly mea-
sures the pH and the PCO2. Measurement of PaCO2 requires 
obtaining an arterial blood specimen, via either intermittent 
sampling or an indwelling arterial catheter. However, mea-
surement of PCO2 in a free flowing capillary specimen (so- 
called capillary blood gas) is a reasonable approximation of 
PaCO2 [67–71]. Venous blood samples drawn from free- 
flowing blood through a central line [71–75] or peripheral 
intravenous catheter [71, 75–79] may also reflect arterial pH 
and PCO2 values reasonably well.

 End-Tidal CO2 Monitoring
Capnometry refers to the measurement of exhaled CO2 (i.e. 
the measurement is displayed numerically), whereas capnog-
raphy refers to the graphical display of the change in exhaled 
CO2 over time (with each breath). Capnometry includes the 
colorimetric detection of CO2 in exhaled air used by certain 
devices (usually disposable) to confirm proper tracheal tube 
placement (i.e. placement in the trachea versus the esopha-
gus), which will not be discussed here (these devices are dis-
cussed in the Basic Airway Management chapter).

End-tidal CO2 (EtCO2) measurements by capnometry 
give the peak value of the PCO2 at the end of expiration 
(PetCO2). There are several conditions which can be associ-
ated with changes in PetCO2 (Table 39.5) [80]. Under normal 
conditions, the PetCO2 is about 2–6 mmHg lower than the 
PaCO2 value, as a result of physiologic ventilation-perfusion 
(V/Q) mismatching (i.e. physiologic shunt). In general, an 
increase in PetCO2 is almost always due to an increase in 
PaCO2. Conversely, a decrease in PetCO2 doesn’t necessarily 
correspond to a decrease in PaCO2 (in fact, the PaCO2 can be 
increased, decreased, or normal in this situation). The differ-
ence between PetCO2 and PaCO2 can be significantly 
increased in critically ill patients with significant dead-space 
ventilation, cyanotic heart disease, decreased pulmonary 
blood-flow (classically in presence of an extra-pulmonary 
R-L shunt), and impaired cardiac output.

End-tidal CO2 is almost universally monitored in critically 
ill children on mechanical ventilatory support in the PICU 
[80–82] to continuously monitor and evaluate respiratory rate 
and rhythm, quantify dead-space (see below), confirm proper 
tracheal tube placement to avoid inadvertent extubation, and 
monitor patient-ventilator asynchrony [80, 83, 84]. In addi-
tion, end-tidal CO2 can be monitored in patients who are 
breathing spontaneously during procedural sedation to 
improve safety [85–89]. Almost all commercially available 
devices use infrared absorption to detect CO2 – these devices 
therefore consist of an infrared light source, an exhalation gas 
collection chamber, and a photodiode (similar to pulse oxim-
etry, discussed above). The end-tidal CO2 monitor is con-
nected to the end of the tracheal tube and quantifies the 
adsorption of infrared light as it passes through the exhaled 
gas to detect and quantify CO2. Oxygen, helium, and nitrogen 
do not absorb infrared light and therefore do not interfere 
with CO2 measurement. These monitors are generally classi-
fied into two types based upon the gas sampling method – 
mainstream or sidestream [80]. Mainstream analyzers are 
attached inline to the tracheal tube and directly sample 
exhaled gas, while sidestream analyzers continuously sample 
an aliquot of exhaled gas. Mainstream analyzers usually have 
a faster response time and do not remove any aliquots of 
exhaled gas from the circuit (which could influence exhaled 
tidal volume measurements). However, they are bulkier and 
tend to place tension on the tracheal tube. In addition, main-
stream analyzers can’t be used in non- intubated patients. 
Sidestream analyzers, on the other hand, have a slight delay 
in response time but are smaller, lighter, and able to be used 
in non-intubated patients [80, 85, 86, 90–92].

As stated above, an increase in the difference between 
PetCO2 and PaCO2 usually is indicative of either an increase 
in dead-space or a decrease in cardiac output [93]. Recall 
that minute ventilation is the sum of alveolar ventilation and 
dead-space ventilation. The dead-space is that portion of the 
lung (including the conducting airways) that does not partici-
pate in gas exchange. All patients have some proportion of 
dead-space, known as the anatomic dead-space (conducting 

Table 39.5 Conditions 
associated with changes in 
PetCO2

Increase PetCO2 Decrease PetCO2 Absent PetCO2

Rapid change Increase in cardiac output  
(e.g. seizure)

Decreased cardiac output  
(e.g. cardiac arrest)

Esophageal 
intubation

Pulmonary embolus Inadvertent 
extubation

Air embolus Ventilator 
disconnectTracheal tube obstruction

Large tracheal tube leak
Slow change Inadequate minute ventilation Increased minute ventilation

Increased CO2 production  
(e.g. fever)

Decreased CO2 production (e.g. 
sedation, paralysis, hypothermia)

Equipment malfunction Increased dead space ventilation
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airways, which essentially includes that portion of the respi-
ratory tract from the mouth to the bronchioles). However, 
there is also a portion of dead-space that is due to the regional 
ventilation-perfusion heterogeneity, known as the alveolar 
dead-space. Regions of the lung that are ventilated but not 
perfused comprise the alveolar dead-space (in contrast, 
regions of the lung that are perfused but not ventilated com-
prise the intra-pulmonary shunt). Physiologic dead-space is 
therefore the sum of the anatomic dead-space and alveolar 
dead-space. Increased physiologic dead-space has been 
shown to correlate with outcomes in both critically ill chil-
dren [94] and adults [95–98] with ARDS. In addition, the 
dead-space (determined via the Bohr equation – below) can 
be used to set the optimal positive end-expiratory pressure 
(PEEP), which has been defined as the pressure level with 
the highest compliance in conjunction with the lowest calcu-
lated dead-space [99, 100]. Optimal PEEP during mechani-
cal ventilation should theoretically decrease dead-space 
ventilation by recruiting alveoli to participate in gas 
exchange. Similarly, the PaCO2−PetCO2 gradient is smallest 
at optimal recruitment [101, 102].

The measurement of end-tidal CO2 can be used in the 
modified Bohr equation to calculate the dead-space ventila-
tion (ratio of physiologic dead-space to tidal volume):

 
V V PaCO PeCO PaCOD T/ /= −( )2 2 2  (39.9)

 
V V PaCO P CO PaCOD Alv T- / /= −( )2 2 2et  (39.10)

where VD is the physiologic dead-space, VD-Alv is the alveolar 
dead-space, VT is tidal volume, PaCO2 is the partial pressure 
of CO2 in the arterial blood, PeCO2 is the partial pressure of 
CO2 in expired air, and PetCO2 is the end-tidal CO2 concen-
tration. A normal value is <0.3. Note that when using PetCO2 
instead of PeCO2, the alveolar dead-space is being calculated 
(as end-tidal CO2 reflects alveolar ventilation and not the 
anatomic dead-space – see below). The validity of dead- 
space calculations depends on the validity of the end-tidal 
CO2 value, which should reflect true alveolar gas CO2 con-
centration. Incomplete expiration, maldistribution of inspired 
gas, or acute hyperventilation will lead to an end-tidal CO2 
value that does not correspond to true alveolar gas CO2 con-
centration, and hence an erroneous calculation of dead-space 
ventilation.

Classically, the shape of the CO2-expiration curve is char-
acterized by three distinct phases (Fig. 39.8). The initial 
phase I characterizes the beginning of expiration with the 
release of “dead-space” gases, i.e. CO2 poor gas mixture 
from conducting airways (i.e. the anatomic dead-space). 
During the phase II, there is a rapid upswing caused by the 
increasing amounts of exhaled alveolar gas that contains CO2 
mixed with a reduced amount of dead-space gas. The alpha 
angle represents the transition from phase II to phase III. 

Finally, during phase III, more and more of the alveoli have 
emptied and the CO2 concentration in the exhaled gas con-
tains reaches a plateau that approaches (but does not reach) 
PaCO2. The presence of a plateau phase at end-expiration is 
required for valid measures of PetCO2. In absence of such a 
plateau, PetCO2 values will be underestimated and the derived 
calculation of VD/VT will be erroneous. The beta angle repre-
sents the change to the inspiratory phase. When inspiration 
starts, the CO2 level drops rapidly back to zero. The point at 
which phase III ends immediately prior to the start of the 
next inspiration is the true PetCO2 [80, 81, 103]. The length 
and shape of the three phases may provide some useful infor-
mation (Fig. 39.9). For example, a prolonged phase I sug-
gests the presence of increased anatomic dead-space or low 
expiratory flow conditions, a flattened slope of phase II indi-
cates prolonged expiratory times and can be seen with 
important obstructive airway disease, and a upslope within 
phase III has been shown to correlate with the degree of 
obstructive airway disease [81, 83, 103].

Although the shape of the traditional capnography curve 
can theoretically give some information on the characteris-
tics of the underlying lung disease, it is difficult to analyze in 
detail at the bedside. CO2 elimination (VCO2) measurements 
(i.e. the amount of CO2 exhaled per breath), which corre-
sponds to the area under the expiratory CO2 curve, by volu-
metric capnography theoretically are a much better reflection 
of ventilation efficiency than a single point measure of the 
patient via traditional time-based end-tidal CO2 monitoring. 
Volumetric capnography (also known as single breath carbon 
dioxide (SBCO2) elimination) combines a CO2 sensor and a 
pneumotachometer to measure the net CO2 expired as a vol-
ume exhaled over time. The volumetric capnograph is very 
similar to the traditional time-based capnograph (Fig. 39.10). 
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Fig. 39.8 The single-breath CO2 curve (normal capnograph) consists 
of three phases. See text for detailed explanation
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While volumetric capnography requires a different set of 
equipment, these devices are readily available in the clinical 
setting. During mechanical ventilation volumetric capnogra-
phy can be used breath-to-breath to immediately determine 
the effect of any change in ventilator settings on CO2 elimi-
nation [104, 105]. In addition, volumetric capnography can 
assess dead-space ventilation more accurately than time- 
based capnography [106–112].

 Transcutaneous CO2 (TcCO2) Measurements
Whereas transcutaneous O2 monitors correlate poorly with 
PaO2 (and with pulse oximetry, these monitors are probably 
not necessary anyway) [113, 114], transcutaneous CO2 
(TcCO2) monitors can reasonably approximate PaCO2, par-
ticularly in certain settings [113, 115–120]. These monitors 
heat the skin from 41 to 43 °C to cause localized vasodilation 
and diffusion of CO2 into the dermal and epidermal layers. 
CO2 then diffuses across the membrane of the probe and into 

the reservoir where the partial pressure of the gas is detected 
electrochemically. TcCO2 monitoring provides continuous 
data and allows for trending of TcCO2 levels over time – 
readings closely approximate PaCO2 levels to within 
6–10 mmHg [121]. TcCO2 measurements can provide non-
invasive monitoring of PaCO2 when EtCO2 and/or VCO2 is 
not available or even not feasible, such as during high-fre-
quency oscillatory ventilation [120, 122]. However, TcCO2 
monitoring does have some significant limitations. For 
example, the accuracy of these devices is complicated by 
drifting and the probes require frequent calibration to address 
this issue. Additionally, the accuracy of the probe is affected 
by skin temperature and tissue perfusion. The heated probe 
may locally increase the metabolic rate of the skin and yield 
a falsely elevated carbon dioxide level. Additionally, during 
states of hypoperfusion (as commonly occurs in critically ill 
children in the PICU), carbon dioxide levels increase in the 
tissue and the TcCO2 may overestimate the true PaCO2. Skin 
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Fig. 39.9 Capnography interpretation can be clinically 
useful. The normal capnograph is shown in the shaded 
green tracing. (a) Capnography from a patient with 
obstructive lung disease (e.g., status asthmaticus). Note 
the prolonged expiratory phase (phase II) and the lack of 
a plateau phase (phase III). The “ramping up” pattern is 
highly characteristic. (b) Capnograph from a patient 
whose tracheal tube has been dislodged into the right 
main bronchus (in this case, the capnograph reveals an 
abrupt change from this patient’s previous baseline).  
(c) Capnograph from a patient with patient- ventilator 
asynchrony. The bold arrows indicate spontaneous 
breaths during intermittent mandatory ventilation.  
(d) Capnograph from a patient whose tracheal tube is 
malpositioned in the esophagus. There is no  
discernible CO2
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Fig. 39.10 Time-based and 
volume-based (volumetric) 
capnograms
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thickness also limits the accuracy of the TcCO2 and likely 
explains the decreasing accuracy of this modality in older 
children and adults [114]. Despite the theoretical advantages 
of TcCO2 monitoring, it is not widely used in the PICU set-
ting due to these limitations, as well as the comparatively 
slower response time and the need to frequently relocate the 
sensors to prevent skin burn.

 Monitoring the Mechanics  
of the Respiratory System

Ventilator waveforms are graphic representations of the 
mechanics of the respiratory system. They are essential com-
ponents of the respiratory monitoring armamentarium in the 
PICU. Proper interpretation of these waveforms is crucial to 
clinical decision making in the management of critically ill 
children on mechanical ventilation. There are three wave-
forms (also called scalars) of interest to the clinician in the 
PICU – pressure, volume, and flow, all of which are dis-
played versus time. In addition, pressure-volume (P-V) and 
flow-volume (F-V) loops also provide useful information.

Importantly, ventilator pressures are typically measured 
in cm H2O and referenced to atmospheric pressure (i.e. 
baseline value is zero). Pressure and flow generated by the 
ventilator are measured by transducers in the ventilator 
itself, while volume is derived mathematically as the inte-
gral of the flow waveform over time. The total pressure 
applied to the respiratory system during mechanical ventila-
tion is comprised of the sum of the pressures generated by 
the ventilator (Pvent) and the pressure generated by the 
respiratory musculature (Pmus). These pressures generate 
flow, which delivers volume to the respiratory system. In 
order to generate flow, these pressures must exceed that of 

the elastic recoil pressure of the lungs and chest wall, the 
resistance to flow through the airways, and frictional forces 
of the tissues in the respiratory tract (which is usually con-
sidered negligible under most conditions), as summarized in 
the equation of motion:

 

Pvent Pmus Elastic recoil pressure
Resistivepressure

+ =
+  (39.11)

The elastic recoil pressure is the product of elastance (the 
inverse of compliance) and volume, while resistive pressure 
is the product of resistance and flow.

 

Pvent Pmus Elastance Volume

Resistance Flow

+ = ×( )
+ ×( )  (39.12)

Again, as elastance (i.e. the tendency of the respiratory 
system to return to its original shape) is the inverse of com-
pliance (i.e. the distensibility of the respiratory system), the 
equation can be re-written as:

 

Pvent Pmus Volume Compliance

Resistance Flow

+ = ( )
+ ×( )

/

 (39.13)

Note that the ventilator can control the left-side of the 
equation by controlling Pvent (i.e. pressure-control ventila-
tion) or the right-side of the equation by controlling volume 
and flow (i.e. volume-control ventilation). The individual 
patient characteristics and disease condition determine the 
compliance and resistance.

There are six basic shapes to the various waveforms or 
scalars (pressure versus time, flow versus time, and volume 
versus time) (Fig. 39.11). By convention, time is plotted on 
the x-axis, while pressure, flow, or volume are plotted on the 
y-axis. In general, pressure waveforms are usually rectangu-

Time (s) Time (s) Time (s)

Rectangular Descending ramp Ascending ramp

Time (s) Time (s) Time (s)

Sinusoidal Exponential rise Exponential decay

Fig. 39.11 The six basic waveform shapes for ventilator 
graphics
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lar or rising exponential, whereas volume waveforms are 
usually ascending ramp or sinusoidal. Flow waveforms can 
take several shapes. Pressure-time, volume-time, and flow- 
time scalars are generally displayed together by the ventila-
tor graphics software, as shown in Fig. 39.12 (patient in 
pressure-control ventilation) and (Fig. 39.13), (patient in 
volume-control ventilation). Based upon the information 
provided in these scalars, each breath can be divided into 
distinct phases (as shown on the accompanying figures) – 
beginning of inspiration, inspiration, end of inspiration, 
beginning of expiration, expiration, and end of expiration. 
Each scalar is discussed in greater detail below.

 Scalars

Flow-Time Scalars
The flow-time scalar can help distinguish between pressure- 
control versus volume-control ventilation. During pressure- 
control ventilation (Fig. 39.12), there are two components to 
the inspiratory flow waveform. There is an accelerating flow 
component at the beginning of inspiration (which almost 
immediately reaches peak inspiratory flow) followed by a 
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Fig. 39.12 Representative scalars for a patient in a pressure-control 
mode of mechanical ventilation. Each breath is divided into six phases: 
(1) Beginning of inspiration: as shown on the pressure-time scalar, the 
pressure-controlled inspiration starts at the baseline, in contrast to a 
spontaneous breath which starts with a negative deflection (decrease in 
pressure). (2) Inspiration: as shown on the flow-time scalar, there is a 
rapid increase to peak inspiratory flow, followed by a decelerating flow 
phase (which is characteristic of pressure-controlled ventilation). As 
shown on the pressure-time scalar, the peak inspiratory pressure is rap-
idly attained and held constant for the duration of the inspiratory phase. 
The shape of the pressure-time scalar changes according to the pre-set 
rise time (i.e. the time in which the ventilator achieves the target peak 
inspiratory pressure) and inspiratory time. The volume achieved may 
vary from breath to breath, and due to the decelerating flow pattern, 
there is a curvilinear upslope on the volume-time scalar. (3) End of 
inspiration: the inspiratory phase is terminated at the end of the inspira-
tory time (time-cycled) that is set by the clinician. At this point, the 
expiratory valve on the ventilator opens, leading to the start of the expi-
ratory phase. The delivered tidal volume depends upon the patient’s 
lung and chest wall compliance. Note that the flow reaches zero at or 
just before the end of the inspiratory time. (4) Beginning of expiration: 
expiration is largely passive – the shape of the expiratory phase on the 
three scalars are determined by the patient’s airway resistance, resis-
tance of the artificial airway (e.g., tracheal tube), and the elastic recoil 
pressure of the lung and chest wall. (5) Expiration (6) End of expiration: 
termination occurs at the end of the expiratory time set by the clinician 
(time-cycled). Pressure returns to the baseline (0 cm H2O) or the level 
of PEEP set by the clinician
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Fig. 39.13 Representative scalars for a patient in a volume-control 
mode of mechanical ventilation. Each breath is divided into six phases: 
(1) Beginning of inspiration: the initiation of inspiration depends upon 
the triggering mode (i.e. Control, Assist/Control, SIMV) and can be 
time-triggered (at a predetermined time set by the clinician) or patient- 
triggered (triggered by the patient’s own respiratory effort). (2) 
Inspiration: the shape of the flow, volume, and pressure scalars depends 
upon the airway resistance, lung compliance, the set flow (rate and pat-
tern), and the preset tidal volume being delivered. For example, as 
shown on the flow-time scalar, there is a rapid increase to peak inspira-
tory flow which is then held constant for the duration of the inspiratory 
phase (resulting in a rectangular waveform). As shown on the pressure- 
time scalar, the peak inspiratory pressure (PIP) is not reached until the 
end of inspiration (see below). Due to the constant flow pattern during 
inspiration, volume is delivered in fixed increments per unit time, which 
results in a straight-line, linear upslope to the pre-set tidal volume. (3) 
End of inspiration: the inspiratory phase is terminated at the end of the 
inspiratory time (time-cycled) that is set by the clinician. The PIP nec-
essary to attain the preset tidal volume depends upon the patient’s lung 
and chest wall compliance. An end-inspiratory hold will allow the pres-
sures within the respiratory system to equilibrate, which occurs at the 
plateau pressure (not shown). At the end of the inspiratory phase, the 
expiratory valve on the ventilator opens, leading to the start of the expi-
ratory phase. (4) Beginning of expiration: expiration is largely passive 
– the shape of the expiratory phase on the three scalars are determined 
by the patient’s airway resistance, resistance of the artificial airway 
(e.g., tracheal tube), and the elastic recoil pressure of the lung and chest 
wall. (5) Expiration (6) End of expiration: termination occurs at the end 
of the expiratory time set by the clinician (time-cycled). Pressure 
returns to the baseline (0 cm H2O) or the level of PEEP set by the 
clinician
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decelerating flow component (air entry slows as the lung 
approaches its capacity). The expiratory flow waveform 
similarly has an accelerating flow phase at the beginning of 
expiration (which almost immediately reaches peak expi-
ratory flow), followed by a slower decelerating phase back 
to baseline. In contrast, during volume-control ventilation 
(Fig. 39.13), the flow waveform has a characteristic square 
or rectangular waveform, in which flow accelerates to a pla-
teau and is held constant until the beginning of expiration, 
at which time expiratory flow rapidly decreases to baseline. 
The decelerating inspiratory flow waveform that is character-
istic of pressure-control ventilation theoretically minimizes 
the pressure needed to deliver adequate tidal volumes (i.e. 
the same tidal volume can be delivered with a lower peak 
inspiratory pressure), thereby minimizing ventilator- induced 
lung injury (VILI), though there are several newer modes of 
volume-control ventilation with this feature (e.g. pressure-
regulated volume control, PRVC mode of ventilation).

The flow-time scalar also provides information on 
whether the respiratory cycle time settings (inspiratory and 
expiratory time) are adequate according to the respiratory 
system’s time constant. The time constant is the product of 
respiratory compliance (Crs) and resistance (Rrs).

 Τ = ×Crs Rrs  (39.14)

Recall that the inspiratory time (Ti) is defined as the time 
required for complete inspiration, which is determined 
according to the following equation:

 Ti V Flow rateT= /  (39.15)

where VT is the tidal volume (in mL) and the flow rate 
is expressed in mL/s. The cycle time (Tc) is the sum of the 
inspiratory time (Ti) and the expiratory time (Te) and depends 
upon the selected respiratory rate. In intubated patients, the 

resistance of the tracheal tube will have an effect on calcu-
lation of the time constant. The time constant describes the 
amount of time needed for complete filling or emptying of the 
respiratory system, which generally occurs within about five 
to six time constants. To calculate the time constant at the bed-
side in every patient and situation is cumbersome, whereas to 
simply search for a static (i.e. no-flow) condition on the flow-
time curve at end-inspiration or end-expiration is more prac-
tical. A no-flow condition indicates that no further volume 
will be delivered to or exhaled by the patient, indicating pres-
sure equilibrium between the respiratory system and airway 
opening. Searching at the bedside for an inspiratory time that 
allows for a very short no-flow condition at end-inspiration 
facilitates selection of the lowest airway pressures needed to 
deliver a desired tidal volume (Fig. 39.14). Similarly, search-
ing for an expiratory time that allows for flow termination at 
end-expiration helps to avoid intrinsic PEEP, also called auto-
PEEP (i.e. dynamic hyperinflation) (Fig. 39.15).

A “zig-zag” (or saw-tooth) pattern, which occurs most 
commonly during the expiratory phase of the flow-time sca-
lar is classically observed as a result of flow variations due to 
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Fig. 39.14 Flow-time scalar showing what occurs 
when the inspiratory time is set at a level that is not 
appropriate for the patient. In the top graphic, the 
inspiratory time is too short for the patient, as flow does 
not return to baseline. Conversely, in the bottom 
graphic, the inspiratory time is too long for the patient. 
The area demarcated by the blue circle is called a 
“zero-flow state”
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Fig. 39.15 Flow-time scalar showing air-trapping (i.e. rinsic PEEP or 
“auto-PEEP”). The expiratory flow doesn’t return to baseline before the 
start of the next breath, which can occur in the presence of airway obstruc-
tion (e.g. asthma, bronchiolitis, etc.) or if the expiratory time is too short
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secretions in the airways. A sudden change in the expiratory 
flow shape will occur when the patient tries to inspire spon-
taneously when the expiratory valve is still open (i.e. the ven-
tilator is still in expiratory phase). In this situation a drop in 
the airway pressure is observed simultaneously with a short 
and often modest increase in flow, which is indicative of 
inspiratory trigger failure (patient-ventilator asynchrony).

Pressure-Time Scalar
The pressure-time curve scalar can also help distinguish 
between pressure-control ventilation versus volume-control 
ventilation. During pressure-control ventilation, the pressure- 
time scalar classically shows a “rectangular-wave form” with 
a clear plateau phase (see again Fig. 39.12). The airway pres-
sure rapidly rises (the rate of rise depends upon the rise time 
set by the clinician) to the peak inspiratory pressure and 
remains constant throughout the inspiratory phase. 
Conversely, during volume-control ventilation (i.e. constant 
flow pattern delivered by the ventilator), the pressure-time 
scalar takes the shape of a shark’s fin. There is a rapid rise in 
pressure at the beginning of the inspiratory phase, as gas flow 
encounters the frictional resistance of the airways. Later dur-
ing the inspiratory phase, there is a more gradual increase in 
airway pressure as the flow of gas confronts the opposing 
elastic forces of the lung and chest wall. Once the set tidal 
volume is reached, the expiratory valve opens and the airway 
pressure abruptly falls to baseline (the PEEP). The peak 
inspiratory pressure (PIP) necessary to attain this tidal vol-
ume will depend upon the patient’s respiratory system com-
pliance. Importantly, an inspiratory hold maneuver will 
reveal the pressure-time scalar at static (i.e. no flow condi-
tions). In this case, the airway pressure falls to the plateau 
pressure (Pplat) (Fig. 39.16). Therefore the peak pressure 
(PIP) value gives an indication of the resistance of the respi-
ratory system, while the Pplat is the actual pressure that 
reaches the alveoli. Importantly, static compliance is mea-
sured at static, or no-flow conditions, as opposed to dynamic 
compliance which is measured during periods of gas flow.

 
Cstat V Pplat PEEPT= −( )/  (39.16)

Dynamic compliance is always either less than or equal to 
the static lung compliance (as Pplat is always lower than PIP).

 
Cdyn V PIP PEEPT= −( )/  (39.17)

Note that during pressure-control ventilation, the PIP and 
Pplat are essentially the same. Spontaneous breaths during 
either volume-control or pressure-control ventilation are 
sinusoidal in shape and start with a negative deflection on the 
pressure-time scalar. Spontaneous breaths are therefore 
 negative during inspiration and positive during expiration. If 
the patient is in a pressure support mode of ventilation, the 
spontaneous breaths are will trigger a ventilator-assisted 
breath, which is typically set to reach a lower peak inspira-
tory pressure than a normal ventilator breath.

Volume-Time Scalar
The volume-time scalar provides less information than either 
the flow-time or pressure-time scalars. During volume- 
control ventilation, volume is delivered in fixed increments 
per unit time (due to the rectangular flow pattern), such that 
there is a linear increase in volume to the tidal volume set by 
the clinician. Once the set tidal volume is attained, the expi-
ratory valve opens and the volume decreases back to the 
baseline, resulting in a triangular or “mountain top” shape. 
Conversely, during pressure-control ventilation, there is a 
curvilinear increase in volume due to the decelerating flow 
pattern. The tidal volume that is reached depends entirely on 
the patient’s respiratory system compliance. The volume- 
time scalar can easily detect the presence of a leak in either 
the ventilator circuit or around the tracheal tube. In the 
 presence of a leak, the volume-time scalar does not return to 
zero at end-inspiration – a visible plateau phase above 0 cm 
H2O is frequently observed. Most of the modern ventilators 
provide a numerical reading of both the inspired and expired 
tidal volume, as well as a percentage value for the measured 
leak. However, as previously mentioned, this reading is not 
as accurate due to the compressible volume in the ventilator 
circuit. Volumes measured at the tracheal tube are much 
more accurate [123].

 Loops

Various loops can be displayed (i.e. flow-volume and 
pressure- volume). Loops display graphical information of 
the inspiratory and expiratory portions of a single breath, 
as opposed to time. Information can be derived from both 
the numerical values as well as the shapes of the wave-
forms themselves (as is the case with scalars described 
above).

Time (s)

P
re

ss
ur

e 
(c

m
 H

2O
)

PEEP

PIP

Pplat

Fig. 39.16 Pressure-time scalar with inspiratory hold maneuver. See 
text for explanation
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Pressure-Volume (PV) Loops
The pressure-volume curve loop gained major interest over 
the last decade, certainly because of the recognition that 
mechanical ventilation needs to be applied in a gentle way 
to avoid ventilator-induced lung injury (VILI). Ventilator- 
induced overdistention (e.g. volutrauma and barotrauma) 
and under-recruitment (e.g., atelectrauma) are both recog-
nized as potential putative mechanisms for VILI and lead to 
decreased respiratory system compliance, less efficient ven-
tilation, and, in the patient who is spontaneously breathing, 
increased work of breathing. With the evidence that sug-
gests that VILI can be limited by avoiding overdistention 
and the repetitive opening and collapsing of alveoli, analy-
sis and careful monitoring of the shape of the inspiratory 
and expiratory limb of the dynamic PV loop gained major 
interest.

PV loops display the interaction between pressure (on the 
x-axis) and volume (on the y-axis), which can then be used 
to assess the patient’s respiratory system compliance. During 
spontaneous ventilation, the PV loop moves in a clockwise 
direction (starting at the intersection of the x- and y-axes). 
The inspiratory portion is negative (i.e. to the left of the 
y-axis, as the pressure in the airways decreases below atmo-
spheric pressure to generate flow), while the expiratory por-
tion is positive (i.e. to the right of the y-axis, as airway 
pressure increases above atmospheric pressure in order to 
exhale). Conversely, during positive pressure mechanical 
ventilation, the PV loop moves in a counterclockwise direc-
tion an remains positive (to the right of the y-axis) for both 
the inspiratory and expiratory phases of the breath. The PV 
loop starts at PEEP and reaches its maximum pressure (PIP) 
before starting the expiratory phase. The maximal volume 
attained is of course the tidal volume that is delivered 
(Fig. 39.17).

In general, the PV loop of a patient with normal lung 
compliance has about a 45° angle (if a line was drawn 
from the peak pressure/volume to the baseline pressure/
volume, bisecting the inspiratory and expiratory limbs). 
The shape of the PV loop provides a relative indication 

of the patient’s underlying lung compliance (recall that 
compliance is the change in volume for a given change 
in pressure, which is the slope of the PV loop referred to 
above). Figure 39.18 shows two PV loops from a patient 
with normal lung compliance and a patient with poor lung 
compliance.

An incomplete PV loops suggests the presence of an air- 
leak within the ventilator circuit, around the tracheal tube 
(most common), or in the respiratory tract (e.g., broncho-
pleural fistula) (Fig. 39.19). A patient-triggered breath cre-
ates a “trigger tail” on the PV loop (Fig. 39.20). As discussed 
above, a spontaneous breath is shown as a clockwise move-
ment with the inspiratory phase on the negative side. 
Therefore, a patient-triggered breath creates an initial clock-
wise movement, followed by the normal counterclockwise 
movement of the ventilator breath, as the patient triggers the 
ventilator. The size of the “trigger tail” provides a rough esti-
mation of the patient’s respiratory effort (i.e. the bigger the 
effort, the bigger the tail).
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Fig. 39.17 Characteristic pressure-volume loop during positive pres-
sure ventilation
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Fig. 39.18 Pressure-volume loops from a patient with poor lung com-
pliance and a patient with normal lung compliance
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Fig. 39.19 Pressure-volume loop from a patient with a large leak 
around the tracheal tube. Note that the size of the leak can be deter-
mined by close examination of the y-axis. The point at which the expi-
ratory limb intersects the y-axis is the volume of leaked air around the 
tracheal tube (this will also be shown numerically on the ventilator’s 
inspiratory and expiratory tidal volumes)
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Recruitment/Derecruitment
Commonly the presence of a so called lower inflection point 
(point of maximal change in curvature) on the lower part 
of the inflation limb of the dynamic PV loop is interpreted 
as the point where lung opening (i.e. recruitment) starts 
(Fig. 39.21). Many authorities recommend setting PEEP 
slightly above the lower inflection point (LIP). However, 
this concept of optimizing PEEP by graphic analysis is of 
questionable value and may even be potentially harmful in 
certain situations. As discussed in the chapter on Mechanical 
Ventilation, there are several methods that have been pro-
posed to set PEEP for optimal alveolar recruitment – none of 
these methods have been shown to be superior to any other.

Overdistention
Pulmonary overdistention occurs when the volume limit of 
some component of the lungs is approached. It will be mani-
fest as a dramatic reduction in compliance at the terminal 
end of the breath, which is commonly referred to as “beaking” 
on the PV loop (Fig. 39.21). Overdistention should be 
avoided as it has several deleterious effects on the cardiovas-

cular and pulmonary system. First, overdistention puts the 
patient at risk for barotrauma and volutrauma. Second, over-
distention can increase dead space and therefore render ven-
tilation less efficient. Third, overdistention will result in a 
dramatic increase in pulmonary vascular resistance from 
compression of the pulmonary vessels by the overdistended 
alveoli (see chapter on Respiratory Physiology) and a resul-
tant reduction in cardiac output. When terminal “beaking” is 
observed, the clinician should reduce the set PIP or VT to 
reduce the risk of overdistention of some lung areas. Just as 
there is a LIP on the PV loop, there is an upper inflection 
point (UIP) which corresponds to the point at which maxi-
mal recruitment has been attained – beyond this point, fur-
ther increases in pressure or tidal volume will result in lung 
overdistention (Fig. 39.21). For this reason, many authorities 
recommend setting the ventilator so that PIP’s are below the 
UIP of the PV loop.

 Flow-Volume (FV) Loops

The recognition and treatment of increased airway resistance 
(especially expiratory airway obstruction) is essential and 
the flow-volume (FV) loop is the most commonly used ven-
tilator graphic to assess changes in respiratory system resis-
tance. In contrast to the classical presentation of lung 
function measurements in the Pulmonary Function labora-
tory, typically, the inspiratory flow limb of the FV loop is 
shown above the x-axis (i.e. positive flow value), while the 
expiratory limb of the FV loop is shown below the x-axis 
(i.e. negative flow value) (Fig. 39.22). However, some venti-
lators display the FV loop in the opposite manner as well 
(consistent with the classic depiction on FV obtained 
obtained in the ambulatory setting in the Pulmonary Function 
laboratory). Limitation of the inspiratory flow (flattening of 
the inspiratory limb) is commonly observed in the presence 
of an extrathoracic airway obstruction (recall that extratho-
racic airway obstruction is worse during inspiration – e.g. 
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croup presents with inspiratory stridor) (Fig. 39.23), while 
limitation of the expiratory flow (flattening of the inspiratory 
limb) is commonly observed in the presence of intrathoracic 

airway obstruction (recall that intrathoracic airway obstruc-
tion is worse during expiration – e.g. asthma presents with 
expiratory wheeze) (Fig. 39.24).
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Fig. 39.22 Normal flow-volume loop. 
The inspiratory limb is on the positive 
side of the y-axis, while the expiratory 
limb is on the negative side of the y-axis 
(this arrangement can of course change, 
depending on the different ventilators that 
are used in the PICU)
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Fig. 39.23 Flow-volume loop of a patient with extrathoracic 
obstruction. The normal inspiratory limb of the FV loop is depicted 
as a dotted line. Recall that extrathoracic obstruction is worse during 
inspiration. Therefore, the inspiratory limb of the FV loop is 
flattened in appearance in a patient with extrathoracic obstruction 
(e.g. kinked or obstructed tracheal tube, croup, supraglottitis, 
bacterial tracheitis, etc)
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 Conclusion

Respiratory monitoring is an integral part in the overall 
care of the critically ill child in the PICU. In this chapter, 
we have focused primarily on the most commonly avail-
able respiratory monitoring techniques. There are cer-
tainly more advanced types of respiratory monitoring that 
are becoming more widely available. Regardless, an in-
depth understanding of these most commonly used respi-
ratory monitoring techniques is essential. The interested 
reader is referred to other reviews and chapters for a more 
in-depth discussion of the less commonly used, more 
advanced techniques, such as extravascular lung water 
measurement, esophageal pressure monitoring, electrical 
bioimpedance tomography (EIT), etc.
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 Introduction

Hemodynamic monitoring encompasses all pressure and flow 
measurements in relation to the cardiovascular system. The 
science of hemodynamics has its origins in the seventeenth 
and eighteenth centuries, from the pioneering work of William 
Harvey and the Reverend Stephen Hales. Hemodynamics 
incorporates monitoring within the wider consideration of the 
theoretical aspects of the forces responsible for the develop-
ment and propagation of the pressure and flow pulses. 
Appreciation of hemodynamic monitoring requires an under-
standing of the structure of the heart and blood vessels, cardio-
vascular physiology, and fluid mechanics [1].

 Vascular Pressure Measurement

Maintaining an adequate perfusion pressure is a vital adjunct 
to ensuring adequate oxygen delivery [2]. The two common 
invasive pressure measurements undertaken in the ICU are 

arterial and central venous pressures. Pressure measurement 
typically involves an in-dwelling catheter, fluid-filled non- 
compliant tubing, and a pressure chamber containing a dia-
phragm, which is connected to a pressure transducer. Pulsatile 
pressure transmitted from the blood vessel displaces the dia-
phragm; this movement is sensed by a transducer, which 
relays an electric signal to a visual monitor via a preamplifier. 
Blood sampling and zeroing to atmosphere are possible via a 
three-way tap within the tubing, and the system is kept patent 
via a continuous infusion of saline [1, 3].

The relationship between signal input and output is known 
as the transfer function. In a system measuring vascular pres-
sures, the transfer function has two components – one relat-
ing to the steady state response, the other to the transient 
response [4]. The steady state response relates to the regular, 
periodic signals produced by an unchanging or minimally 
changing blood pressure and heart rate. Such a signal can be 
represented by Fourier analysis [5]. The transient response 
refers to how the system attempts to re-achieve a steady state 
when the input is rapidly altered, both in terms of frequency 
(heart rate) or amplitude (blood pressure). Two interact-
ing components affect the transient response – the natural 
frequency of the system and the damping constant [6]. For 
each natural frequency there is a range of optimal dampen-
ing. If the system is overdamped, systolic pressure will be 
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 underestimated and diastolic pressure overestimated (how-
ever mean pressures will be relatively accurate). Conversely, 
an underdamped system will overestimate systolic pressure 
and give a distorted waveform overall [6]. Dampening can 
be estimated crudely at the bedside by (a) observation of the 
waveform and (b) a “fast-flush” test, where 1–2 mL of saline 
is flushed rapidly through the system at a pressure in excess 
of the systolic pressure and the ensuing signal observed. In 
an overdamped system, the pressure trace will be slow to 
return to the pulsatile waveform after the flush, and there will 
be no oscillation as it re-equilibrates with the blood pres-
sure signal. The pressure trace in an underdamped system 
will return rapidly towards the blood pressure wave, but will 
show a series of rapid oscillations around the blood pres-
sure as it re-equilibrates [6, 7]. The transient response can be 
optimized by utilizing tubing that is non-compliant and not 
of excessive length, monitoring for kinks in the tubing and 
the intravascular catheter, and avoiding small air bubbles and 
clots within the system [8, 9].

The arterial pressure pulse waveform is a function of a 
number of factors (in addition to dampening), including 
stroke volume, arterial compliance, arterial impedance, 
peripheral resistance, inertia, and wave reflection (see sec-
tion “Arterial pulse contour analysis”) [10, 11]. As these 
properties change along the arterial tree, so does the pulse 
pressure waveform. These changes are more marked in chil-
dren than in adults [12]. This means that a centrally mea-
sured pressure will have a lower systolic pressure, higher 
diastolic pressure, and an approximately equal mean pres-
sure to that from a peripherally measured site.

 Cardiac Output

Cardiac output is the volume of blood ejected by the heart per 
minute. It is usually expressed relative to body surface area, 
which means that the normal range of 3.5–5.5 L/min/m2 is 
applicable throughout the entire pediatric age range. Cardiac 
output is the net result of inter-relating factors affecting both 
myocardial systolic (heart rate, preload, contractility, and after-
load) and diastolic function [13]. Measurement of cardiac out-
put is uncommon in pediatrics, due to a variety of factors 
including perceived worth and technical difficulty [2]. However, 
the relevance of cardiac output monitoring in selected patients 
is underlined by the fact that: (a) the heart is one of the most 
common organs to fail during critical illness [14], (b) other fail-
ing organs and supportive therapies aimed at these organs can 
impact cardiac function (e.g. mechanical ventilation) [15], (c) 
it cannot be estimated clinically [16], and (d) low-flow states 
carry a higher mortality in certain diseases [17].

Traditionally cardiac output has been difficult to measure in 
small children. However, a variety of less invasive methods are 
now available. Nonetheless the decision to measure cardiac 

output represents a balance between the risks involved with the 
technique and the potential benefits gained from the additional 
hemodynamic information. The latter point requires a thorough 
understanding of both the modality used and the basic princi-
ples of cardiovascular physiology. If both of these criteria are 
not fulfilled there is potential for iatrogenic harm to the patient. 
Cardiac output monitoring is unnecessary in all ICU patients, 
but may be indicated for patients in the following categories: 
shock states, multiple organ failure, cardiopulmonary interac-
tions during mechanical ventilation, congenital and acquired 
heart disease, assessment of selected new therapies and during 
clinical research which leads to a greater understanding of a 
disease process [18].

Common techniques for measurement of cardiac output 
can be categorized as utilizing indicator dilution, the Fick 
principle, Doppler ultrasound, impedance, pulse contour 
analysis, and other miscellaneous methods. In addition, these 
modalities can also be categorized as intermittent versus 
continuous, as well as invasive versus non- (or minimally 
invasive). When considering which modality to use for a par-
ticular patient, it is worth considering the eight desirable 
monitoring characteristics defined by Shephard: accuracy, 
reproducibility, rapid response time, operator independence, 
ease of application, no morbidity, continuous use, and cost 
effectiveness [19].

 Indicator Dilution Techniques

Stewart published the first indicator dilution method for 
measurement of blood volume flow in 1897, based upon 
Hering’s earlier work on blood velocity measurement [20]. 
Hamilton subsequently applied this principle to the measure-
ment of cardiac output between 1928 and 1932 [21]. A num-
ber of dilution techniques are now available, however all 
follow the same principle, regardless of the indicator used 
(temperature, dye, charge) [22]. Blood flow can be calcu-
lated following a central venous injection of an indicator by 
measuring the change in indicator concentration over time at 
a point downstream of the injection. This can be expressed 
mathematically as:

 

cardiac output
amount of indicator injected

concindicator t
=

( )∞

∫ 0
ddt  

The denominator refers to the integral of the indicator 
concentration with time. In other words, the area under the 
curve (AUC) for indicator concentration versus time mea-
sured between time of injection and infinity. Cardiac output 
is therefore inversely proportional to the AUC for the change 
in indicator concentration over time. Large AUC’s therefore 
suggest low cardiac output, and vice versa. High flow situa-
tions produce small, peaked curves, while low flow situations 

S.M. Tibby



545

produce curves which are larger, less peaked and with a lon-
ger tail (Fig. 40.1).

One problem inherent in dilution methods is that of recir-
culation. Recirculation refers to the phenomenon whereby the 
indicator within the initial portion of the concentration- time 
curve traverses the body and arrives back at the measurement 
site before the terminal portion of concentration-time curve 
has passed the measurement site. The net effect of this is a 
secondary (and sometimes tertiary) curve superimposed on 
the primary curve (Fig. 40.2). This may occur in states of low 
cardiac output. Calculation of cardiac output thus requires the 
“separation” of the primary curve from the composite. Several 
methods are available for doing this. The most widely used is 
that offered by Stewart and Hamilton, which assumes a 
monoexponential decay of the primary curve after a given 
time point [23]. Other methods include deconvolution [24], 
and fitting the declining part of the primary curve with log-
normal, gamma and local density random walk probability 
distributions [25]. These methods are beyond the scope of 
this chapter. A possible source of extreme recirculation perti-
nent to pediatric practice is that which occurs in the presence 
of an anatomical shunt (either Left to Right shunts or Right to 
Left shunts), depending upon where the indicator is mea-
sured. In the presence of a large shunt, it may be impossible 
to identify the primary curve. Conversely, other authors have 
suggested methods for quantifying the shunt in relation to the 
appearance of the second peak [26–32].

Indicator dilution is accurate provided a series of condi-
tions are met. These include rapid and even indicator injec-
tion, complete mixing of the indicator and blood, no loss of 
indicator between injection and measurement, no anatomical 
shunt, minimal valve regurgitation, and steady state flow [33]. 

Any of these conditions will impact the accuracy of measur-
ing the change in indicator concentration over time.

Another useful property of indicator dilution curves is 
that they also allow for calculation of vascular volumes via 
the mean transit and exponential down slope times (see 
again, Fig. 40.1) [34]. Various vascular volumes have been 
used as measures of preload (see section “Transpulmonary 
thermodilution”). Indeed, other calculations relating to tissue 
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Fig. 40.1 Generalized schema 
for an indicator dilution method. 
Curve 1 shows a typical curve 
seen with a high cardiac output; 
curve 2, occurring with a low 
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Fig. 40.2 Early recirculation, as in the case of an intracardiac shunt, 
may produce a composite curve with several peaks and a prolonged 
delay phase. Here the composite curve results from superposition of the 
primary, secondary and tertiary curves. Note the double peak, which 
may be seen with an anatomical shunt
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volumes and liver function are also possible, depending on 
the indicator used.

 Pulmonary Thermodilution  
(Swan-Ganz Catheters)
Pulmonary thermodilution utilizes temperature as the indica-
tor and involves injection of a cooled solution into the right 
atrium (typically normal saline or 5 % dextrose), with tem-
perature change sensed by thermistors at the injection site and 
in the pulmonary artery. This technique was first described in 
dogs by Fegler in 1954 [35], subsequently described in 
humans by Branthwaite and Bradley in 1968 [36], and intro-
duced clinically with the development of the Swan-Ganz, or 
pulmonary artery catheter in 1970 [37]. Over the next 30 years 
this became the most widely used method for measurement of 
cardiac output in adults, although use in children remained 
limited, mainly due to technical constraints [18, 38–41]. Over 
the last 15 years the use of the pulmonary artery catheter has 
declined, considerably, possibly as a consequence of other, 
less-invasive methods becoming available, lack of benefit 
(and perhaps even harm) from several large studies, and also 
due to several authors questioning the value of cardiac output 
measurement, particularly via this technique [42–48]. This 
last point is supported by two large, trans-Atlantic surveys, 
which showed that many ICU clinicians lack the rudimentary 
skills for safe pulmonary artery catheter insertion and inter-
pretation of readings [49, 50].

The Swan-Ganz catheter is typically inserted percutane-
ously through a sheath introducer (of a size larger than the 
catheter itself, e.g. 8.5 French introducer for a 7 French cath-
eter) using the Seldinger technique. The left subclavian route 
is the preferred access point to encourage proper placement, 
although any of the major upper limb veins are appropriate. 
The femoral vein is an alternative site. The catheter is 
advanced until the tip lies within a branch pulmonary artery 
in a position suitable for measuring occlusion pressure (see 
below). A variety of sizes are available, including 7 French 
(suitable for older children), 5 French (10–18 kg) and 3 
French (less than 10 kg) [51]. The larger catheters are typi-
cally four or five channel, including (a) a proximal lumen 
which sits in the right atrium for measurement of right atrial 
pressure and injection of the indicator, (b) a thermistor chan-
nel for measuring temperature of the injectate and blood 
within the pulmonary artery following injection, (c) an inflat-
able balloon to allow acquisition of occlusion pressure, (d) a 
distal lumen for measurement of pulmonary artery and occlu-
sion pressures, and mixed venous blood sampling, (e) a fibre-
optic line for continuous measurement of mixed venous 
oxygen saturation. Smaller catheters may contain fewer chan-
nels and are typically inserted under direct vision during car-
diac surgery. Percutaneous insertion and placement is difficult 
in small children and carries complications [52, 53], includ-
ing pneumothorax, hemothorax, catheter malposition, catheter 

knotting, ventricular arrhythmias, balloon rupture, emboliza-
tion, pulmonary artery occlusion, pulmonary infarction, and 
sepsis (central line infection) [53–55]. Interestingly, several 
studies have suggested that the subclavian route may be asso-
ciated with a lower complication rate [55, 56].

Because of its long history of clinical use, pulmonary ther-
modilution is often regarded as the benchmark against which 
newer modalities are tested. However it must be stressed that 
pulmonary thermodilution is not a gold standard, and has 
many potential sources of inaccuracy [33, 57–59]. These 
include technical errors, variation in blood temperature within 
the pulmonary artery that is unrelated to indicator injection, 
and fluctuations in cardiac output. Perhaps the most common 
source of fluctuation in cardiac output pertinent to the ICU is 
that seen with mechanical ventilation. Positive pressure ven-
tilation causes a transient drop in venous return and hence 
preload to the right ventricle, which produces a transient fall 
in right heart stroke volume. Because the time between injec-
tion and temperature sensing in the pulmonary artery is very 
short, the apparent cardiac output may vary, depending on 
when the measurement is taken in relation to the ventilatory 
cycle. To account for this, 3–4 measurements should be taken 
at systematic intervals throughout the ventilatory cycle and 
then averaged; this will produce an estimate within ±10 % of 
the true cardiac output in adults (provided all other sources of 
accuracy are dealt with) [60]. Stetz has concluded that there 
must be a minimal change of 12–15 % between serial aver-
aged thermodilution measurements to represent a true change 
in cardiac output [61]. It is possible that this figure may be 
higher in children, however as thermodilution is thought to be 
less accurate and more variable [62].

In addition to measuring cardiac output, the pulmonary 
artery catheter can provide a measure of right ventricular 
function (ejection fraction), pulmonary artery occlusion 
pressure, pulmonary and right atrial pressures, and access to 
mixed venous oxygen saturations (via either direct intermit-
tent measurement, or continuous oximetry). Right ventricu-
lar ejection fraction requires a thermistor with a rapid 
response time [63]. This reveals a characteristic series of 
temperature plateaus in the pulmonary artery after indicator 
injection into the right ventricle during diastole. These pla-
teaus reflect intraventricular temperature during the previous 
heartbeat, and can be used to calculate ejection fraction via 
an algorithm, and hence end diastolic volume (since stroke 
volume is known from the thermodilution measurement and 
End Diastolic Volume = Stroke Volume/Ejection Fraction).

When the balloon near the tip of the pulmonary artery 
catheter is inflated so as to occlude upstream flow, a continu-
ous column of non-flowing blood is then present between the 
catheter tip and the point of pulmonary venous convergence 
just behind the left atrium (J-1 point) [37, 64]. This is known 
as the occlusion pressure, and is thought to approximate left 
atrial pressure. Occlusion pressure is sometimes erroneously 
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referred to as pulmonary capillary pressure, however the lat-
ter entity, as the name suggests refers to pressure within the 
pulmonary capillaries, which will be greater than the venous 
pressure by an amount influenced by both flow and pulmo-
nary venous resistance (pulmonary vascular resistance has 
both an arterial and a venous component, which can be dif-
ferentiated by a logarithmic plot of the pulmonary artery pres-
sure decay after balloon occlusion) [65, 66]. Occlusion 
pressure is traditionally measured at end expiration. This is 
important because occlusion pressure will vary throughout 
the respiratory cycle, due to the influence of alveolar pres-
sure. In situations where alveolar pressure greatly exceeds 
occlusion pressure, pulmonary vasculature distal to the cath-
eter tip may collapse, and the pressure reading will reflect 
alveolar pressure rather than left atrial pressure. This may 
occur in West zones 1 and 2 of the lung, or in situations where 
high PEEP is used during mechanical ventilation [64]. This 
situation should be readily discernible from inspection of the 
pressure trace during occlusion, as large pressure swings will 
be seen in synchrony with the mechanical ventilator.

Occlusion pressure can be used in the calculation of pul-
monary vascular resistance, and has been suggested as a 
measure of both left ventricular preload and performance. 
Unfortunately this is often not the case in clinical practice, 
for a variety of factors including technical problems, lack of 
user understanding, and difficulties in extrapolating a vol-
ume from a pressure reading [67, 68].

 Transpulmonary Thermodilution
This principle is similar to pulmonary thermodilution, how-
ever here the temperature change is measured in a large 
artery, typically the femoral artery. Thus the journey from 
injection to measurement traverses the right atrium, right 
ventricle, pulmonary vascular bed, left atrium, left ventricle, 
and aorta [69]. At first glance this appears to violate one of 
the fundamental requirements of indicator measurement, i.e. 
no loss of indicator between injection and measurement. In 
fact it has been shown, that provided the injectate is cooled 
sufficiently (to less than 10 °C), the loss of heat is small and 
relatively constant and does not affect the accuracy of car-
diac output measurement [70–73]. In addition, the loss of 
heat has been utilized to calculate extravascular lung water, 
which may be a marker of disease severity in certain states 
(e.g. Acute Respiratory Distress Syndrome) [74]. However, 
the utility of extravascular lung water measurement in pedi-
atric practice is still largely unknown [75]. This may be 
partly due to errors in indexing this variable to body weight 
in young children [76]. Transpulmonary thermodilution, via 
a commercial system utilizes the theory of Newman to calcu-
late a series of vascular volumes via the mean transit and 
exponential downslope times of the primary thermodilution 
curve [77]. These include intrathoracic blood volume and 
global end diastolic volume, which may be markers of 

 preload, and cardiac function index (stroke volume divided 
by the global end diastolic volume in the heart), which may 
provide a measure of contractility. Application of these vari-
ables to pediatric practice is evolving. Concerns have been 
raised that global end diastolic volume is grossly overesti-
mated by this method [78] and does not always bear a consis-
tent relationship to stroke volume [79].

Transpulmonary thermodilution offers two main advan-
tages over pulmonary thermodilution: (1) the need to access 
the pulmonary artery is obviated (all that is required is a cen-
tral venous and arterial catheters) and (2) a commercially 
available device (PiCCO™, Pulsion Medical Systems, 
Munich, Germany) combines this modality with pulse con-
tour analysis (calibration occurs via thermodilution), thereby 
representing an application of this technique to the provision 
of continuous cardiac output [80].

 Transpulmonary Ultrasound Dilution
This new indicator dilution technique (CO-StatusTM–Transonic 
systems, Ithaca, NY, USA) utilizes an ultrasound beam which 
passes through an extracorporeal circuit attached to the arterial 
line. Measurement relies on the principle that ultrasound transit 
time will change when a small amount of saline is injected into 
the blood (via a central vein). Change is proportional to the vol-
ume of injectate and the cardiac output (typical ultrasound veloc-
ities through 0.9 % saline and blood are 1,533 and 1,580 m/s, 
respectively), thereby producing a typical dilution curve 
(Fig. 40.3) [81]. This technique has proven highly accurate in 
animal models and provides similar ancillary volumetric data to 
transpulmonary thermodilution (central blood volume, total end 
diastolic volume) [82]. Importantly, another potential advantage 
of both transpulmonary ultrasound and thermodilution tech-
niques (in general) may be the ability to calculate cardiac output 
accurately in the presence of left to right shunts [83, 84].

 Dye Dilution
Several dyes have been utilized as an indicator for calcula-
tion of cardiac output, though indocyanine green is the most 
commonly used. Injection is via a central vein, with mea-
surement from a systemic artery traditionally utilizing a pho-
tometric technique. Three main limitations with this method 
have restricted its clinical application at the bedside. First, 
the concentration-time curve is measured using a densitom-
eter, which requires calibration with samples of the patient’s 
blood containing known concentrations of the dye, which 
can be time consuming. Second, measurement typically 
occurs extracorporeally, meaning that further blood must be 
withdrawn with each measurement. These two limitations 
have largely been overcome through the use of fiberoptic 
sensors utilizing the technique of pulse dye densitometry, a 
similar principle to pulse oximetry. Unfortunately the accu-
racy of this technique is questionable at low cardiac output, 
and also within certain patients [85, 86]. Third, because 
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indocyanine green is removed by the liver, recirculation is 
guaranteed, which restricts the time between successive 
measurements. Obviously this is exacerbated in the face of 
significant hepatic impairment. For these reasons, use of dye 
dilution has been restricted chiefly to benchmarking newer 
modalities of cardiac output measurement.

 Lithium Dilution
This innovation utilizes ionic concentration as the indicator 
[87, 88]. The ion used is lithium (injected as lithium chlo-
ride). Measurement occurs via a blood pump attached to the 
patient’s arterial line, which transports the blood through a 
flow-through cell containing a lithium-selective electrode. 
The electrode contains a membrane which is selectively per-
meable to lithium ions, with change in voltage across the 
membrane being related to change in lithium ion concentra-
tion via the Nernst equation. Limitations are similar to dye 
dilution, in that blood sampling is required with every mea-
surement, and rapid repeated measurements are not possible 
(however the time between injections is much less than that 
for the dye method). It is also thought that several drugs may 
interfere with readings, on the basis of their charge. Although 
this has proven accurate in pediatric patients [89], it is not 
currently licensed for patients less than 40 kg body weight.

 The Fick Principle

Originally described in 1870, the Fick principle calculates 
flow by measuring the amount of indicator added (or removed) 

from a system divided by the change in indicator concentra-
tion upstream and downstream of where the indicator is added 
(or removed) (Fig. 40.4) [90]. Calculation of systemic cardiac 
output may utilize one of two indicators: either O2 (systemic 
oxygen consumption) or CO2 (systemic carbon dioxide pro-
duction), with upstream and downstream representing the 
systemic arterial and mixed venous sites, respectively. When 
these variables are measured directly, this is known as the 
direct Fick technique. Although accurate, the Fick principle 
has several sources of error and limitations, which will be 

Fig. 40.3 Typical concentration-
time curve produced from 
transpulmonary ultrasound 
dilution
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Fig. 40.4 Generalized representation of the Fick principle. It is 
assumed that the system is in steady state. Flow = amount of indicator 
added/change in indicator concentration; in the case of cardiac output 
this equation becomes: Cardiac output = oxygen consumption/change 
in oxygen content between aorta and mixed venous blood
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elaborated on below. The following discussion refers primar-
ily to the Fick calculation utilizing oxygen consumption, 
rather than carbon dioxide production.

 Oxygen Consumption Measurement
The Fick principle for oxygen consumption measurement 
relies upon the assumption that oxygen consumption by the 
body is in equilibrium with oxygen uptake in the lung [91]. 
Traditionally the Douglas bag or spirometry have been used 
to measure oxygen uptake, however both are impractical in 
the ICU environment. Nowadays, portable metabolic moni-
tors exist, which utilize a gas dilution principle to measure 
flow, a fast-response paramagnetic differential O2 sensor to 
measure change in oxygen concentration, and an infrared 
CO2 sensor [92, 93]. If flow and differential concentrations 
are known, content can be calculated via the Haldane trans-
formation. Newer metabolic monitors are accurate within the 
pediatric range of oxygen consumption, CO2 production, and 
gas flow, provided four conditions are met [93–96]:
 1. There must be no loss of expired gas. This means that the 

technique is invalidated in the face of a pneumothorax 
with a chest drain, or if air leak occurs around the tracheal 
tube [97]. Several authors have suggested that the error 
may be acceptable in the absence of an audible leak [98], 
though this is controversial [99]. Others have claimed that 
the error may be acceptable if the measured leak is less 
than 5 % of expiratory tidal volume. However significant 
air leak is common [100] and may be difficult to quantify 
in an infant, given the inaccuracy of tidal volume mea-
surement in most mechanical ventilators [101]. Thus a 
cuffed tube is recommended.

 2. The partial pressure of water vapor within the system 
must be carefully controlled. Newer metabolic monitors 
use specialized tubing (e.g. Nafion) that equalizes the 
water vapor concentration of gas inside and outside the 
machine.

 3. Conversion of gas volumes to standard conditions. Again, 
this occurs in all modern monitors.

 4. Limitation of the fraction of inspired oxygen. When the 
FIO2 is very high, for example in the face of significant 
lung disease, the difference between the fraction of 
inspired and expired oxygen may be very small. This cre-
ates an error in the denominator of the Haldane algorithm. 
Ideally the FIO2 should be less than 0.60. At levels greater 
than 0.85 the error is likely to be large [102, 103].
A final source of error relates to oxygen consumption by 

the lung itself, which may occur with significant lung pathol-
ogy. The numerator in the Fick equation is systemic oxygen 
consumption, however the metabolic monitor measures total 
oxygen consumption; that is, consumption by both the body 
and the lung. In health the majority of the pulmonary oxygen 
consumption occurs via the bronchial vessels, which can be 
regarded as being of systemic origin. However in disease 
states significant pulmonary oxygen consumption can occur 

within the lung from the blood supplied by the pulmonary 
(right sided) circulation as well. This means that oxygen 
consumption as measured by the metabolic monitor will 
overestimate systemic oxygen consumption and hence car-
diac output. An animal model using pneumococcal pneumo-
nia has estimated this error to be of the order of 13–15 % 
[104]. A similar finding has been demonstrated in ventilated 
premature neonates at risk for chronic lung disease [105], 
though this is not seen in adults with pneumonia [106].

 Arterial and Mixed Venous Oxygen Content
Oxygen content is a function of hemoglobin and dissolved 
oxygen and is calculated via the formula:

 

O content mlO per liter of blood

Hgb g L %saturation
2 2

1 34 1

( )
= × ( )×. / / 000

0 0032

 
+ ( )× PaO mmHg . .  

Normally the contribution from dissolved O2 is minimal 
and can be ignored without producing significant error. 
However this is not the case when the PaO2 is very high (for 
example, a patient without significant lung disease who is 
receiving an FIO2 >0.30). Mixed venous sampling requires 
accessing the pulmonary artery, as blood taken from within 
the right atrium may inadvertently sample desaturated coro-
nary sinus blood. Lastly, oxygen saturation must be mea-
sured via a co-oximeter, and not calculated from the blood 
gas PO2 value.

 Presence of Anatomical Shunt
The Fick equation can potentially allow for cardiac output 
estimation in the setting of an anatomical shunt [107]. This 
may be unrealistic at the bedside however, because shunting 
is often bi-directional and calculation may require blood 
sampling pre and post shunt. To understand these concepts it 
is necessary to apply the Fick equation to both the systemic 
(Qs) and pulmonary (Qp) blood flows.

The formulae are:

 

Qs
VO

C C
Qp

VO

C Caorta mixed venous pulm vein pulm artery

=
−

=
−

2 2

 

where “C” refers to the oxygen content in the respective 
sites. Thus in the absence of anatomical shunt Qs = Qp. This 
means that the formulae are essentially interchangeable, as 
mixed venous blood is sampled from the pulmonary artery 
and oxygen content in the pulmonary veins and systemic 
arteries are the same (ignoring the small R → L shunt that 
occurs from bronchial venous and thebesian drainage). 
However in the setting of L → R shunt (for example with a 
large ventricular septal defect), blood in the pulmonary 
artery is highly saturated, thus mixed venous sampling must 
occur proximal to the site of mixing. Options include right 
atrial sampling, or a weighted average of superior and 
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 inferior vena caval blood (weighting to reflect the assumed 
proportion of total venous return from each caval vessel, 
which is age dependent) [108]. In reality both methods may 
be inaccurate. Conversely in the setting of an R → L shunt, 
systemic arterial blood is less saturated than pulmonary 
venous, and so Qp can only be calculated if pulmonary 
venous blood is sampled. Lastly, these two formulae can be 
combined to provide a ratio of pulmonary to systemic blood 
flow; this is only ever undertaken in the cardiac cauterization 
laboratory because of the need to sample from multiple sites 
that are difficult to access.

 

Qp Qs
C C

C C
aorta mixed venous

pulm vein pulm artery

: =
−

−  

 Indirect Fick Principle
If the Fick principle is applied to CO2 production, it may be pos-
sible to estimate the Fick parameters indirectly from the inspired 
and expired gases using a CO2 re-breathe technique, whereby 
the patient rebreathes exhaled CO2 for a short period of time 
whilst mechanically ventilated [109, 110]. Here the Fick equa-
tion relates to pulmonary capillary blood flow (in essence effec-
tive, or non-shunt blood flow) rather than total pulmonary blow. 
By measuring change in the parameters before and at the end of 
the CO2 re-breathing period, pulmonary capillary blood flow is 
calculated from the following formula:

 

Q
VCO

C Cpcbf
mixed venous pulmonary end capillary

=
−
∆

∆ ∆
2

 

In this equation: (i) ∆VCO2 is measured, (ii) it is 
assumed that a brief re-breathe period does not change 
mixed venous CO2, hence ∆VCO2 is zero, and (iii) 
∆Cpulmonary end capillary is estimated from alveolar CO2 content 
which is in turn estimated from end tidal PCO2 via a cor-
rection factor. Intrapulmonary shunt flow is calculated 
from Nunn’s iso- shunt diagrams [111] and added to pul-
monary capillary blood flow, giving total pulmonary 
blood flow. As can be seen this technique relies on a series 
of assumptions, which may limit its validity in the ICU 
setting [112–114].

 Doppler Ultrasound

Franklin applied the Doppler principle to measurement of blood 
flow in 1961 [115]. The principle states that the frequency shift 
of reflected ultrasound will be proportional to the velocity of the 
reflecting blood cells, and is related by the formula:

 
Blood velocity

frequency c

ft
= ×

× ×
∆
2 cosq  

Where ∆frequency is the frequency shift between trans-
mitted and reflected signal, c is the sound velocity in blood, 
ft is the transmitting frequency, and θ is the angle of insonation 
(i.e. between the beam and blood flow).

Doppler ultrasound signals may be continuous or pulsed. 
Continuous signals react to all flow within their path, so that 
the point at which blood velocity is measured is unknown; 
this is known as range ambiguity. Pulsed signals allow for 
adjustment of the sampling depth and volume, but may be 
prone to errors in calculation of velocity, due to the relation-
ship between the frequency (and hence wavelength) of the 
transmitted signal and the velocity being measured (this phe-
nomenon is called aliasing). In essence, the chosen frequency 
represents a trade-off between velocity measurement and 
image resolution [116].

Doppler ultrasound can be applied to any pulsatile vessel, 
though measurement of cardiac output is typically performed 
in the aorta, either via the transthoracic or transesophageal 
approach (the latter allowing for continuous measurement) 
[117]. Spectral representation of the velocity-time signal 
characteristically shows a triangular shape, from which a 
variety of flow-related variables can be derived (Fig. 40.5) 
[118, 119]. The integral of velocity-time (area under the tri-
angle) represents stroke distance, the distance that a column 
of blood will travel along the aorta in one cardiac cycle. 
Stroke distance is not stroke volume; conversion of the for-
mer to the latter requires multiplication by left heart outflow 
area. This can be achieved either via echocardiography [120] 
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Hemodynamic state Effect on Doppler parameter

↓ Contractility

↓ FTc ++

↓↑ FTc

↓ Peak velocity ±↓ FTc ++

↓ Peak velocity ++

↓ Peak velocity +↑ Afterload

Hypovolemia

Fig. 40.5 Spectral representation of a Doppler velocity-time signal, 
showing effects of differing hemodynamic states. The area under the 
triangular waveform is stroke distance, which represents the distance a 
column of blood will travel down the descending aorta in one cardiac 
cycle. Peak velocity is affected predominantly by changes in contractil-
ity, and to a lesser extent by changes in preload and afterload. Corrected 
flow time (FTc) represents the systolic time corrected to a heart rate of 
60 beats per minute. This parameter may be reduced in the face of 
diminished preload (e.g. hypovolemia) or an increased afterload. Both 
states can also decrease the peak velocity; they may be differentiated 
however on the basis of response to a fluid challenge
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or a nomogram [119, 121, 122]. Both methods carry advan-
tages and disadvantages.

Echocardiography, using either two-dimensional or 
M-Mode can be used to calculate outflow tract area at a variety 
of sites, including aortic valve annulus, aortic root and ascend-
ing aorta. Of these, measurement at the valve annulus in systole 
via two-dimensional mode appears to be the most accurate, 
producing a variation coefficient of approximately 6 % [123, 
124]. Echocardiography in children can often be performed 
transthoracically, which is obviously less invasive than via the 
transesophageal route. In addition to providing a means of 
acquiring cardiac output, echocardiography, in the hands of a 
skilled operator also supplies a vast amount of functional and 
morphologic information, including indices of diastolic dys-
function, regional wall abnormalities, valve regurgitation, peri-
cardial effusion, chamber dilatation, and cardiac chamber 
interdependence. The main disadvantage of echocardiography 
is the requirement for significant user expertise. Conversely, 
Doppler ultrasound requires little in the way of user training, 
and thus can be performed by any trained ICU practitioner 
[125]. Here left heart outflow area is estimated via a nomo-
gram. Not surprisingly, the assumptions inherent in the nomo-
gram produce an error in cardiac output unique to each patient, 
although changes in cardiac output are tracked accurately [121, 
126]. Of the two modes, transesophageal Doppler has greater 
intra- and inter-user agreement [127], because the aorta lies 
approximately parallel to the esophagus, allowing the angle of 
insonation to be fixed at 45° and adjusted for. Unfortunately 
probe fixation is a significant problem in pediatrics. Both probe 
rotation and vertical movement can occur resulting in signal 
alteration. For this reason this modality cannot be considered as 
truly continuous. Transthoracic Doppler allows both the aortic 
and pulmonary outflow to be estimated via separate nomo-
grams; however the angle of insonation is unknown and the 
coefficient of variation is generally higher than that for trans-
esophageal Doppler [127]. More recently, a Doppler-based 
technique known as surface integration of velocity vectors, has 
been reported in animals with encouraging results [128]. This 
technique utilizes multi-planar Doppler sampling, which is 
reconstructed to a three-dimensional flow field [129]. 
Measurements take between 2 and 8 min to perform.

Doppler ultrasound typically utilizes a signal that is fil-
tered to preferentially focus on blood flow (high frequency, 
low amplitude). However by altering the filter to detect low 
frequency, high amplitude signals, myocardial movement 
can be delineated (tissue Doppler). Although this does not 
calculate blood flow, it can provide a wealth of information 
about ventricular function, both systolic and diastolic, and 
also loading conditions of the heart [130, 131]. Speckle 
tracking is a two dimensional technique that tracks acoustic 
markers called speckles in grey scale throughout the cardiac 
cycle, followed by application of a post-processing algo-
rithm to calculate cardiac deformation, known as strain 

(change in length divided by original length). This can be 
calculated in three dimensions: longitudinal, radial and cir-
cumferential. Although strain can also be calculated using 
tissue Doppler, speckle tracking has the advantage that inter-
rogation does not need to be parallel to the plane of contrac-
tion [132, 133]. Three dimensional echocardiography is a 
new development that allows multiplanar image reviews 
with structural reconstructions, providing exquisite detail of 
valvar and septal structures in particular [134]. It is likely 
that these applications will become increasingly important in 
the future, providing valuable information over and above a 
mere flow state (cardiac output).

 Impedance/Conductance Methods

Impedance is the opposition to the flow of an alternating cur-
rent, and can be defined using Ohm’s law in the same manner 
as resistance for direct current:

 

Impedance Z
potential difference V

alternating current I

Re

( ) =
( )
( )

ssistance R
potential difference V

direct current I
( ) =

( )
( )  

Admittance is the reciprocal of impedance. Conductance is 
the reciprocal of resistance. Although described in relation to 
the cardiac cycle in 1953 [135], Kubicek was the first to apply 
this principle to the measurement of cardiac output in 1966 
[136]. Here the chest is regarded as a conductor whose imped-
ance is altered by the changes in blood volume and velocity 
that occur with each heartbeat; from this stroke volume is cal-
culated. Impedance is measured via a series of voltage-sensing 
and current-transmitting electrodes. Alternating rather than 
direct current is used to achieve charge balancing and thus 
avoid any residual polarization at the interface between elec-
trode and tissue, which would result in an increase in measured 
impedance [137]. The site of electrode placement defines the 
type of impedance measurement, from the non-invasive (tho-
racic bioimpedance, where electrodes are placed on the chest) 
to the highly invasive (intracardiac requiring electrode place-
ment within the left ventricle).

 Thoracic Impedance
A series of electrodes are placed at fixed intervals around the 
chest wall, and stroke volume calculated using the formula:

 
stroke volume

L VET dZ dt

Z
=

× ×
×

3

04 25

/

.
max

 

where L = thoracic segment length, VET = ventricular ejec-
tion time, dZ/dtmax = maximum rate of impedance change, 
and Zo = transthoracic baseline impedance. It is now known 
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that the volume change sensed by thoracic bioimpedance is 
almost exclusively extracardiac, as the myocardium tends to 
shield the electrodes from the impedance changes occurring 
within the ventricle. Thus the change in impedance signal 
and hence stroke volume estimation comes predominantly 
from blood volume alterations within the systemic and pul-
monary vessels inside the chest [138, 139]. Thoracic bio-
impedance has not been widely adopted in the clinical 
setting. Indeed, several authors have expressed concern at 
the accuracy of this method in the ICU environment, particu-
larly at states of low cardiac output, hypotension, and chest 
wall edema [140–143].

Electrical velocimetry is a recent refinement in the imped-
ance algorithm, based upon the Bernstein–Osypka equation 
[144]. Standard ECG surface electrodes are placed side-to- 
side in a vertical direction to the patients’ left middle and 
lower neck, and to the lower thorax at the left mid-axillary. 
Preliminary pediatric evaluation has proven to be promising 
when compared to Fick [145] and transthoracic echocardiog-
raphy [146].

 Intracardiac Impedance
Stroke volume is measured from catheters placed directly 
into the left ventricle. Accuracy is increased by utilizing 
multipolar catheters, which partition the ventricle into a 
series of cylindrical segments [147]. Several studies have 
reported a small but consistent underestimation of stroke 
volume, perhaps due to simultaneous conductance into sur-
rounding tissues (atria, myocardium); this may be improved 
via a correction factor [148–150]. The invasiveness of this 
technique means that use in the ICU is effectively impossi-
ble, apart from when catheters are placed during cardiac sur-
gery. Nonetheless, this technique can also provide valuable 
information concerning myocardial systolic function via 
either end-systolic elastance calculation or using preload 
recruitable stroke work [151–154]. The latter technique 
involves plotting the pressure-volume curves after manipula-
tion of preload (typically reducing preload via progressive 
caval snaring). The area within the pressure-volume loop 
represents stroke work; when this is plotted against end dia-
stolic volume, the slope of this relationship is termed preload 
recruitable stroke work, and is a load independent measure 
of contractility [153]. These techniques have provided 
insight into previously unsuspected degrees of cardiac dys-
function after relatively short periods on cardiopulmonary 
bypass [155].

 Arterial Pulse Contour Analysis
Erlanger suggested a relationship between stroke volume 
and arterial pulse contour a century ago [156]. The advent of 
fast computer microprocessors has meant that a variety of 
pulse contour systems are now commercially available that 
estimate beat-to-beat changes in stroke volume. Interestingly, 
all utilize different techniques for pulse contour analysis, in 
part due to differing theories concerning both the  relationship 

between flow and pressure within the arterial system and the 
mechanism of pulse wave transmission along the arterial tree 
[1, 157–159]. In addition, the majority of commercial sys-
tems estimate only beat-to-beat change in cardiac output and 
therefore require initial calibration via an alternative method 
of cardiac output measurement.

An appreciation of several basic concepts and terminol-
ogy is a pre-requisite for understanding pulse contour anal-
ysis, in essence how a volume change supplied from the left 
ventricle translates into a pressure change within the arte-
rial system [1]. Both flow and pressure are primarily pulsa-
tile events in the proximal arterial system and do not 
achieve non-pulsatile, or mean values until the level of the 
arterioles. Resistance to flow occurs in both the large and 
small arteries; in the vessels receiving pulsatile flow this is 
called impedance, while for those receiving non-pulsatile 
flow this is designated as resistance (also known as sys-
temic peripheral resistance). The largest pressure drop 
occurs across the arterioles. In addition, arteries contain 
variable amounts of elastic tissue. In the largest vessels, 
such as the aorta, this means that they can expand to store 
volume (compliance) and contract in relation to the down-
stream load (elastic recoil). The relationship between stress 
(force applied to the arterial wall) and strain (reaction of 
the arterial wall to the stress applied) has traditionally been 
represented using a proportionality constant known as 
Young’s modulus of elasticity. This in turn affects wave 
velocity via the formula:

 
wave velocity

E h

r
= ×

×2 ρ×  

where, E = Young’s modulus, h = vessel wall thickness, ρ = 
fluid density, and r = radius.

The phenomena of compliance and elastic recoil within 
the aorta partially explain the continuation of blood flow 
within small arteries after systole has terminated. In the 
aorta, compliance is non-linear (as is impedance), meaning 
that the pressure change for a given volume ejected by the 
heart will vary according to both the diastolic arterial pres-
sure (and hence peripheral resistance) and stroke volume. 
This relationship, as well as the pressure wave reflected from 
the periphery back to the aorta, influences the shape of the 
arterial waveform (Fig. 40.6) [160]. Post mortem studies 
have shown that aortic compliance shows considerable inter- 
patient variation [161, 162]. Although the shape of the aortic 
cross-sectional area versus pressure curve is relatively con-
stant, it demonstrates differing intercepts between individu-
als, meaning that the error in estimating cross-sectional area 
(and hence compliance) can be as high as 30 % at maximal 
pressures (Fig. 40.7) [162–164]. Furthermore, compliance is 
also affected by a variety of factors, including age, disease 
and catecholamines. Lastly, pressure waves are also influ-
enced by wave reflection back from the periphery to the 
proximal arteries.
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A variety of methods for continuous pulse contour analyses 
exist, all of which utilize a combination of calculations for aortic 
impedance, aortic compliance, total or systemic peripheral 

resistance, pressure wave reflection, and transfer function 
between large and small arteries (although not all components 
are included in every method) [1, 157–159, 163, 165–167]. 
Perhaps the best known of these is the modified Windkessel 
approach [168, 169]. This approach was first described by Otto 
Frank in 1899, who adopted the term Windkessel (German for 
“wind kettle”) from Hales’ eighteenth century description of the 
elastic arteries as being like a water pump [170]. The modified 
Windkessel approach describes the pressure response of the 
arterial system to an input of flow (stoke volume) as being a 
function of characteristic impedance of the proximal aorta, aor-
tic compliance, and total systemic peripheral resistance. The lat-
ter two variables are described in parallel [168, 169]. The 
accuracy of this approach may be improved by either (a) ultra-
sonic measurement of aortic cross sectional area, which allows 
for a recalibration of the aortic compliance relationship for the 
individual patient (Modelflow™) [163] or (b) a more sophisti-
cated analysis of the pressure waveform taking into account the 
shape as well as the area of the pressure wave (PiCCO™) [167]. 
An alternative method (LiDCO™plus) involves arterial pulse 
power analysis, and because it does not rely on waveform mor-
phology, it is not strictly speaking a pulse contour method [157]. 
Questions remain over the accuracy of beat-to- beat methods of 
analysis when applied to pediatric patients; with animal work 
highlighting an inability to interpret correctly rapid changes in 
hemodynamic state (e.g. hemorrhage, cardiac consequences of 
vasoconstrictor initiation) [80, 171].

Systole

Normal

SVR

Aortic compliance

Diastole BP waveform

Fig. 40.6 Pulse pressure diagram. A simplified, 2-element Windkessel 
approach, utilizing aortic compliance and systemic vascular (periph-
eral) resistance is used to illustrate influences on the blood pressure 
waveform. The effects of aortic impedance and wave reflection are 
ignored. In the top diagram, the normal situation is shown, whereby a 
proportion of flow and pressure is channeled into the compliant aorta 
during systole. During diastole, the elastic recoil of the aorta causes a 

pressure and flow pulse to be transmitted into the distal arterial system. 
When systemic vascular resistance is increased (middle), more pressure 
and flow are transmitted to the aorta during systole, producing a greater 
flow and pressure in diastole. The net result is a narrower pulse pressure 
(lower systolic, higher diastolic). When aortic compliance is reduced 
(lower diagram), flow and pressure are greater in the distal arterial tree 
during systole, producing a characteristic spiky waveform
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Fig. 40.7 “Typical” aortic compliance has been estimated in vitro from 
cadaveric studies, as following an arctangent relationship [161, 162]. In 
vivo, the shape of the aortic cross sectional area versus arterial pressure 
relationship (similar to compliance versus pressure) is relatively constant; 
however the intercept may vary between patients. The diagram shows this 
relationship in a 59-year-old patient, showing how aortic compliance may 
be overestimated using the in vitro formula (Reprinted de Vaal et al. 
[163]. With permission from Oxford University Press)
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 Other Methods

Several other methods exist for measurement of cardiac out-
put. These include radionuclide techniques [172], magnetic 
resonance imaging [173, 174], and transluminal Doppler 
flow probes. All are as yet impractical for ICU use.

 Measuring the Adequacy of Flow

Shock occurs when oxygen consumption is inadequate to 
meet the metabolic needs of the body [175]. This may occur 
for a variety of reasons, including inadequate global oxygen 
delivery, inadequate local oxygen delivery, excessive oxygen 
consumption, and inability of cells to consume oxygen (e.g. 
mitochondrial dysfunction) [175, 176]. The three compo-
nents of oxygen delivery are cardiac output, hemoglobin 
concentration, and hemoglobin oxygen saturation [176], i.e. 
DO2 = cardiac output × arterial oxygen content = cardiac out-
put × [1.34 × Hgb (g/L) × %saturation/100]. This ignores the 
small contribution to content from dissolved oxygen. In 
many ways it is more important to decide whether flow is 
adequate to allow for required oxygen consumption, both on 
a global and a regional basis, than to merely derive an abso-
lute value for flow [2]. Three global markers of adequacy are 
primarily used: mixed venous oxygen saturation, Near 
Infrared Spectroscopy (NIRS), and whole blood lactate.

 Mixed Venous Oxygen Saturation

Mixed venous blood refers to the sum total of systemic 
venous return, i.e. that from the upper and lower body and 
the heart itself, which drain into the superior and inferior 
vena cavae and the coronary sinus, respectively. Provided 
there is no anatomical shunt, complete mixing occurs down-
stream of the right atrium, either in the right ventricle or pul-
monary artery. It is customary to use the latter site for mixed 
venous sampling [177, 178].

When the oxygen delivery/consumption balance becomes 
perturbed, various compensatory mechanisms are triggered 
(these are described in detail in the chapter on shock) – one 
of these is an increase in oxygen extraction, resulting in a fall 
in mixed venous oxygen saturation. This is best understood 
by referring back to the Fick equation:

 

Cardiac output
VO

C C

VO

O sat O sat

aorta mixed venous

aorta mi

=
−

≈
−

2

2

2 2 xxed venous  

(VO2, oxygen consumption; C, oxygen content; O2 sat, 
oxygen saturation). Thus when cardiac output falls or  oxygen 

consumption rises (without a concomitant equivalent rise in 
cardiac output), the only way to balance this equation is for 
the denominator to increase. This can only be achieved by a 
fall in mixed venous oxygen saturation (i.e. an increase in 
oxygen extraction), as there is no mechanism for increasing 
arterial oxygen saturation acutely. It is important to appreci-
ate that the relationship between cardiac output and mixed 
venous oxygen saturation is thus not linear and will vary 
according to the initial arterial oxygen saturation, oxygen 
consumption and hemoglobin concentration (Fig. 40.8).

The normal value for mixed venous oxygen saturation is 
approximately 73 % (range 65–75 %) [177–180]. As the 
oxygen delivery-supply ratio becomes perturbed, compensa-
tory oxygen extraction will occur, and the mixed venous 
saturation will decrease. If this is inadequate, anaerobic 
metabolism will commence generating a subsequent lactic 
acidosis [176, 181]. The exact point at which oxygen extrac-
tion becomes inadequate or exhausted varies from patient to 
patient and is affected by chronicity. In the acute setting, lac-
tic acidosis may occur when the mixed venous saturation 
falls below 50 %, however patients with long standing 
hypoxia (e.g. congenital cyanotic cardiac disease) or a 
chronically failing myocardium (e.g. cardiomyopathy) may 
exhibit mixed venous saturations below 50 % in the face of 
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Fig. 40.8 Theoretical relationship between mixed venous oxygen sat-
uration and cardiac index. The baseline relationship assumes typical 
values for hemoglobin of 120 g/L, oxygen consumption (VO2) of 
120 ml/min/m2, and arterial oxygen saturation of 98 %. In situations of 
either increased VO2 (220 ml/min/m2) or anemia (80 g/L), the curve is 
shifted upwards. In all three situations, a fall in mixed venous saturation 
from 75 to 65 % represents a relative decrease in cardiac index of 
approximately 40 % (assuming all other variables remain constant). 
However in the case of mild baseline hypoxia (arterial oxygen satura-
tion 90 %), the shape of the curve changes, such that the same drop in 
mixed venous saturation now represents a fall in cardiac index of 50 %
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normal blood lactate levels [182]. Lastly it is important to 
appreciate that tissue hypoxia is not the only source of a 
raised blood lactate (see section “Blood lactate”).

Hypoxia is common in pediatric practice (for example, in 
the setting of congenital heart disease) and may affect the 
mixed venous saturation [183]. Thus it may be preferable to 
monitor either the arteriovenous oxygen saturation differ-
ence or the oxygen extraction ratio. The latter is given by:

 
Oxygen Extraction Ratio SaO SvO SaO= ( )2 2 2/  

Normal values are between 0.24 and 0.28 [2]. This equa-
tion is only valid if the contribution from dissolved oxygen is 
minimal. If this is not the case, then oxygen saturation should 
be substituted by oxygen content [107]. Other authors have 
suggested using the inverse of the oxygen extraction ratio, 
known as the oxygen excess factor, or omega (Ω) [184]:

 
Oxygen Excess Factor W SaO SaO SvO( ) = ( )2 2 2/  

The rationale for this is that Ω is mathematically equiva-
lent to the ratio of oxygen delivery to oxygen consumption 
and is easier to assimilate clinically. It is also valid in states 
of hypoxia [185]. Normally this ratio is of the order of 4:1; it 
has also been shown that decompensation is more likely 
when Ω falls below 2:1 [186].

Unfortunately obtaining access to true mixed venous 
blood is difficult in pediatric practice. However placement of 
central venous catheters is common in critically ill patients 
and may represent an alternative to mixed venous blood 
[187]. Because of the wide variation in the oxygen saturation 
of venous blood draining organs below the diaphragm 
(Table 40.1), central venous blood should ideally be sampled 
from the superior vena cava, just before it enters the right 
atrium. However, the right atrium may also represent a suit-
able site. There is a theoretical risk that sampling from the 
right atrium may selectively sample desaturated blood from 
the coronary sinus. In reality, the probability of this is likely 
to be low [178, 187]. There are no large studies examining 
the relationship between central and mixed venous saturation 
in critically ill children, however in the immediate period 
after cardiac surgery, central venous values are, on average 
lower than mixed venous by between 7 and 17 % [189, 190]. 
Data from adult patients in shock of varying etiology suggest 
that, on average, the central venous saturation is 7 % higher 
than the mixed venous oxygen saturation [191, 192]. 
However, much larger differences (up to 20 %) are found 
within individual patients [193]. Reassuringly, when sequen-
tial sampling is performed, both sites trend in the same direc-
tion in the majority (90 %) of occasions [191]. The validity 
of central venous saturation as a monitoring tool has been 
shown in a large randomized controlled trial of adult patients 
in shock. In this study of early goal-directed resuscitation, 

mortality was decreased in the group in which normalization 
of central venous saturation was one of the end points (30.5 
versus 46.5 %) [194]. A similar finding occurred in a pediat-
ric study which utilized a similar protocol [195].

Application and interpretation of adult-derived values for 
central venous oxygen monitoring to children may be compli-
cated by proportionate differences in superior vena caval flow 
between adults and children [196]. In adults, the superior vena 
cava carries approximately 35 % of the total body venous 
return. In childhood, this is age dependent, typically being 
50 % in newborns, rising to a peak of 55 % by 2.5 years, and 
decreasing to adult values by age 6.5 years (Fig. 40.9). These 
represent average values in health however; there are major dif-
ferences in these proportions within each age band, and whether 
the same relationship holds in disease states is unknown [196].

Finally, it is worth considering causes of an elevated 
mixed/central venous saturation in a critically ill patient. 
Broadly speaking this can be due to five causes: (1) a very 

Table 40.1 Typical venous oxygen saturation values from organs and 
tissue beds [182, 187, 188]

Site Saturation (%)

Brain 69
Heart 30–37
Liver 66
Gut 66
Kidney 92
Muscle 60–71
Skin 88
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Fig. 40.9 Ratio of superior vena caval flow to total body venous return 
throughout childhood. Lines represent mean, one and two standard 
deviations (Reprinted from Salim et al. [197]. With permission from 
Wolter Kluwers Health)
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high cardiac output, (2) functional arteriovenous shunting 
(typically occurring at the microcirculatory level), (3) 
impairment of cellular oxygen utilization, which includes 
mitochondrial dysfunction seen in sepsis, congenital defects 
of oxidative phosphorylation and with certain toxins, such as 
cyanide poisoning (4) organ death (5) extreme reductions in 
basal metabolic rate (e.g. during hypothermia).

 Near Infrared Spectroscopy (NIRS)

This technology attempts to estimate tissue oxygenation 
beneath topically applied probes via transmitting and analyz-
ing the absorbance of near-infrared light passing through the 
tissue adjacent to the probes (using the Beer-Lambert law). 
Different substances absorb light at preferential wavelengths. 
In the case of hemoglobin, this occurs in the near infrared 
range (650–850 nm). The oxygenation status of hemoglobin 
will further influence where in this spectrum preferential 
absorption occurs, with oxygenated hemoglobin absorbing 
more at 800–850 nm, and deoxygenated hemoglobin at 650–
800 nm. Unlike pulse oximeters, which preferentially mea-
sure pulsatile signal (and hence arterial saturations), NIRS 
signals are returned from the entire vascular bed (arterial, 
capillary and venous). However, as most hemoglobin is 
located in the venous circulation, the NIRS signal represents 
a venous-weighted relative oxygen index of tissue beneath 
the probe. Thus NIRS does not directly measure tissue oxy-
genation per se [197, 198].

Typically NIRS is used cerebrally. However, there is grow-
ing interest in somatic application, with probe placement typi-
cally on the flank. A variety of monitors are now commercially 
available, each with a slightly different method of measure-
ment and internal algorithm; with resultant inter- device vari-
ability [198, 199]. Of note, when used cerebrally, interference 
from superficial scalp vessels can increase the apparent NIRS 
saturation by 7–17 %, dependent upon the commercial device 
[200]. To date, the role of NIRS in critical illness has not been 
evaluated in a systematic fashion. Its most common use is in 
the setting of congenital heart disease [201], although there is 
growing interest in other disease states [198, 202].

 Blood Lactate

As discussed above, lactic acidosis may result from tissue 
hypoxia [203]. However, it is important to appreciate that a 
rise in blood lactate may occur in the critically ill patient for 
reasons other than inadequate oxygen delivery [204]. In sep-
sis, muscles may generate lactate under aerobic conditions 
[205, 206]. This is probably due to catecholamine-induced 
stimulation of sarcolemmal Na+−K+−ATPase [207]. The 
energy supply for this enzyme is linked to the glycolytic and 

glycogenolytic pathways. Over stimulation produces pyruvate 
at a rate which outstrips the oxidative capacity of the mito-
chondria, resulting in lactate accumulation. Another mecha-
nism for raised lactate is cytopathic hypoxia, or failure of the 
mitochondria to utilize delivered oxygen [208]. It is also 
becoming increasingly apparent that lactate serves as a cur-
rency for maintaining the redox potential both within and 
between cells; this is known as the lactate shuttle concept 
[209]. Nonetheless an elevated lactate, or more importantly an 
elevated lactate that does not fall has prognostic implications, 
and the cause should always be vigorously sought [210–213],

 Regional Perfusion

Both mixed/central venous oxygen saturation and blood lac-
tate are global markers. Delivery and consumption abnor-
malities can occur at the regional level. Unfortunately robust 
measures of regional perfusion at the bedside are lacking.

 Tissue PCO2 Monitoring Using Tonometry

Tonometry is a technique whereby a CO2-permeable balloon 
is placed in proximity to a mucosal surface [214]. 
Hypoperfusion of the tissue bed in question causes tissue, 
and hence mucosal intracellular CO2 accumulation. As CO2 
diffuses freely across cell membranes, it will equilibrate 
within the tonometer balloon. The difference between tono-
metric and arterial PCO2 (PCO2 gap) is thought to quantify 
the degree of hypoperfusion. This has been corroborated in 
several studies measuring splanchnic mucosal perfusion 
with other methods (microspheres, laser Doppler, flow 
probes) [215–217]. Gastric tonometry as a surrogate for 
splanchnic perfusion was the first application of this princi-
ple in the critical care setting. A vast number of studies uti-
lizing this technique were published in the 1990s. Many of 
these studies appeared to show an adverse prognosis with the 
presence of an increased PCO2 gap (particularly if this did 
not respond to resuscitation) [218–223]. Several suggested 
that early tonometric-guided therapy might improve out-
come, however the results were by no means uniform. With 
hindsight, the results of many of the earlier studies have been 
questioned on the basis of methodological flaws [214]. These 
include the tonometer medium (air being more accurate than 
saline) [224, 225], use of buffers [224], gastric acid blockade 
[226], influence of feeding [227], inaccuracy in blood gas 
analyzers for measuring PCO2 in saline [228], and use of cal-
culated mucosal pH (using the Henderson-Hasselbalch equa-
tion and assuming mucosal and arterial bicarbonate to be 
equal) in preference to PCO2. To date gastric tonometry has 
not been widely adopted as a routine monitoring tool in the 
intensive care unit. Recently sublingual tonometry has been 
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suggested as a more accessible alternative, particularly dur-
ing the early phases of resuscitation [229, 230].

 Optical Monitoring Methods

A variety of optical methods for measuring tissue perfusion 
have recently become available, including Laser Doppler 
flowery [231], peripheral perfusion index [232, 233], and 
Orthogonal Polarization Spectral imaging [234]. Recently, 
NIRS (see above) has been adapted to estimate microvascu-
lar function and flow reserve, via a combination of place-
ment on the thenar eminence, recurrent forearm cuff 
occlusion and measurement of the speed of signal decrement 
and return [235, 236].

 Capillary Refill

Capillary refill figures prominently in the major resuscitation 
manuals and has been shown to be a marker of hypovolemia in 
the emergency room setting [237–239]. The significance of this 
variable in the ICU is less clear, perhaps due to the coexistence 
of confounding factors such as fever, hypothermia, and vasoca-
tive medication use [240]. In the ICU, capillary refill bears a 
weak relationship to stroke volume, with the optimal predictive 
value occurring with a capillary refill greater than 6 s (well 
above the traditional upper limit of 2 s) [240, 241]. It bears no 
relationship to systemic vascular resistance [240], however 
there are weak correlations with hemoglobin and central venous 
O2 saturation (the latter being inverse) [242, 243]. Of note, it 
appears that senior, more experienced clinicians are more selec-
tive in their application of this marker, perhaps reflecting a bet-
ter understanding of its utility and limitations [244].

 Assessing the Components  
of Cardiac Output

If it appears that flow is inadequate, the next step is to attempt 
to isolate which component may be contributing – heart rate, 
preload, contractility, afterload, or diastolic function. One of 
the great problems is that all of these components are interde-
pendent, thus an apparent deficiency in one parameter may be 
caused by abnormalities in one, or indeed several of the others. 
For example, the combination of a moderate sinus tachycardia 
(secondary to fever) coexistent with diastolic dysfunction may 
result in a functional preload deficit; the solution thus may not 
be to administer volume, but rather to slow the heart rate and 
give a lusitropic agent. It is also worth considering that many 
of the therapies aimed at increasing flow carry a cost. For 
example, increasing inotropy may also increase myocardial 
oxygen consumption, which may be undesirable in the setting 

of a failing myocardium. It may be preferable to decrease oxy-
gen consumption (mechanical ventilation, increasing seda-
tion, neuromuscular blockade, avoiding hyperthermia).

 Heart Rate

Heart rate is the easiest component affecting cardiac func-
tion, but is often the most overlooked. Extreme tachycardia 
may compromise diastolic filling time, particularly if dia-
stolic dysfunction coexists. Loss of atrio-ventricular syn-
chrony will also compromise forward flow.

 Preload Versus Volume Responsiveness

Preload relates to the variety of factors influencing the 
amount of ventricular fiber stretch at the end of diastole (and 
hence end diastolic volume) [245, 246]. Preload is both dif-
ficult to measure and interpret at the bedside. As a result, 
attention has recently focused towards the clinical question 
of identifying when a patient is likely to increase stroke vol-
ume in response to fluid administration [247]. In reality we 
may wish to address both issues simultaneously [248]. 
Failure of a patient to increase stroke volume following a 
fluid bolus when predicted to do so may occur for three rea-
sons: (1) the prediction tool is inaccurate and the patient is 
already functioning at the top of the Starling curve 
(Fig. 40.10), (2) contractility is severely impaired, (3) the 
infusion volume is not sufficient to increase preload (this 
may be more common than we expect) [249]. In scenarios 
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Fig. 40.10 Cyclical changes in stroke volume and pulse pressure 
induced by positive pressure ventilation can be used to predict a 
patient’s response to fluid administration. However this can produce 
both false positive and false negative results. In position A the patient is 
optimally filled, and functioning at the top of the Starling curve. 
Ventilation with excessive tidal volumes produces a cyclical decrease in 
preload and hence stroke volume (to position B), suggesting that the 
patient may respond to volume administration. This is an example of a 
false positive result
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(1) and (2), preload will increase, but they may be differenti-
ated by a measure of contractility, while in scenario (3) pre-
load will not increase [248].

Traditionally, the two commonly used measures of pre-
load have been central venous pressure (right heart) and pul-
monary artery occlusion pressure (left heart), however both 
perform poorly [68, 250]. This is because many factors affect 
the ability of a pressure measurement to act as a marker of 
volume status, including venous capacitance, cardiac cham-
ber compliance, valve competence, pulmonary artery pres-
sures, and the ability of the lung to function as a Starling 
resistor with positive pressure ventilation [64, 251]. 
Nonetheless it is reasonable to assume that a low central 
venous pressure may represent underfilling, and this param-
eter may be useful for trending [252].

Three volume-based measures, intrathoracic blood vol-
ume, global end diastolic volume and right ventricular end 
diastolic volume have been evaluated favorably in adult 
practice [68, 250, 253]. The former two are calculated from 
transpulmonary thermodilution, the latter from pulmonary 
thermodilution via a rapid response thermistor. Corrected 
flow time is a Doppler-derived measurement that has been 
used successfully in adults to guide intraoperative volume 
replacement [254–256], however it is also affected by after-
load and contractility. Two echocardiographic indicators of 
preload have been suggested. The functional preload index 
requires specialized software and a series of calculations, 
thus limiting its clinical utility [257], while interpretation of 
mitral inflow velocity profiles is frequently difficult due to 
confounding variables [258].

In contrast to the static measures of preload, predictors of 
fluid responsiveness are dynamic. All relate to the cyclical 
fluctuations in right heart preload induced by positive pres-
sure mechanical ventilation [247, 259]. These produce beat-
to- beat variations in stroke volume, which are evident using 
any of the continuous measures of cardiac output described 
earlier. Fluid responsiveness can also be predicted from the 
arterial blood pressure trace [260]. Three measures have 
been suggested: pulse pressure variation, systolic pressure 
variation, and the downward portion of systolic pressure 
variation from baseline (delta down). All three show prom-
ise, however pulse pressure variation may be the most pre-
dictive, as it is theoretically more closely related to stroke 
volume (pulse pressure is influenced by stroke volume and 
arterial compliance, while systolic pressure is also influ-
enced by diastolic pressure) [261]. The majority of studies 
suggest fluid responsiveness (an increase in stroke volume of 
greater than 10–15 %) is likely when the pulse pressure vari-
ation exceeds approximately 15 %.

One of the major difficulties in comparing any variability 
parameter based upon preload changes induced from posi-
tive pressure ventilation is the lack of standardization of the 
stimulus inducing the variation. Changes in preload are 

affected primarily by swings in pleural pressure, which are 
affected by tidal volume and transmural pressure gradient 
across the lung (which is in turn affected by factors such as 
pulmonary edema, consolidation). Thus there is potential for 
inducing both false positive readings due to excessive venti-
lation as well as false negative readings when low tidal vol-
umes are used (Fig. 40.10) [262]. The latter situation may be 
avoided by using tidal volumes of at least 8 mL/kg [263]. 
Unfortunately, recent studies have highlighted that “real- 
world” utility of these predictive variables may be rather 
poor, as a consequence of numerous superimposing con-
founding factors that occur in the critically ill patient [264].

 Contractility

Of all the parameters affecting cardiac output, contractility is 
perhaps the most difficult to measure at the bedside. The 
echocardiographic stress velocity index plots stress velocity 
(contractility) against end systolic wall stress (afterload) and 
has provided pathophysiological insight into several disease 
states [265–267]. This relationship changes in the failing 
heart in two ways: contractility is reduced for a given after-
load, and the slope of the contractility-afterload relationship 
is steeper, meaning that afterload reduction may offer greater 
benefit (and conversely afterload increase greater harm, 
Fig. 40.11). Tissue Doppler is a relatively new modality 
which may provide information on diastolic function as well 
as contractility [130–133, 268, 269]. Cardiac function index, 
derived from transpulmonary thermodilution, is defined as 
stroke volume divided by global end diastolic volume, which 
is said to be a load independent measure of contractility. To 
date this has not been investigated in pediatric practice. 
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Fig. 40.11 Contractility versus afterload. A negative correlation exists 
between contractility and afterload [265]. When the heart is failing, this 
relationship may change in two ways: a decrease in intercept (downward 
shift), and the slope may become increasingly negative. Thus a failing 
heart may manifest both (a) a loss of contractility for a given afterload, 
and (b) a greater decline in contractility when afterload is increased
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Stroke work index represents the area enclosed by the ven-
tricular pressure-volume loop; however, this may be esti-
mated at the bedside from stroke index and arterial pressure 
measurements. Although not a true measure of contractility, 
it allows some insight into cardiac reserve, namely how stoke 
index (volume) is adjusted in the face of changing afterload.

 Afterload

Afterload is defined as the force opposing left ventricular 
fiber shortening during ventricular ejection, in other words 
left ventricular wall stress [270, 271]. Wall stress can be 
measured at various points throughout cardiac ejection, 
although it is thought that calculation at end systole provides 
the best measure of afterload [272]. Calculation of wall 
stress requires measurement of end systolic transmural ven-
tricular pressure and echocardiographic measurement of left 
ventricular end systolic dimension and wall thickness. Here 
transmural pressure equals the difference between intra- and 
extraventricular (or intrathoracic) pressures. While intraven-
tricular pressure can be estimated from the mean arterial 
pressure [273], accurate estimation of extraventricular/intra-
thoracic pressure is difficult and may involve measurement 
of esophageal or pleural pressures [274]. Using this approach 
it is easy to understand how factors that increase intratho-
racic pressure, such as positive pressure ventilation, result in 
a reduction in afterload [15].

Systemic vascular resistance is commonly used as a sur-
rogate measure of afterload in the clinical situation, predom-
inantly because it is easier to measure than wall stress. It is 
important to appreciate that vascular resistance is not syn-
onymous with afterload. Rather, it is one of several contribu-
tory factors. Systemic vascular resistance is analogous to 
Ohm’s law, treating the heart as a “DC” (constant) rather 
than an “AC” (pulsatile) generator of flow, by measuring the 
ratio of mean pressure drop across the systemic vascular bed 
to the flow (see: section “Arterial pulse contour analysis”)

 
SVR

MAP CVP

cardiac index
=

× −( )79 9.

 

(SVR, systemic vascular resistance; MAP, mean arterial 
pressure; CVP, central venous pressure. Units of measure-
ment are dyn-s/cm5/m2)

Seen in this light, the limitations of this calculation are 
obvious. However, it provides the clinician with a single fig-
ure that may have prognostic value [275, 276]. The impor-
tance of minimizing afterload in the failing myocardium is 
well documented. However, the clinical dilemma is usually 
one of balancing afterload reduction against maintaining 
perfusion pressure (blood pressure). In reality this can only 
be optimized if cardiac output is measured.

 Diastolic Function

The traditional definition of diastole covers the period from 
the end of aortic ejection (aortic valve closure) until the onset 
of ventricular tension occurring with the following beat 
[277]. Diastole is an energy-consuming process, which is 
influenced by both active and passive mechanisms. Active 
processes (relaxation) occur within the cardiomyocytes, 
while passive mechanisms (stiffness) involve external fac-
tors, including viscoelastic properties of the extracellular 
matrix, and changes in both diastolic load and afterload 
[278]. One of the primary active events concerns the regula-
tion of cytosolic Ca2+ levels. Diastolic relaxation requires a 
drop in calcium concentration within the cytosol, thereby 
encouraging Ca2+ dissociation from troponin C and hence 
inhibition of actin-myosin cross-bridge activity [279]. 
Calcium concentration decrease in a variety of ways, the 
most important being re-uptake into the sarcoplasmic reticu-
lum via a Ca2+-ATPase pump (SERCA), which is in turn 
regulated by phospholamban. In its dephosphorylated form, 
phospholamban inhibits Ca2+ re-uptake [280]. However, 
when phosphorylated via a variety of agents, including 
β-adrenergic agents and phosphodiesterase inhibitors (e.g. 
milrinone), phospholamban increases Ca2+ uptake and hence 
diastolic relaxation (lusitropy) [281]. This same mechanism 
also improves systolic function by increasing the Ca2+ reser-
voir. Phosphodiesterase inhibitors appear to act via a second 
mechanism to increase lusitropy, namely a direct action on 
phosphodiesterase III located on the outer membrane of the 
sarcoplasmic reticulum [282].

The contribution of diastolic function to myocardial perfor-
mance is now well established. Intracardiac pressure and vol-
ume measurements allow quantification of the active and 
passive components of diastolic function. Active relaxation 
can be estimated by (a) the time constant of isovolumic pres-
sure decline (the time for ventricular pressure to fall by 
approximately two-thirds), (b) the isovolumic relaxation time, 
or (c) the maximum rate of pressure decay (−dP/dt) [278, 
283]. Passive stiffness can be estimated by the diastolic slope 
of the pressure-volume curve. Unfortunately, the ability to 
measure diastolic function at the bedside is limited in pediatric 
practice. The most common technique is echocardiography. A 
variety of Doppler-derived parameters can be used to estimate 
(a) and (b) above, and also to examine patterns of mitral valve 
and pulmonary venous flow during left ventricular filling 
(including mitral E and A wave velocities). Unfortunately the 
majority of these measures are affected by many factors 
including age, heart rate, afterload, volume status and ventric-
ular filling [278, 283, 284]. Recently, attention has focused 
towards tissue Doppler indices; however their utility as clini-
cal monitoring tools is as yet relatively unexplored.

As a final note, the hemodynamic calculations discussed 
in this chapter are summarized in Table 40.2.
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     As overall mortality rates from critical illnesses continue to 
decline – because of advances in quality controls, improve-
ments in guidelines and standard therapies as well as techni-
cal advances within the fi eld – the new benchmark for quality 
improvement processes will move toward improved overall 
quality of life and well-being. As a result, improvement in 
the neurological outcome of children with critical illnesses 

has been increasingly viewed as the next threshold to 
 overcome. Within the pediatric intensive care unit, the over-
all goal of monitoring the brain is to detect injurious pro-
cesses at a time when they can be corrected. An ideal 
neurological monitor would have several properties that 
would ultimately allow proven interventions that could treat 
the injury – be available at the bedside for minute-to-minute 
use, gather data through non-invasive means, use technology 
that is easily interpreted by the clinician, have high reliabil-
ity, sensitivity, specifi city and accurately predict overall out-
comes. Unfortunately, such a monitor does not exist at the 
present time and our understanding on how to intervene for 
such injuries remains rudimentary. Instead, a number of 
monitoring systems can be used and the most commonly 
used techniques are described below (Table  41.1 ). The intent 
of this chapter is to outline how these systems may be uti-
lized in the current PICU environment.
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    Abstract  

  Mortality rates from critical illnesses in children continue to decline and neurological mor-
bidity has become the next frontier of to cross for advancing pediatric critical care. Since 
neurological injuries from lack of nutrients, inadequate removal of metabolic byproducts 
and alterations of blood fl ow can rapidly lead to permanent disabilities, a variety of means 
to monitor the nervous system have been developed over the years with a goal of determin-
ing injuries at the earliest possible time. These systems have been utilized in various brain 
injuries – either acquired prior to ICU admission or during the critical illness – but none 
have suffi cient reliability to be utilized in all conditions. This chapter will review the vari-
ous non-invasive (physical examination, electrophysiological, ultrasonographic and serum 
neuromarkers) and invasive (intracranial pressure monitoring, brain oxygen tension and 
others) neurological monitors that are currently in use or emerging from clinical research. 
The purpose of this chapter is to briefl y review the monitoring systems that can be used by 
the pediatric intensivist at this time and to describe newer technologies that might be avail-
able in the future.  
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      Physical Examination 

 The most critical and fundamental method to monitor the 
brain of a critically-ill child is by a detailed, focused physical 
examination. Often, the earliest signs of evolving brain inju-
ries are obvious from the repetitive observations of bedside 
providers, such as changes in cranial nerve function, muscle 
tone, strength, sensation and altered levels of consciousness. 
These “low-tech” assessments can be performed virtually 
continuously without undue harm to the child and serve as a 
screening tool for more invasive or costly procedures to docu-
ment the evolving injury, such as an evolving stroke mani-
fested as unilateral weakness of a limb or a new encephalopathy 
detected by a decreased level of consciousness. 

 A standardized tool to assess neurological function in 
critically ill children is the Glasgow Coma Scale (GCS) 
score [ 1 ] (Table  41.2 ). Initially developed to assess adults 
after traumatic brain injury, this simple scale can provide a 
rapid, objective assessment of a child’s level of conscious-
ness (as measured by eye opening, verbal responses and 

motor responses) that is reproducible between caregivers [ 2 ]. 
The GCS is an effective predictor of neurological outcome of 
traumatically injured adults, but its predictive value in chil-
dren has not been validated. This may be a result of poorer 
reporting of the GCS by caregivers in children. In the stabili-
zation of traumatically-injured adults or children, the GCS 
can be used to track signifi cant neurological deterioration. 
As an example, a decrease of more than 3 points in the scale 
is often interpreted as an indication of a clinical change that 
warrants further investigation [ 3 ]. Its utility as a quantitative, 
repeatable assessment of mental status is clear and serves a 
valuable function as a neurological screening tool.

       Intracranial Pressure (ICP) Monitoring 

 Measurement and management of abnormal increases in intra-
cranial pressure has been a mainstay of medical care of chil-
dren and adults for decades. Monitoring ICP after traumatic 
brain injury is likely the most common use of the  technology, 

   Table 41.1    Comparisons of clinically available neuromonitors   

 Monitor 
 Physiological process 
measured  Sampling area  Advantages  Disadvantages 

 ICP monitor  Intracerebral pressure  Global without 
localization 

 Bedside, reliable, therapeutic 
(intraventricular) 

 Invasive 

 EEG  Cerebral activity and 
metabolism 

 Global with localization  Bedside, non-invasive, 
continuous data gathering 
available 

 Expertise required 

 Evoked potentials  Localized cerebral 
activity after applied 
stimuli 

 Global with localization  Bedside, non-invasive  Expertise required 

 Xenon techniques  Cerebral blood fl ow  Global with localization  Bedside (Xe-133 only), 
non-invasive, reliable 

 Patient transport required 
(Xe-CT), infrastructure 
costly, specialized 
instruments 

 Transcranial Doppler 
ultrasonography 

 Cerebral blood fl ow 
velocity of specifi ed 
arteries 

 Regional  Bedside, non-invasive  Expertise required 

 Jugular venous oxygen 
saturation 

 Cerebral metabolism  Global without 
localization 

 Bedside, ideally refl ects blood 
fl ow to metabolic demands 

 Invasive, thrombosis, 
infection, questionable 
reliability 

 Near infrared spectroscopy  Cerebral oxygenation  Regional  Bedside, non-invasive, 
continuous data gathering 

 Reliability, standards 
unclear 

 Brain tissue oxygen tension  Cerebral oxygenation  Focal  Bedside, continuous data 
gathering 

 Invasive, threshold 
unclear 

 Cerebral microdialysis  Selected metabolites  Focal  Bedside, continuous data 
gathering, choice of 
metabolites for study 

 Invasive, thresholds 
unclear 

 MR spectroscopy  Cerebral metabolism  Focal with many areas 
available for sampling 

 Non-invasive, no radiation 
exposure 

 Patient transport 
required, limited number 
of samples to compare 

 Neuromarkers  Cellular injury or 
disruption 

 Global without 
localization, although 
specifi c cell types may 
be detected 

 Bedside, non-invasive, no 
special equipment needed 

 Specifi city to CNS injury, 
reliability 
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but it has been utilized for hypoxic injuries, metabolic disor-
ders (Reye’s syndrome and hepatic encephalopathy) and a 
wide variety of other conditions [ 4 – 9 ]. The main rationales for 
measuring ICP are (i) detection and treatment of fatal cerebral 
herniation events and (ii) detection of possible secondary 
insults related to either increased intracranial pressure or 
decreased brain perfusion. While the fi rst rationale is obvious, 
the application of the second rationale has been more diffi cult. 
Following TBI, up to 80 % of autopsy specimens from patients 
demonstrate signifi cant ischemic lesions [ 10 ], and it was theo-
rized that episodes of increased ICP represented periods of 
decreased brain perfusion. Early studies by Gopinath and col-
leagues demonstrated that episodes of intracranial pressure 
greater than 20 mmHg correlated with poor neurological out-
come in adults after traumatic brain injury [ 11 ]. This threshold 
value has largely been adopted in adult TBI and now trans-
ferred into pediatric practice, yet evidence to support this 
threshold is sparse for children with TBI [ 12 ,  13 ] and is 
entirely absent for children with other conditions such as men-
ingitis, hydrocephalous or stroke. 

 Measurement of ICP can be accomplished using monitors 
in a variety of locations [ 14 ]. Currently, ICP monitors are 
placed either in the brain parenchyma or in the ventricular 
space. Parenchymal monitors are easy to place (requiring 
only a refl ection of the dura) and are believed to carry a 
decreased risk for infection. However, intraparenchymal 

monitors cannot be recalibrated and fi rst-generation intrapa-
renchymal monitors were found to have signifi cant drift [ 15 ]. 
Newer intraparenchymal monitors have corrected this prob-
lem. The advantages of intraventricular monitors are the 
ability to withdraw CSF as a therapy for increased intracra-
nial pressure and the ease of recalibration, which can be 
accomplished using the same techniques as any intravascular 
catheter. Intraventricular monitors may be more technically 
challenging to place (especially when signifi cant cerebral 
swelling has already occurred) and there have been anec-
dotal reports of an increased infection risk. No systematic 
reviews of this complication are available at the time of the 
writing of this chapter. In selecting monitor location, the 
underlying disease process needs to be strongly considered. 
For TBI, we believe that intraventricular monitors should be 
strongly considered when intracranial hypertension is likely 
to develop and when the procedure is technically-feasible. In 
a recent study completed at our institution, the utility of 
placement of both ventricular and parenchymal monitors 
demonstrated improved detection of ICP crises [ 16 ]. On the 
other hand, for monitoring brain function during hepatic 
encephalopathy where profound coagulopathy and bleeding 
risks are substantial, placement of catheters within the epi-
dural space have been associated with decreased morbidity 
(3.8 % incidence compared to 20 and 22 % for parechymal 
and ventricular devices, respectively) and mortality (1 % 
incidence compared to 5 and 4 %) [ 17 ]. Careful consider-
ations should be given to locations based on individual risk/
benefi t profi les for each patient undergoing this invasive 
monitoring procedure.  

    Electrophysiological Monitoring 

 Electrophysiological monitoring in the ICU has become 
more common over the last decade with portable digital sys-
tems. The various monitoring systems outlined below can 
serve any of four vital functions (detection of epileptiform 
activity; monitoring of cerebral metabolic rate as evidenced 
by depth of sedation or drug-induced coma; early detection 
of neurological deterioration as in hypoxic-ischemic pro-
cesses or herniation; prognostication of overall clinical out-
come) in critically ill children. In general, electrophysiological 
monitors have similar strengths and weaknesses. All of the 
monitors discussed below are non-invasive, can be used 
effectively at the patient’s bedside and can be used serially to 
follow interval changes in the child’s condition. However, 
most of the monitors require relatively advanced training in 
interpretation (all except for the Bispectral index monitor) 
and can be adversely affected by the relatively hostile electri-
cal environment within intensive care units. Nevertheless, 
electrophysiological monitoring is a mainstay in the care of 
children with critical neurological disorders. 

   Table 41.2    Glasgow Coma Scale (GCS) score   

  E (Eye)  
 4 = Opens eyes spontaneously 
 3 = Opens eyes in response to voice 
 2 = Opens eyes in response to painful stimulus 
 1 = Does not open eyes 
  V (Verbal)  
 5 = Oriented, converses normally (smiles, orients to sound, follows/
tracks) 
 4 = Confused, disoriented (cries, but consolable) 
 3 = Utters inappropriate words (moaning) 
 2 = Incomprehensible sounds (inconsolable, agitated) 
 1 = Makes no sounds 
  M (Motor)  
 6 = Obeys commands (moves spontaneously) 
 5 = Localizes painful stimuli (withdraws from touch) 
 4 = Withdraws to painful stimuli (withdraws from pain) 
 3 = Abnormal fl exion to painful stimuli (decorticate posturing) 
 2 = Abnormal extension to painful stimulu (decerebrate posturing) 
 1 = Makes no movements 

  The pediatric version of the GCS is shown in parentheses, where 
appropriate 
 Decorticate posturing is present when the arms (elbows, wrists, and 
fi ngers) are fl exed and bent inward on the chest, the hands are clenched 
into fi sts, and the legs are extended and internally rotated 
 Decerebrate posturing is present when the arms and legs are both 
extended and internally rotated  
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    Bispectral (BIS) Index Monitoring 

 Since most critically ill children require sedation for proce-
dures (mechanical ventilation, in particular), an objective 
assessment of the depth of sedation is critical. Several physi-
cal examination scores (the COMFORT score, the Ramsey 
scale) have been used but a more objective measure of seda-
tion depth has been sought [ 18 – 20 ]. The BIS index is derived 
from two surface EEG electrodes placed over the frontal cor-
tex and generates numerical values that correlate with levels 
of sedation from a wide variety of anesthetics (0 = isoelec-
tric, 100 = fully awake). The mathematical computations 
from the EEG signal used to generate the BIS index involve 
artifact fi ltering, suppression detection, fast Fourier transfor-
mation, and estimation of signal quality. Intraoperative stud-
ies have demonstrated that adequate anesthesia, as assessed 
by movement at incision, correlates well with BIS values 
<60 [ 21 ] and that BIS values of 40–60 are typical during 
maintenance of general anesthesia [ 22 ]. 

 Most relevant to pediatric intensivists, studies suggest 
that amnesia reliably occurs at BIS values <64–80 [ 23 ]. 
Ideally, medications could be administered to critically ill 
children and titrated to given BIS scores to maintain an ade-
quate, but not excessive, level of sedation. At present, several 
small series have attempted to correlate BIS values with both 
clinical sedation scores and signs of drug withdrawal [ 18 –
 20 ,  24 ]. The correlations have been relatively weak and 
because of this, the BIS monitor has not yet become standard 
at this time.  

    Electroencephalography (EEG) 

 Electroencephalograms are surface tracings of brain electri-
cal activity. Traces are generated by measuring amplifi ed 
electrical potential differences between two electrodes (rep-
resented as an EEG channel) placed in designated locations 
on the child’s skull using the International 10–20 system 
(sometimes with modifi cations). Typically, 16 or 32 EEG 
channels are recorded in a variety of montages (which can be 
now be retrospectively montaged with digital machines). 
Rhythmicity, amplitude and location of waveforms are deter-
mined and can be indicative of normal or abnormal function 
of the relevant brain regions. For instance, alpha waves of 
8–13 Hz over the posterior portions of the head occur during 
wakefulness, while waves of frequencies over 13 Hz (desig-
nated as beta activity) can be seen with common ICU medi-
cations (i.e. benzodiazepines, phenytoin, and barbiturates). 
Young children have greater amounts of theta activity (fre-
quencies of 4–7 Hz) but focal or lateralized theta activity is 
indicative of localizing CNS pathology. Overall, much can 
be gleaned from careful interpretation of EEG. However, 
more detailed examination of these waves is beyond the 

scope of this chapter (and beyond most pediatric intensiv-
ists). A team-based approach to the monitoring and manage-
ment of these critically ill patients is therefore warranted and 
highly desired. 

 EEGs can be performed as a single routine examination 
(rEEG) or as a continuous recording (cEEG). rEEG monitor-
ing was the most common neurological procedure of a newly 
formed neurocritical care service (occurring in 152 children 
of the 373 seen over a 14-month period), with the most com-
mon indication to diagnose a suspected seizure [ 25 ]. With 
rEEG, provocative stimuli or commands (eye opening and 
closing, loud auditory stimuli, induced hyperventilation, 
photic stimuli) are routinely used to elicit characteristic wave 
changes or epileptic events. However, with the advent of 
digital monitors to record and sometimes interpret data, 
cEEG is becoming a more common neurological monitoring 
device for the critically-ill child [ 26 ]. There is accumulating 
evidence that non-convulsive status epilepticus (NCS) is 
underappreciated in critically-ill children with altered (or 
unable to be assessed) mental status [ 27 ,  28 ]. The incidence 
of NCS in children with acute encephalopathy ranges 
between 16 and 47 % and a recent prospective study of the 
use of cEEG in this patient population led to a change in 
management in 59 % of cases [ 29 ]. Jordan and colleagues 
applied continuous EEG to 124 consecutive neuroscience 
intensive care unit patients and recorded seizures in 35 %, of 
which 76 % were NCS [ 30 ]. cEEG is commonly used to 
monitor the depth of drug-induced coma in children since the 
duration of burst suppression is highly correlative with tissue 
concentrations of these agents. In adults, cEEG has also been 
used to detect impending cerebral ischemia caused by vaso-
spasm after subarachnoid hemorrhage, a less common com-
plication in children. Potential indications for cEEG 
monitoring include severe traumatic brain injury with GCS 
less than 13, intracranial hypertension, requirement for neu-
romuscular blockade in a neurologically-vulnerable child, 
early or partial seizures, use of hypothermia, treatment of 
refractory status epilepticus, coma of unknown etiology and 
global brain ischemia [ 31 – 34 ]. 

 EEG monitoring is non-invasive and provides immediate 
bedside data, yet improvements in overall patient outcomes 
have not been demonstrated through large clinical trials. 
Signifi cant limitations to EEG monitoring include the 
requirement for trained staff for lead placement, the neces-
sity of frequent expert interpretation of waveforms and the 
diffi culties in obtaining clear signals in an artifact abundant 
environment. To aid in interpretation, various strategies 
including compression of waveforms and trending displays 
have been adopted for clinical practices. The compressed 
spectral array method displays a pseudo-three dimensional 
image of the temporal evolution of the EEG frequency distri-
bution and relative amplitude [ 35 ]. A fast Fourier transform 
analysis of the EEG generates a frequency spectrum for a 
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given epoch of time. Serial epochs are then displayed behind 
each other giving a three-dimensional appearance. The pat-
tern of frequencies over time suggests different states (i.e. 
predominant low frequencies suggesting sedation or coma 
and predominant high frequencies suggesting seizures). 
Amplitude-integrated EEGs were fi rst developed in the 
1960s [ 35 ,  36 ] and these allowed for the trending of EEG 
amplitude over extended time periods on a logarithmic scale. 
Patterns of amplitude changes were shown to correlate with 
cerebral states (burst suppression, seizures) but only a small 
number of recording channels (1 or 2) is generally measured. 
In the recently completed studies that demonstrated the effi -
cacy of hypothermia for perinatal asphyxia, amplitude- 
integrated EEGs were likely the most important factor in 
selecting subjects that would benefi t from the experimental 
therapy [ 37 ]. Evolution of EEG technology, both in acquir-
ing signals and in data interpretation, will likely continue for 
the foreseeable future to determine the state of neurological 
activity in critically ill children.  

    Evoked Potentials 

 Evoked potentials are measurements of electrical activity of 
relevant brain regions after a peripheral stimulus has been 
applied. Stimuli are applied to sensory nerves (normally the 
median or posterior tibial nerve), visual fi elds or auditory 
pathways and the conduction of the impulses to the cortex is 
measured. Characteristic waves are generated and ampli-
tudes and latencies can implicate regions of damage to sen-
sory nerves, pathways or nuclei within the CNS. 

 Within the intensive care unit, testing for the presence of 
somatosensory (SSEP), brainstem (BAEP) and visual (VEP) 
evoked potentials has generally been performed to prognos-
ticate outcomes of subjects with coma, spinal cord and brain-
stem injury. In adults with coma, several meta-analyses have 
shown SSEPs to be the best predictor of outcome. In chil-
dren, the data regarding the prognostic value of SSEPs is less 
extensive. A recent systematic review of the literature exam-
ining the predictive power of SSEPs supported the value of 
this test [ 38 ] while another review identifi ed children who 
demonstrated absence of cortical SSEPs who survived with 
only mild neurological defi cits [ 39 ]. Similarly, BAEP and 
VEP combined were prognostic of poor outcome in a series 
of children following hypoxic coma [ 32 ]. Abnormal SSEP 
latencies have been shown to correlate with encephalopathy 
secondary to sepsis in adults [ 40 ]. The main advantage of 
evoked potentials is that these waveforms are relatively unaf-
fected by sedative medications. The tests are relatively labor 
intensive, require technical expertise and can only be per-
formed intermittently. These monitoring modalities are less 
frequently used than conventional EEG, but are useful in 
select patient populations within the intensive care unit.   

    Assessments of Blood Flow and/or 
Metabolism 

 Because of the brain’s large requirement for oxygen and 
its dependence on aerobic respiration for optimal neuro-
nal functioning, it has been widely accepted that measures 
of cerebral blood fl ow, metabolism and oxygenation are 
useful indicators of local or global cerebral function. A 
variety of monitors have been developed to assess these 
parameters either locally or globally and those that are in 
widespread use are summarized below. Some of the moni-
tors directly measure one or more of these parameters 
while others use inferences to derive data that can be used 
by clinicians. Monitoring techniques that are available at 
specialized centers for research purposes (such as posi-
tron emission tomography) will not be discussed in this 
review. 

    Xenon Cerebral Blood Flow Determination 

 Xenon is an inert gas that is taken up by the brain but not 
metabolized. As such, it can be used in conjunction with a 
variety of detection devices to estimate both local and 
global cerebral blood fl ow by measuring its overall distri-
bution and clearance [ 41 ]. Xenon can be administered via 
inhalation or intravenously. Intravenously-injected, radio-
active Xe-133 can be detected within the cranial vault 
using multiple stationary scintillation detectors around 
the head. By this method, xenon-133 uptake and elimina-
tion can be measured and global cerebral blood fl ow can 
be determined. Alternatively, inhalation of xenon gas can 
be used to estimate blood fl ow using CT imaging (Xe-
CT). Using software and detection methods within the CT 
scanner, uptake of xenon within the brain can be measured 
and a cerebral blood fl ow map can be generated. Cerebral 
blood fl ow of individual brain structures (white matter vs. 
grey matter, structures within the deep brain structures, 
peritrauma areas and others) can be quantifi ed in ml/100 g 
tissue/min [ 41 ]. This technique has the disadvantage of 
requiring transportation to the imaging facility, and 
inhaled Xe currently is only approved from the FDA for 
use for experimental applications. While Xenon cerebral 
blood fl ow techniques could have many clinical applica-
tions [ 42 ], its use in pediatrics has been quite limited. 
Adelson and colleagues recently reported a series of over 
60 children who had blood fl ow determinations early after 
TBI using Xe-CT where they found a relationship between 
decreased CBF and poor outcome[ 43 ]. The future of 
determinations of CBF using direct imaging techniques 
may require either a broader application of Xe-based 
techniques or adaptations of magnetic resonance imaging 
applications.  
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    Transcranial Doppler Ultrasonography: (TCD) 

 Transcranial Doppler ultrasonography (TCD) is a non- 
invasive technique to determine the cerebral blood velocity 
in large intracranial vessels [ 44 ]. The handheld probe can be 
placed over the temporal bone window, foramen magnum 
window and/or transorbital window allowing evaluation of 
anterior cerebral circulation, vertebrobasilar circulation and 
ophthalmic artery and carotid siphon circulation, respec-
tively. TCD measures mean cerebral blood fl ow velocity 
(MCBFV) using the principles of ultrasound and spectral 
Doppler shift of blood cell fl ow through these large vessels 
and can (i) determine the presence or absence of fl ow, (ii) 
calculate systolic, diastolic and mean velocities and (iii) 
determine the direction of fl ow. With these determinations 
graphically represented, a pulsatility index (PI) can be calcu-
lated (PI = [Peak velocity – diastolic velocity]/mean veloc-
ity) that represents downstream resistance to blood fl ow. The 
hemispheric index or Lindegaard’s ratio of the mean velocity 
within the middle cerebral artery to that in the internal carotid 
artery (MCBFV MCA /MCBFV ICA ) is indicative of cerebral 
vasospasm when >3 and of hyperemia (edema) <3. 

 The main clinical indications for TCD in children are 
determining vessel patency, detecting focal areas of vaso-
spasm, confi rmation of the clinical diagnosis of brain death 
(criteria includes severely diminished MCBFV ICA , absent 
diastolic fl ow, reverberating fl ow and severely elevated PI) 
[ 45 ] and determination of cerebral autoregulation. In an ele-
gant series of studies over the past decade or more, Vavilala 
and colleagues have identifi ed autoregulatory abnormalities 
in children with traumatic brain injuries and found that these 
disturbances are associated with overall outcome [ 46 – 50 ]. 
TCD is readily available at the bedside but requires a rela-
tively high level of technical expertise, yet it appears that the 
future of this technique may bring about important advances 
in neurological monitoring.  

    Jugular Venous Oxygen Saturation: (SjvO 2 ) 

 Measurement of the oxygen saturation in the blood leav-
ing the brain (SjvO 2 ) is a global, indirect measure of cere-
bral blood fl ow that is contingent upon both blood fl ow and 
oxygen metabolism. It assumes that the sampling of blood 
from a single jugular vein can adequately represent the entire 
venous return from the entire brain while excluding contri-
butions from extracerebral sources. The saturation of this 
blood can lead to inferences regarding cerebral blood fl ow 
and metabolism. Sub-optimal saturation (usually defi ned as 
<50 % saturated), indicates inadequate CBF for metabolic 
demands, implying that cerebral ischemia may be occur-
ring. Based on these fi ndings, clinical protocols for restora-
tion of SjvO 2  can be initiated that may mitigate this potential 

 secondary insult – including treatment of inadvertent hyper-
ventilation, treatment of unrecognized anemia, restoration 
of adequate cerebral perfusion or mitigation of intracranial 
hypertensive crises. 

 The use of SjvO 2  monitoring in children is generally lim-
ited to traumatic brain injury and during extracorporeal 
membrane oxygenation [ 51 – 53 ]. Despite potential advan-
tages of SjvO 2  monitoring (ease of placement and interpreta-
tion, use of relatively basic technology, and real-time data 
generation), its use is limited because of its questionable reli-
ability and potential complications. In a series of 32 adults in 
traumatic coma, both jugular vein saturations were measured 
simultaneously and a difference of at least 15 % between 
each monitor was noted in almost half of the patients during 
the study [ 54 ]. Catheter thrombosis and infection have been 
reported in adults, and the potential for these complications 
to worsen the outcome of children (with smaller vessel cali-
bers based on development) has also limited the utilization of 
this monitoring methodology.  

    Near-Infrared Spectroscopy: NIRS 

 Near-infrared spectroscopy (NIRS) is a noninvasive tool 
allowing for detection of changes in regional tissue oxygen 
saturation (rSO2) and thus provides information on perfusion- 
metabolism coupling. NIRS devices rely on the principle that 
one is able to measure the concentration of a substance based 
on its absorption of light (Beer-Lambert law). NIRS devices 
thus consist of a light source and detector and use two wave-
lengths of near-infrared light (730, 810 nm) taking advantage 
of the differential absorption of light by deoxyhemoglobin 
and oxyhemoglobin. As deoxygenated hemoglobin absorbs 
more light below wavelengths of 805 nm, the ratio of absor-
bance at 810 and 730 nm provides a percentage of oxyhemo-
globin. As most hemoglobin in tissue is in the venous 
circulation, the relative oxygen index measured by the probe 
is venous weighted. Additionally, data from skin and skull are 
subtracted to provide a regional oxygen saturation for cere-
bral tissue 1–2 cm below the skin [ 55 ]. While accepted refer-
ence ranges exist for rSO 2  values, absolute normal values 
have not been determined. In healthy term newborns, a recent 
study reported a median cerebral rSO 2  of 76 %. In a series of 
critically ill children including those with both systemic and 
neurologic diseases, a mean cerebral rSO 2  of 68 % was found 
with 46.7 % being 2SD below the mean and a potential 
threshold value [ 56 ]. 

 NIRS may be a better neuromonitor for children than 
adults since the quality of the signal will be affected by the 
density of the bones of the skull. NIRS has been used in 
small studies to assess cerebral oxygenation in children with 
coma [ 57 ,  58 ], during heart surgery [ 59 ] and in several other 
assorted conditions. In adults, the inability of the NIRS to 
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detect occult ischemic events (infarctions in subcortical tis-
sue directly under the probe) has been reported. Currently, 
NIRS is used as a bedside screening tool to rapidly diagnose 
accumulation of secondary hematomas after trauma (signal 
is lost as fl uid accumulates) [ 60 ]. Since NIRS is non- invasive, 
it can be measured continuously and both trends and abso-
lute values of cerebral oxygenation can be followed. NIRS 
assumes that other forms of hemoglobin are not present 
within the blood at signifi cant quantities and would be unre-
liable in these situations. Furthermore, the penetration of the 
light from NIRS is limited to several centimeters under nor-
mal conditions. Therefore, the calculated oxygenation index 
will not refl ect the deeper structures of the brain in older chil-
dren. Presently, NIRS is an intriguing clinical tool that needs 
to be fully evaluated.  

    Brain Oxygen Monitoring and Cerebral 
Microdialysis 

 Clinical use of monitors that directly measure the partial 
pressure of brain tissue oxygen (PbO 2 ) have increased in 
recent years. Currently, the most commonly used device 
relies on a Clark electrode at the end of a catheter that pro-
vides a measure of PbO 2  in units of tension (mmHg)[ 61 ]. 
Because PbtO 2  monitors clearly provide a local measure of 
oxygen tension, placement of the device in normal or injured 
tissue can have profound impacts on the values and their 
interpretation. Many clinical studies place the catheter in 
normal tissue and measure the effect of global processes on 
brain oxygenation. Alternatively, as perilesional or penum-
bral areas may have the highest risk for secondary injury, 
these locations may ultimately lead to detection of important 
clinical events. Human and animal studies have attempted to 
defi ne normal ranges of PbtO 2 , with the most commonly 
cited normal values ranging from 20 to 35 [ 62 ]. 

 Experience in children is limited but this monitoring tech-
nique is gaining acceptance in injured adults [ 63 – 66 ] and it 
has recently been recommended within the traumatic brain 
injury guidelines for adult TBI victims [ 67 ]. In children, 
fewer studies regarding the use of PbtO 2  monitoring have 
been conducted. However, in pediatric TBI, there is also evi-
dence that PbtO 2  levels below 10–15 mmHg are associated 
with worse outcome [ 68 ,  69 ]. Moreover, application of PbO 2  
monitoring to other conditions has been reported [ 70 ]. 

 Cerebral microdialysis has been performed the past two 
decades and serves to measure mediators of interest directly 
from the brain parenchyma. Microdialysis catheters are con-
structed with an in-fl ow port, an out-fl ow port and a semi- 
permeable membrane. Artifi cial cerebrospinal fl uid is 
perfused as a dialysate through the in-fl ow port across the 
semi-permeable membrane into the brain parenchyma. 
Solutes from the brain tissue can diffuse across the  membrane 

and are recovered from the out-fl ow port. The recovery of 
solutes is dependent upon the dialysate fl ow rate, the mem-
brane pore size and solute concentrations within the brain. 
The relative change in dialysate concentration can refl ect 
similar changes within the brain parenchyma. Samples are 
collected serially and a wide variety of mediators can be 
measured from the dialysate (including glucose, pyruvate, 
lactate, glycerol, excitatory amino acids, purines, nitric oxide 
metabolites and others). 

 Cerebral microdialysis has become more common over 
the past several years for a variety of disorders [ 71 – 79 ]. 
Microdialysis is a relatively invasive measure of local con-
centrations of metabolites within a small area of brain. For 
these reasons, extrapolations of this information to larger 
areas of brain are problematic. Since serial measurements 
can be obtained, valuable information can be gleaned during 
the monitoring period regarding the state of the brain and the 
effect of various therapies, yet its use in children with critical 
brain injuries remains very limited.  

    MR Spectroscopy: MRS 

 Nuclei of atoms, protons or 31P, can be excited by a strong 
magnetic fi eld. When the fi eld is interrupted, the nuclei 
resonate in a frequency that can be detected and quantifi ed. 
Using this method, metabolites of cellular metabolism can be 
detected with the spatial resolution of MR images. Proton MRS 
can detect N-acetyl compounds, primarily N-acetylaspartate 
(NAA), creatine (including phosphocreatine and its precursor, 
creatine) and choline-containing compounds (including free 
choline, phosphoryl, and glycerophosphoryl choline). NAA 
is a neuronal marker, whereas the choline compounds are 
released as glial membranes are damaged. Proton MRS can 
determine the concentration of lactate (accumulating from tis-
sue damage) and various neurotransmitters (GABA and gluta-
mate). Concentrations of ATP, phosphocreatine, and some of 
the other high-energy phosphates involved in cellular energet-
ics can be assessed using 31P-MRS. Spectra can be acquired 
within 1 h, and changes in intracellular pH and metabolites 
can be followed. 

 Proton and 31P-MRS has been used in the localization of 
epileptic foci, evaluation of the extent of post-traumatic 
lesions, classifi cation of brain tumors, prediction of outcome 
after brain trauma and diagnosis of the various mitochondrial 
disorders, leukodystrophies, and other demyelinating disor-
ders [ 80 ,  81 ]. The ability to non-invasively measure a host of 
metabolites within the brain is the unique function of MRS. 
However, scanning times are still prolonged and caution 
must be taken to ensure patient safety during the time the 
spectra are being generated. Furthermore, while studies can 
be repeated, each image refl ects the brain milieu at a single 
time point.  
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    Serum Markers of Neurological Injuries: 
Neuromarkers 

 The fi eld of neurological monitoring has generally been 
hampered by several factors – the need for transportation of 
a critically-ill child to a machine to detect an injury (such as 
neurological imaging), the requirement of specialized exper-
tise at the bedside for routine testing (such as with evoked 
potentials, EEG) or the need for invasive monitoring (such as 
with ICP or PbO 2 ). Because of these limitations, the develop-
ment of serological markers that are associated with CNS 
injury would be a powerful advance for the fi eld and the evo-
lution of neuromarkers has made great strides in recent years. 
Currently, several CNS-specifi c proteins – neuron-specifi c 
enolase (NSE) from neurons, S100β from astrocytes, myelin- 
basic protein (MBP) from oligodendrocytes – have been 
tested in a variety of clinical conditions to detect neurologi-
cal injuries. The concept underpinning neuromarkers 
assumes that the detection of these brain-related proteins 
within the serum (or sometimes urine) necessarily implies 
the death of brain cells within the CNS and release of these 
proteins within the systemic circulation. Currently, these 
markers remain an extremely innovative approach toward 
detecting neurological injuries after stroke, cardiac arrest, 
traumatic brain injury or abusive head trauma [ 82 ,  83 ], and 
their clinical utility remains to be determined.   

    Conclusion 

 Clinical neuromonitoring is a rapidly advancing fi eld in 
pediatric critical care medicine and the present chapter 
reviews the most commonly used modalities. Currently, 
no single monitor can effectively perform all of the func-
tions demanded by clinicians caring for critically ill chil-
dren. Developing the proper combination of techniques 
appropriate for each child is the challenge of the coming 
years to improve neurological outcomes.     
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 Introduction

Metabolic demands of critical illness and underfeeding or 
overfeeding may expose seriously ill children to the threat of 
malnutrition or metabolic overload (acute metabolic syn-
drome). In addition, nutritional status itself affects every 
pediatric patient’s response to illness. Reports of poor provi-
sion of nutrition in intensive care units, as well as evidence 
of malnutrition [1] or overfeeding [2] in critically ill patients 
are still frequent. Recent studies, compared with similar sur-
veys performed up to three decades ago, showed that there 
has been little improvement in nutritional status in pediatric 
populations in the interim [3].

Although caloric intake lower than the basic metabolic 
rate has been associated with higher mortality and morbidity 

rates [4], critically ill children have been reported to only 
receive a median 58.8 % of their energy requirements, which 
could not be optimized until the 10th intensive care day [5]. 
In another study, patients in the Pediatric Intensive Care Unit 
(PICU) received a median of 37.7 % (range, 0.2–130.2 %) of 
their estimated energy requirements [6]. Only 52 % achieved 
full estimated energy requirements at any time during their 
admission. Failure to estimate energy requirements accu-
rately [7], barriers to bedside delivery of nutrients, and reluc-
tance to perform regular nutritional assessments are 
responsible for the persistence and delayed detection of mal-
nutrition in this cohort [8]. At the same time, using targeted 
indirect calorimetry, a high incidence of unintended over-
feeding in critically ill children with a long stay has been 
recently detected [2]. The predominance of hypometabolism, 
failure of physicians to correctly predict metabolic state, use 
of stress factors, and inaccuracy of standard equations all 
contributed to cumulative energy excess in this cohort [8].

Nutritional monitoring should be an integral part of the 
care for every pediatric critically ill patient. Despite the 

Abstract

The ideal set of variables for nutritional monitoring that may correlate with patient outcomes 
has not been identified. This is particularly difficult in the PICU patient because many of the 
standard modes of nutritional monitoring, although well described and available, are fraught 
with difficulties. Thus, repeated anthropometric and laboratory markers must be jointly ana-
lyzed but  individually interpreted according to disease and metabolic changes, in order to 
modify and monitor the nutritional treatment. In addition, isotope techniques are neither 
clinically feasible nor compatible with the multiple measurements needed to follow progres-
sion. On the other hand, indirect alternatives exist but may have pitfalls, of which the clinician 
must be aware. Risks exist for both overfeeding and underfeeding of PICU patients so that an 
accurate monitoring of energy expenditure, using targeted indirect calorimetry, is necessary 
to avoid either extreme. This is very important, since the monitoring of the nutritional status 
of the critically ill child serves as a guide to early and effective nutritional intervention.

Keywords

Nutrition • Monitoring • PICU • Energy expenditure • Metabolic monitor • Anthropometrics

Nutrition Monitoring in the PICU

George Briassoulis

42

G. Briassoulis, MD, PhD
PICU, University Hospital, University of Crete,  
Voutes Area, Heraklion, Crete 71110, Greece
e-mail: ggbriass@med.uoc.gr

mailto:ggbriass@med.uoc.gr


580

 realization of its importance and the high incidence of combi-
nation of malnutrition and low energy intake, most medical 
professionals seldom assess and monitor the nutritional status 
of hospitalized patients [9]. A survey in 111 European PICUs 
from 24 countries showed that a multidisciplinary nutritional 
team was available in 73 % of PICUs. Approximately 70 % of 
PICUs used dedicated software for nutritional support and 
acknowledged nutritional support as an important aspect of 
patient care, yet only 17 % of them regularly monitored 
energy expenditure by indirect calorimetry. In most PICUs 
daily energy requirements were estimated using weight, age, 
predictive equations with correction factors, and a wide range 
of biochemical blood parameters [9].

 Assessing Nutritional Status

 Subjective Global Nutritional 
Assessment (SGNA)

The ideal set of variables for nutritional monitoring that may 
correlate with patient outcomes has not been identified. This 
is particularly difficult in the PICU patient because many of 
the standard modes of nutritional monitoring, although well 
described and available, are fraught with difficulties. Thus, 
repeated anthropometric and laboratory markers must be 
jointly analyzed but individually interpreted according to dis-
ease and metabolic changes, in order to modify and monitor 
the nutritional treatment. In addition, isotope techniques are 
neither clinically feasible nor compatible with the multiple 
measurements needed to follow progression. On the other 
hand, indirect alternatives exist but may have pitfalls, of which 
the clinician must be aware. Overall, among assessment 
instruments, only 11 original instruments and three modified 
ones were published with enough information to allow appro-
priate usage [10]. This is very important, since the monitoring 
of the nutritional status of the critically ill child serves as a 
guide to appropriately modify nutritional intervention.

Because of the 24-h 7-day-a-week time requirement for 
the initial nutrition screen in a PICU, many units use staff 
nurses to complete the screening at the time of admission. 
These screens are generally shorter in length than more in 
depth screens that include laboratory values, but have the 
advantage that they can be done efficiently and in a timely 
fashion. Certain components of nutritional assessment have 
been combined into a clinical tool described as the subjective 
global nutritional assessment (SGNA) that physicians can 
use to systematically document and recognize nutritional 
problems in their hospitalized patients [11]. It provides a 
systematic method for obtaining essential information about 
nutritional status from the history and the physical exam, 
such as the history of weight loss, altered food consump-
tion, gastrointestinal derangements, decreased  functional 

capacity, subcutaneous tissue loss, muscle wasting, and the 
presence of edema. It demands training but is easily learned, 
adds little additional effort to a routine admission history 
and physical examination, and is a powerful predictor of 
adverse outcomes [12]. Thus, SGNA has been validated by 
anthropometry and albumin measurement, and predicted 
morbidity and mortality in severely ill patients [13]. Those 
patients classified as severely malnourished by the SGNA 
presented with a consistent worsening of the traditional 
objective markers, had significantly more complications, 
remained in the hospital longer and had a higher mortal-
ity rate. Additionally, it has been shown that SGNA is a 
sensitive and specific nutrition assessment tool for assess-
ing nutritional status in children having major thoracic or 
abdominal surgery and identifying those at higher risk of 
nutrition-associated complications and prolonged hospi-
talizations [14]. Therefore, application of the protocol as a 
complement of standard anthropometric tool in a PICU set-
ting should be considered.

 Anthropometrics

In the initial evaluation of nutritional status, only updated 
national or regional standard growth curves, the most rudi-
mentary of assessment tools, are necessary. The child who 
suddenly or progressively deviates from an established pat-
tern is at high risk for depletion. The height indexed to the 
height of the 50th percentile is useful in assessing chronic 
changes, but its value in acute illness is not clear. Weight is 
more likely to be affected by acute changes, while deviation 
from the height curve perhaps reflects long-standing caloric 
deprivation. The current body weight is often compared with 
the ideal body weight for height in order to roughly estimate 
the patient’s body habitus versus norms. These measure-
ments can be converted to growth velocities or to height-for- 
age and weight-for-height Z-scores or percent of expected 
values to provide a measure of the degree of under- or over- 
nutrition in the child [15]. There are several important cave-
ats, however, in monitoring anthropometries in the critically 
ill. They suffer from the influence of intra-observer and inter- 
observer errors and are compared with tables derived from 
healthy populations. Furthermore, the edema and ecchymo-
ses often encountered in the PICU setting interfere with 
accurate determinations. Monitoring the weight/height/age 
ratios, therefore, based on the National Center for Health 
Statistics [16] and the World Health Organization child 
growth charts [17] can be used as reference but there is a risk 
of over- and underestimation of malnutrition rates compared 
with country-specific growth references [18]. For children 
with specific medical conditions and syndromes, specific 
growth references should be used for appropriate interpreta-
tion of nutritional status [19].
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Body mass index (BMI) may also be used to assess nutri-
tional status. This weight-stature index is calculated as 
weight in kilograms divided by height in meters squared. 
Although there is no consensus on how to interpret BMI in 
relation to nutritional status, a BMI of <15 kg/m2 has been 
associated with significant increases in morbidity and mor-
tality. In moderately malnourished children, percentage of 
standard BMI was the best predictor for serum leptin con-
centrations, which were low not only in severe acute malnu-
trition, but also in children with mild-to-moderate 
malnutrition without chronic disease [20]. In adults, it has 
been suggested that the relationship between BMI and 
patient outcomes is “U” shaped, with worse outcomes for 
both underweight (BMI <18.5 kg/m2) and morbidly obese 
(>40 kg/m2) patients [21, 22]. In evaluating more severe 
changes, chronic and acute nutritional status was defined by 
interpreting the Waterlow stages for chronic protein-energy 
malnutrition (CPEM) and acute protein-energy malnutrition 
(APEM) [23]. Patients classified by these criteria as CPEM 
or APEM are more than 2 SD from the median (Table 42.1). 
Another widely used anthropometric classification is the Z 
score [24]. It may be used for children of any age, and rates 
lower than −2 Z scores or less than average indicate undernu-

trition. Children whose rates are lower than −3 Z scores or 
less than 70 % in relation to average, or those who present 
with edema provenly due to nutrition, are considered severely 
undernourished.

Skinfold thickness (TSF) and circumference measure-
ments of the arms, legs and/or trunk may be useful to charac-
terize the changes in peripheral fat depots and muscle mass, 
respectively. Upper arm TSF and mid-arm circumferences 
(MAC) represent body-compartment measurements of adi-
pose tissue and muscle. Arm muscle size is been calculated 
from arm circumference and triceps skinfold and should be 
useful in monitoring the depletion of lean body mass [25]. In 
infants, 10 % of body weight should be fat; by 5–10 months 
of age, this should be up to 20 %. Even in adults, compared 
with the BMI, the MAC was a better mortality predictor in 
patients with chronic obstructive pulmonary disease [26]. 
MAC and cutaneous TSF are determined using Lange skin- 
fold callipers and a tape measure [27]. From these measure-
ments, mid-arm muscle circumference (MMC), mid-arm 
muscle area (MMA), and mid-arm fat area (MFA) are calcu-
lated. Fat stores are assessed by measurements of TSF and 
MFA; somatic protein stores are assessed by MMC and 
MMA. Both, fat and protein stores are classified as normal, 
nutritionally at risk, or deficient, according to Frisancho [28, 
29] and Ryan, Martinez [30] or the Standards of the Ten- 
State Nutritional Survey [31] tables (Table 42.2). Critically 
ill patients whose arm circumference values are below the 
fifth percentile have a higher mortality rate [32]. Acute fluid 
shifts and changes in circulating albumin, however, cannot 
only influence weight, but also arm circumference and 
 skinfold thickness determinations. In a recent prospective 
study, however, in which 80 % of children received enteral 
nutrition, there was no statistically significant change in 
most anthropometric indicators evaluated in the PICU, sug-
gesting that nutrition probably helped patients maintain their 
nutrition status [33]. Importantly, in children with cancer, 
although the weight-for-height values were normal, MAC 
and TSF values were significantly less than control values 
[34]. In a prospective PICU study, although weight and all 
arm anthropometrics decreased, only arm circumference and 

Table 42.1 Criteria for relative risk for malnutrition

A. Acute protein energy malnutrition (APEM): weight for height = 
(actual weight)/(50th percentile weight for subject’s height and age)

Waterlow stagea

0 1 2 3

Normal At risk Greater risk Protein-calorie malnutrition
>90 % 80–89 % 70–79 % <69 %

B. Chronic protein energy malnutrition (CPEM): subject’s height/50th 
percentile height for subject’s age

Waterlow stagea

0 1 2 3

Normal At risk Greater risk Growth retarded
>95 % 90–95 % 85–89 % <85 %
aEach Waterlow stage represents approximately 1 SD from the popula-
tion median; patients are classified by these criteria as APEM or CPEM, 
if they are 2 SD or more from the median (stages 2–3)

Somatic protein stores:
 Midarm muscle circumference : MMC (mm) = MACa (mm) − (TSF [mm] × 3.14)
 Midarm muscle area : MMA (mm2) = (MAC [mm] − [TSF [mm] × 3.14])2/4π
Fat stores:
Triceps skinfold thickness (TSF) [mm]
 Midarm fat area (MFA) (mm2) = MAAb–MMA

Frisancho tables

Normal Nutritionally at risk Deficient

>10 percentile 5–10 percentile <5 percentile
aMidarm circumference = MAC
bMidarm area : MAA (mm2) = π/4 × (MAC/π)2

Table 42.2 Anthropometric nutritional 
status assessment
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triceps skinfold thickness were significantly decreased at 
day 7 compared with initial measurements [33]. Thus, it has 
been suggested that arm anthropometry should replace the 
use of weight-related indices to identify malnutrition in chil-
dren with co-morbidity [24].

 Obesity

The National Health and Nutrition Examination Survey and 
Pediatric Nutrition Surveillance System report a tripling of 
the prevalence of BMI at least 95 % (obesity) among US 
school-age children and adolescents over the past three 
decades [35]. International data confirm similar upward 
shifts in pediatric BMI distribution, especially in countries 
undergoing economic transitions favoring industrialized, 
western urban lifestyles [24]. Among adults, nearly one- 
third of ICU patients are obese and nearly 7 % are morbidly 
obese, frequencies that are predicted to increase as the preva-
lence of obesity in the general population rises [36]. However, 
there is a critical lack of research on how obesity may affect 
complications of critical illness and patient long-term out-
comes. Data of 8,813 mechanically ventilated adults 
>18 years who remained in the ICU for >72 h (multicenter 
international observational study of ICU nutrition practices 
that occurred in 355 ICUs in 33 countries during 2007–2009) 
showed that during critical illness, extreme obesity is not 
associated with a worse survival advantage compared to nor-
mal weight [37]. It showed, however, that among survivors, 
BMI ≥40 kg/m2 is associated with longer time on mechani-
cal ventilation and in the ICU.

 Malnutrition

Adequate nutrient intake is critical for optimal cellular and 
organ functions, protein synthesis, immunity, repair, and 
capacity of skeletal, cardiac, and respiratory muscles and tis-
sue repair [38]. Disease related malnutrition, however, fre-
quently occur in infants and children, often with more rapidly 
obvious and detrimental consequences than in adults. Other 
factors such as age, social background, congenital heart dis-
ease, burn injury, and length of hospital stay also negatively 
impact nutritional status. The consequences of hospital mal-
nutrition are well described and recognized as causing 
skeletal- muscle weakness, increased rate of hospital- 
acquired infection, impaired wound healing, prolonged con-
valescence, length of hospital stay, increasing mortality [39] 
and, consequently, the costs of providing health care [40, 41] 
A number of studies have demonstrated that children with 
newly diagnosed diseases may already be malnourished [3]. 
It has also been indicated that malnutrition and nutrient store 
deficiencies commonly occur early in the course of critical 

illnesses in children [42]. In a recent study, 16.7 % of patients 
were already depleted of protein and 31 % of fat stores upon 
admission to the PICU [43]. Overall, 16.9 % were at risk for 
and 4.2 % had already CPEM and 21.1 % were at risk for and 
5.6 % had already APEM. In addition, levels of many com-
plement components are reduced and trace mineral and vita-
min deficiencies are associated with profound effects on 
cell-mediated immunity such as impaired lymphocyte stimu-
lation response, decreased CD4+:CD8+ cell number and 
function, decreased chemotaxis and function of phagocytes, 
and diminished secretory immunoglobulin A antibody 
response [44]. These changes are driven by a combination of 
the counter regulatory hormones and the direct and indirect 
action of the various inflammatory mediators such as prosta-
glandin and kallikreins [45], the balance of which may be 
crucial in regulating the ability to generate an anabolic 
response [46].

 Monitoring Biochemical Markers

 Plasma Proteins

Because of the problems associated with anthropometrics, a 
number of other measurements are used in conjunction both 
for establishing the initial nutritional status and monitoring 
changes. Hepatic proteins such as albumin, transthyretin 
(pre-albumin), transferrin, and retinol binding protein have 
been used as nutritional markers. Among them, the shorter 
half-life proteins correlate better with acute changes, and the 
longer-lived proteins are better for the evaluation of chronic 
problems. Thus, isolated starvation does not alter plasma 
protein concentrations reflecting the uniform loss of water 
and cellular mass until severe depletion is present. On the 
other hand, critical illness leads to a decrease of protein con-
centrations without severe loss of body cell mass, mainly 
reflecting reprioritization of liver protein synthesis.

Serum albumin represents equilibrium between hepatic 
synthesis and albumin degradation and losses from the body. 
It is also influenced by intravascular and extravascular albu-
min compartments and water distribution. About one-third 
of the albumin pool is in the intravascular compartment, and 
two-thirds is in the extravascular compartment. Once albu-
min is released into the plasma, its half-life is about 21 days. 
Levels of this visceral protein may decline in the setting of 
acute injury and illness as the liver reprioritizes protein syn-
thesis from visceral proteins to acute-phase reactant proteins 
and as a consequence of increased degradation, transcapil-
lary losses and fluid replacement [47, 48]. Albumin losses 
from plasma to the extravascular space increase threefold in 
patients with septic shock [49]. Albumin might be also 
altered because of factors other than malnutrition, such as in 
hepatic disorders, extra protein losses (nephrotic syndromes, 
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in fistula, peritonitis), and in cases of acute infection or 
inflammation. However, it has been shown that serum albu-
min correlates very poorly with monitoring of nutritional 
status based on a patient’s history and physical exam [50].

Transthyretin, also referred to as prealbumin, is a trans-
port protein for thyroid hormone. It is synthesized by the 
liver and partly catabolized by the kidneys. Normal serum 
transthyretin concentrations range from 16 to 40 mg/dL; val-
ues of <16 mg/dL are associated with malnutrition. Levels 
may be increased in the setting of renal dysfunction, cortico-
steroid therapy, or dehydration, whereas physiological stress, 
infection, liver dysfunction, and over-hydration can decrease 
transthyretin levels. The half-life of transthyretin (2–3 days) 
is much shorter than that of albumin, making it a more favor-
able marker of acute change in nutritional status [43].

Transferrin has also been used as a marker of nutritional 
status. This acute-phase reactant is a transport protein for 
iron; normal concentrations range from 200 to 360 mg/dL. 
Transferrin has a relatively long half-life (8–10 days) and is 
influenced by several factors, including liver disease, fluid 
status, stress, and illness. Levels decrease in the setting of 
severe malnutrition, but this marker is unreliable in the 
assessment of mild malnutrition, and its response to nutrition 
intervention is unpredictable. Transferrin has not been stud-
ied as extensively as albumin and transthyretin in relation to 
nutritional status, and the test can be expensive. It also suf-
fers from the influence of other non-nutritional situations 
such as hepatic and renal failure and hormone infusion.

Despite these limitations, it has been shown that transfer-
rin and prealbumin levels improved at the end of a period of 
early enteral feeding in critically ill children, while survivors 
had higher prealbumin levels than non-survivors (22.3 versus 
15.5 mg/dL) [43]. Similarly, a greater positive trend in levels 
of prealbumin, transferrin, retinol-binding protein, and total 
protein has been shown in a protein-enriched diet group [51].

 Nutritional Indices

Nutritional indices, such as the Prognostic Nutrition Index, 
are mathematically derived equations that combine measure-
ments of albumin, triceps skinfold thickness, transferrin, and 
delayed hypersensitivity skin testing. Each measurement has 
its own restrictions, as previously mentioned, but, when 
combined, they have been shown to increase the sensitivity 
of prediction of major morbidity in surgical patients [52]. 
Two multi-parameter nutritional status indices, the Maastricht 
Index (MI) [53] and the Nutritional Risk Index (NRI) [54] 
were used to assess the nutritional status of patients. Also, 
acute phase reactants such as C-reactive protein have been 
used as a marker of metabolic state [55]. By combining 
nutritional and acute stress markers, a modified form of 
Prognostic Inflammatory and Nutritional Index (PINI) has 

been shown to be significantly correlated with protein intake 
by the end of early enteral nutrition (EN) and to be nega-
tively correlated to myocardial contractility in critically ill 
children [43].

 Nitrogen Balance

Significant negative nitrogen balance and somatic protein 
depletion develops in critically ill pediatric patients, espe-
cially when they are inadequately fed, develop Multiple 
Organ System Failure (MOSF), or have previous chronic 
illness. Thus, an alternative to specific protein determina-
tions is measurement of nitrogen balance. In the human 
body, only protein is composed of nitrogen, thus measure-
ment of nitrogen excretion is a method for assessing protein 
metabolism and indirectly assessing metabolic stress and 
following up nutrition repletion. Achievement of positive 
protein and energy balance in relation to the basic metabolic 
rate using an aggressive early EN protocol improved nitro-
gen balance during the acute phase of stress in two-thirds of 
critically ill children [56]. The breakdown of muscle pro-
teins has been proved to be sensitive to alterations in nutri-
ent and substrate supply [57]. It has been speculated that 
ATP is utilized in the process of peptide bond synthesis, for 
the formation of the tertiary structure of proteins, and for 
the synthesis of tRNA, mRNA, and the nucleotides from 
which they are, in turn, found [58]. On the contrary, the oxi-
dation of amino acids in muscle is stimulated by fasting, 
sepsis, stress, hormonal influence, and other conditions 
associated with negative NB [59]. It was recently shown 
that caloric intake and MOSF independently affect substrate 
utilization [60]. In particular, the incidence of negative NB 
was 91 % when the caloric intake was less than REE and 
9 % when it was equal to or greater than REE. Without 
MOSF there was a trend toward positive nitrogen balance 
by day 7 while with MOSF, negative nitrogen balance per-
sisted even by day 7 [51].

Nitrogen balance, in the absence of exogenous support, 
can he estimated from urinary urea nitrogen excretion over a 
24-h period. This will constitute about 93 % of total urinary 
nitrogen losses. Additionally, it has been suggested that 0.5 g 
per day of nitrogen be added to the output to account for 
nitrogen lost through skin [61]. Ideally, urine output should 
be collected for 24 h measurements of total urinary nitrogen 
and additional fecal, stoma, drainage fluid, and/or other body 
fluid losses should be obtained to determine concentrations 
of daily nitrogen excretion [49]. In critically ill children, 
nitrogen balance estimated by total urinary nitrogen and jus-
tified for other losses differed significantly from the esti-
mated values using urine urea nitrogen or even unjustified 
total urinary nitrogen (Fig. 42.1). Nitrogen drainages are 
usually determined by manual micro-Kjeldahl digestion or 
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by high-resolution liquid chromatography [62]. Nitrogen 
balance is then calculated by subtracting output (corrected 
for daily changes in total-body urea content assuming that 

urea is uniformly distributed in body water) from input 
(enteral, parenteral, and non-feeding protein), according to 
the following formula:

–3

–2

Comparison nitrogen balance using different
formulas in ctitically ill children

Justified NB

Urea nitrogen NB

Total nitrogen NB

Mean

–4 –3 –3 –2 –2 –1 –1 0

Fig. 42.1 Comparison of 24-h 
nitrogen balance estimations  
(g/day), using three different 
calculated methods (based on 
urine urea nitrogen, unjustified 
total urinary nitrogen or justified 
for other losses total urinary 
nitrogen) in the same population 
of critically ill patients  
(p <0.0001) (Courtesy of 
G. Briassoulis)
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 Creatinine Height Index- Body Protein 
Turnover

The creatinine height index may also be used to monitor 
nutritional status. It is derived from the measurement of 24 h 
urinary creatinine excretion as follows: (24 h excretion of 
creatinine/creatinine excretion of normal individuals of same 
height and sex) × 100. Thus the determined creatinine height 
index is compared with predicted values based on height and 
sex and then the somatic protein status may be calculated as 
follows: <80 % = moderate depletion of somatic protein sta-
tus, <60 % = severe depletion of somatic protein status [53]. 
Any factor that might interfere with creatinine excretion, 
such as age, renal disease, stress or diet, might interfere with 
its interpretation. In a mixed critically ill pediatric popula-
tion, 27 % had mild to moderate somatic protein depletion 
and 5.4 % had severe somatic protein depletion on day 1 
[60]. Only the persistence of stress and co-morbidity were 
associated with the creatinine-height index. Monitoring this 
index in a prospective study of early EN in a PICU, children 
who had severe depletion of somatic protein status on stress 
day 1 reached the normal range of somatic protein status on 
post-stress day 5 (CHI >80 %) [56].

Although, 3-methylhistidine excretion has been proposed 
as an index of skeletal muscle degradation and, therefore, 

proteolysis associated with stress, at least 25 % of urinary 
3-methylhistidine has been also attributed to extra- skeletal 
sources [63]. Tracer studies of whole body protein turnover 
underestimate actual protein turnover because intercellular 
recycling of amino acids occurs, and thus some amino 
acids may not be in equilibrium with a tracer such as 
nitrogen.

 Monitoring Resting Energy Expenditure

Energy expenditure can be difficult to predict in PICU 
patients because of the effects of various disease states, ther-
apeutic interventions, stress, and each patient’s own inherent 
metabolic requirements. It was recently shown that there was 
no relationship between resting energy expenditure (REE) 
and clinical severity evaluated using the PRISM, PIM2 and 
PELOD scales or with the anthropometric nutritional status 
or biochemical alterations [64]. Thus, neither nutritional sta-
tus nor clinical severity was shown to relate to REE which 
should be measured individually in each critically ill child at 
risk, preferably using indirect calorimetry. Risks exist for 
both overfeeding and underfeeding of PICU patients so that 
an accurate assessment of energy needs is necessary to avoid 
either extreme.
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 Indirect Calorimetry

Indirect calorimetry continues to be the ‘gold standard’ for 
measuring energy expenditure in the critically ill child. 
Unfortunately, indirect calorimetry is expensive and is not 
available to the majority of PICU clinicians or registered 
dietitians. Obviously, when a metabolic monitor is available, 
critically ill children’s energy requirements should be based 
on measured REE as the Food and Agriculture Organization 
(FAO) and the World Health Organization (WHO) recom-
mend. Traditional components of total energy expenditure 
(TEE) include REE, diet-induced thermogenesis and physi-
cal activity energy expenditure. The TEE is considered the 
REE plus a 5 % activity factor [65] and plus 15 % for day-to- 
day variability [66]. The magnitude of the diet-induced ther-
mogenesis depends on the type of substrate provided, the 
amount of substrate ingested, and the way the body handles 
the substrate, ranging from 5 to 30 % [67].

Indirect calorimetry is based on the recognition that the 
body is a chemical furnace and, like all physical entities, 
must follow the basic laws of thermodynamics. In combus-
tion, the use of energy involves the consumption of oxygen 
(VO2) and production of carbon dioxide (VCO2), nitrogenous 
waste, and water in a stoichiometric fashion. Further, accord-
ing to the first law of thermodynamics, energy can be neither 
consumed nor created, but can merely change forms. When 
basic nutrients are converted to heat in cells, measurement of 
VO2 and VCO2 would indirectly reflect the basal metabolic 
expenditure involved. Mean REE and respiratory quotient 
(RQ) are automatically obtained using an integrated micro-
processor. Respiratory quotient is calculated from gas frac-
tions alone, according to the Haldane transformation and 
REE is calculated according to Weir’s equation [68] 
(Table 42.3).

The RQ reflects whole body substrate use, but is also 
affected by factors such as body habitus, acid-base distur-
bances, underlying metabolic conditions, or critical illness. 
Physiologically, RQ represents an instantaneous summary of 
the interplay between oxidation and synthesis of various 
metabolic substrates. The ratio can vary from 0.7 to 1.2. The 
non-protein RQ is calculated from the measured respiratory 
quotient (i.e. VO2/VCO2) after correction for protein oxida-
tion as measured by urinary nitrogen excretion after correc-
tion for changes in serum urea levels. Thus, the non-protein 
RQ reflects the ‘net’ metabolism of glucose and lipids. A RQ 
value greater than 1 indicates that patients have been over-
fed, especially in excess of carbohydrate calories, which can 
result in net fat synthesis. Lipogenesis or net fat synthesis is 
also defined as a non-protein RQ >1. A high carbohydrate 
intake, defined as a continuous glucose infusion 
>8 mg*kg−1*min−1, to acutely ill patients may increase CO2 
production by 50–66 %. Overfeeding a respiratory compro-
mised child might increase the RQ to >1, producing 

 unnecessary CO2 that he/she might be unable to eliminate 
creating difficulty in weaning from mechanical ventilation 
[69] and prolonging the length of hospitalization [70]. Thus, 
when there is a need for increasing energy intake, the energy 
source should be carefully chosen to avoid giving excess car-
bohydrate calories. In adults on parental nutrition, however, 
RQ >1.0 was not a specific marker of excessive caloric intake 
[71] whereas RQ >1.0 was reported in <30 % of all adults 
who were overfed [72]. Similarly, in critically ill children, a 
single measurement of RQ had poor sensitivity (21 % for 
overfeeding) when a specific cutoff of RQ >1.0 was used to 
classify the degree of overfeeding [73]. Therefore, the best 
indicator of overfeeding remains the difference between 
energy intake and energy expenditure as measured by meta-
bolic monitors.

Indirect calorimetry circumvents many of the problems 
associated with other modes of nutritional assessment. Since 
the method directly measures the conversion of energy to 
heat, there is no need to apply age-related, population-based 
data to individual critically ill children. Alterations in tissue 
composition also will not obscure the meaning of the data. 
Patients may be classified as hypermetabolic (as defined by a 
REE >10 % of the predicted value), normometabolic (REE 
within the ±10 % prediction range), and hypometabolic 
(REE <10 % of the prediction range) [62]. Compared with a 
‘normometabolic’ group, hypermetabolic patients show 
higher fat oxidation suggesting that fat is preferentially oxi-
dized. A high carbohydrate intake is associated with lipogen-
esis and thus with an increase in thermogenesis [62]. RQ is 
also strongly affected by the ratio of energy intake/total daily 
REE and by the cumulative energy balance. Following a 
patient over time will allow recognition of the nature of the 
metabolic problem and tailoring of support to meet individ-
ual needs. Thus, during the week following PICU admission, 

Table 42.3 Measured resting energy expenditure (REE) and 
Respiratory Quotients (RQ)

According to Haldane transform, which states the relationship 
between the inspiratory (I) and expiratory (E) volume, the 
respiratory quotients (RQ) can be calculated from gas fractions 
alone:
VO2 = VI(FIO2)–VE(FEO2)
VCO2 = VI(FICO2)–VE(FECO2)
RQ = VCO2/VO2

Fuels Respiratory quotients
Carbohydrate RQ = 1
Fat RQ = 0.7
Protein RQ = 0.8

REE can be derived from metabolic cart measurements, using 
the following formulae:
REE Weir formula:
REE = 5.68 VO2 + 1.59 VCO2 − 2.17 Urine N2

If urine N2 is not entered, the REE is calculated as follows:
REE = 5.466 VO2 + 1.748 VCO2
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REE was not shown to be different from Schofield’s Predicted 
Basal Metabolic Rate (PBMR), but it was 20 % lower than 
TEE [74]. During convalescence, for clinically stable 
patients, adding approximately 20–25 % to the REE might 
better approximate TEE requirements [75]. From the median 
nitrogen excretion, optimal daily protein intake has been cal-
culated as 1.9 g/kg, whereas a high protein intake (about 
2.8 g/kg per day) has been shown to result in a positive nitro-
gen balance [62].

Monitoring nutrition of critically ill children, subjects 
may be divided into three groups, based on the degree of 
feeding as previously described [76]. Underfed is defined as 
a subject’s actual average energy intake being less than 90 % 
of total energy requirements. Appropriately fed is defined as 
a subject’s actual average energy intake being within ± 10 % 
of TEE requirements. In overfed patients the actual average 
energy intake is larger than 110 % of the TEE requirements. 
Additionally, careful monitoring with indirect calorimetry 
and nitrogen balance studies should help prevent inadequate 
protein or excessive carbohydrate intake. The non-protein 
RQ and the net substrate (fat, carbohydrate, and protein) oxi-
dation rates are calculated using the Weir formula modified 
by Frayn [77].

 The Standard Metabolic Monitor

The metabolic monitors have been widely validated and 
tested for accuracy and reproducibility by both in vitro and in 
vivo means, which enables its clinical use in PICU [78]. 
They measure the VO2 and VCO2 from gas exchange mea-
surements, and calculate the REE and RQ by using the Weir 
equation [68], ignoring the urinary nitrogen [79]. For most 
children a single measurement of total daily energy expendi-
ture provides reasonable insight as to the daily energy needs 
[80]. The mean percentage of between day variations in 
energy expenditure has been estimated at 21 ± 16 %, [81] but 
the early phase of stress response is characterized by a 
greater variability in REE because of the fast biphasic meta-
bolic response to injury in children [82]. In a previous study 
conducted for validation of the predictive equations in the 
early post-injury period, no differences with clinical rele-
vance were found in the REE throughout the 24-h post-injury 
phase [83]. In another study, the within-day variation of REE 
in ventilated, critically ill children was only 7.2 % [81] also 
supporting the approach that a single 30-min indirect calo-
rimeter measurement may provide an acceptable guide to set 
up the nutritional support. Thus, in critically ill, ventilated 
children energy expenditure can be measured with accept-
able accuracy but daily measurements are necessary because 
of huge between-day variations.

Patients receiving continuous enteral or parenteral infu-
sions are not interrupted during the measurement. The patient 

is connected via an endotracheal tube to a spirometer filled 
with 100 % O2 attached to a kymograph (closed circuit spi-
rometry method). As the patient breathes, the oxygen is con-
sumed and CO2 is exhaled. The water and CO2 vapor are 
mechanically absorbed, so that volume changes in the spirom-
eter are only due to the consumption of oxygen. The oxygen 
uptake by the lungs is determined from the amount of oxygen 
consumed from the spirometer. Since the magnitude of tube 
leakage of mixed expiratory gases cannot be predicted from 
endotracheal tube diameter, ventilator settings, or infant activ-
ity or posture [84], lack of an air leak must be confirmed on 
clinical examination by absence of an audible air leak during 
mechanical inspiration, by determining the difference between 
inspired and expired tidal volumes (<15 %), and/or during 
testing by the presence of stable minute to minute RQ values. 
Patients with FiO2 >0.80, with incompetent endotracheal tube 
cuffs, leaking chest tubes, bronchopleural fistulas losing 
expired gases to the environment, on other ventilators (not 
suitable for REE measurement) [85], or on continuous nitric 
oxide or CO2 inhalation may not have reliable measurements. 
The device permits uninterrupted patient ventilation and pro-
vides non- invasive measurement of inspired and exhaled 
gases. The flowmeter and the CO2 and O2 analyzers are auto-
matically calibrated before each measurement and oxygen 
consumption is measured for at least 30 min each time.

 Recent Advances in Monitoring REE  
in the Critically Ill

With the advent of newer technology, continuous and accu-
rate metabolic monitoring in critically ill children has been 
possible at the bedside. Two of the most well studied meta-
bolic monitors; the Deltatrac II NMN-200 (Datex-Ohmeda, 
Helsinki) and the E-COVX (former M-COVX) from Datex- 
Ohmeda (Helsinki) are systems that use the open circuit 
technique. The Deltatrac II measures gas volume in a mixing 
chamber and the E-COVX uses a breath-by-breath method to 
analyze VO2 and VCO2 [86]. The Deltatrac II, validated in 
different patients in the past but no longer produced, used to 
require a high level of technical expertise and was time con-
suming to calibrate. The newer compact E-COVX is able to 
continuously analyzeVO2 and VCO2, is cheaper and simpler 
to use, performs calibration automatically and is much 
smaller in size [87]. It was suggested, however, that although 
in adult patients it compared more [87] or less [88] favorably 
to the Deltatrac II, it might not provide measurement within 
a clinically accepted range in certain ventilation modes and 
in non-sedated patients [89].

Extending the previous studies we have recently shown 
that, despite an immediate decrease in dynamic compliance 
and expired tidal volume that result in inadequate or inaccu-
rate sidestream respiratory monitoring, pulmonary  mechanics 
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and continuous indirect calorimetry monitoring were not 
influenced after uneventful open endotracheal suctioning in 
well-sedated children [90]. Especially, when using a com-
pact modular metabolic monitor (E-COVX), attending phy-
sicians may be able to reliably record spirometry and 
metabolic indices as early as 5 min after suctioning at differ-
ent ventilator modes. In addition, we have shown that the 
influence of different ventilator modes on VO2 and VCO2 
measurements in adequately sedated critically ill children is 
not significant [91]. Thus, new compact metabolic monitors, 
like the E-COVX metabolic module, are suitable for continu-
ous REE monitoring in well-sedated mechanically ventilated 
children with stable respiratory patterns using the PRVC, 
SIMV, or BiVent modes of ventilation.

 The Short Douglas Bag Protocol

The Douglas bag method uses the fraction of expiratory CO2 
to determine VCO2 and calculate energy expenditure 
through a double in/outlet, separated by a valve, allowing 
airflow to and from the bag or to outside air by turning a tap. 
It compared favorably to the metabolic monitor in a study in 
which predictive equations failed to predict individual 
energy expenditure [92]. Intra-measurement variability was 
within 10 % for both methods, which showed significant 
bias compared to Schofield equations. Considering its low 
cost, these data render the short and simple Douglas bag 
method a possible robust measure and a routinely applicable 
instrument for tailored nutritional assessment in critically ill 
children.

 Alternative Methods Used to Predict Energy 
Expenditure

 Bicarbonate Dilution Kinetics

Energy expenditure can be determined over a period of sev-
eral days [93] by bicarbonate dilution kinetics if the energy 
equivalents of carbon dioxide (food quotient) from the diet 
ingested are known. Accordingly, using this method it is 
necessary to know the fraction of carbon dioxide produced 
during the oxidative process but not excreted. By measuring 
the dilution of 13C infused by metabolically produced car-
bon dioxide (continuous tracer infusion of NaH13CO3) the 
rates of 13CO2 appearance were estimated in critically ill 
children [94]. Determining the energy expenditure by this 
method, it was shown that the 2001 World Health 
Organization and Schofield predictive equations overesti-
mated and underestimated, respectively, energy require-
ments compared with those obtained by bicarbonate dilution 
kinetics [94].

 Indirect Estimations of REE

Because protein oxidation represents 8–12 % of the total 
energy expenditure, it has been speculated that changes in 
nitrogen balance are associated with changes in REE [95]. 
Benotti et al. proposed that an estimation of REE could be 
made from measurement of urea excretion and nitrogen bal-
ance [96]. In a study, in which the patients received only 5 % 
dextrose infusion and no nitrogen, a week correlation 
between daily nitrogen excretion and REE, has been shown 
[97]. In patients receiving mixed nutritional regimens, how-
ever, we could not find any correlation or independent asso-
ciation of the nitrogen balance with REE [98]. Instead, the 
efficacy of increased protein and energy intakes to promote 
protein anabolism and the underlying mechanisms were 
studied by measuring whole body protein balance (WbPBal) 
using intravenous-enteral phenylalanine/tyrosine stable iso-
tope method protocol [99].

 Predictive Equations

Energy requirements can be predicted with some accuracy. 
Estimations are based on measurements of energy expendi-
ture in greater reference populations. Conceptually, esti-
mates of energy requirements refer to the mean of groups 
and not to individuals. Predictive equations based on mea-
surements in a considerable number of individuals have been 
developed for REE and also for TEE. Most of these equa-
tions are valid for adults. Alternatively, since patients in an 
ICU environment are rarely in a basal state, Kinney et al. 
have defined REE as the measured energy expenditure in a 
quiet supine individual. PBMR of assumed (non-measured) 
REE in ventilated, critically ill children, has usually been 
calculated using the Talbot’s tables, Harris-Benedict, 
Caldwell-Kennedy, Schofield, Food and Agriculture/World 
Health Organization/United Nation Union, Maffeis, Fleisch, 
Kleiber, Dreyer, and Hunter equations, using the actual and 
ideal weight [100].

The formulae most frequently used in practice (e.g. the 
FAO/WHO/UNU prediction equations or Schofield’s formu-
lae) are based on measurements in considerable numbers of 
participants (i.e. more than 7,500 3–18-year-old children in 
the case of the FAO/WHO/UNU who were investigated 
between 1910 and 1980 in different areas all over the world) 
[101]. For children and adolescents a sufficient database on 
REE has only recently been established [102]. Henry et al. 
developed new equations to estimate REE in children aged 
10–15 years [103]. These equations were based on measure-
ments of REE by indirect calorimetry in 195 school children 
(40 % boys, 60 % girls). Sex, weight, height, puberty stage 
and skinfolds were used to develop more specific regression 
equations. In adults, and probably in adolescences, the 
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 predicted basal metabolic rate (PBMR) is a function of sex, 
age, height, and weight and can be calculated using the 
Harris- Benedict equations [104]. It has been suggested that 
until more accurate prediction equations are developed, the 
following should be utilized: Schofield-HW equation [105] 
for field studies with a mixed population of obese and non-
obese children and adolescents; the FAO/WHO/UNU equa-
tion in girls; and the Schofield-W equation in non-obese 
children [106]. Corresponding Predicted Energy Expenditure 
(PEE) is estimated by PBMR multiplied by stress-related 
correction factors (Table 42.4). In critically ill children 
PBMR and PEE are often obtained according to FAO/WHO/
UNU, Schofield-HW, and Seashore [107] equations and in 
adolescents after the Harris-Benedict equations [108].

 Lessons Learned From Adult Studies

As shown recently, seven prediction equations applied to 
critically ill patients were rarely within 10 % of the measured 
REE [109]. In 34 mechanically ventilated cancer adult 
patients the Harris-Benedict PBMR without added stress and 
activity factors correlated better with measured REE than did 
the clinically estimated PEE based on recommendations of 
the American Society for Parenteral and Enteral Nutrition 
[110]. Thus indirect calorimetry is now suggested as the 
method of choice to estimate caloric requirements in criti-
cally ill, mechanically ventilated adult patients [111].

Current clinical practice guidelines suggest that an ade-
quate energy goal to be monitored for most ICU patients is 
approximately equivalent to the measured or estimated REE 
multiplied by 1.0–1.2 [112]. Although, an alternative 
method is to initially use 20–25 kcal per kilogram of body 
weight as the total caloric target range for most adults in the 
ICU [113], a REE monitoring period of about 12 min for 
patients on controlled ventilation and 21 min for those on 
assisted mode was found to be enough for a successful daily 
REE estimation in the majority of cases (difference between 
TDEE and REE <5 %) [45]. In addition, it has been shown 
that indirect calorimetry with 5-min steady state test corre-
lated very well with the 30-min steady state test in both 
mechanically ventilated and spontaneously breathing 
patients [114]. A 5-min period of measurement, if variation 
in that measurement is less than 5 % [115], or multiple short 
measurement periods (twice 15 min) or a single 20-min 
measurement have also been shown accurate in approximat-
ing TDEE [116]. Later in the period of hospitalization mul-
tiple factors influence the REE and due to these factors, 
there can be a significant variability in the daily REE, rang-
ing from 4 to 56 %. Occasionally, attention to the RQ has 
been considered important in roughly evaluating substrate 
utilization and/or nutritional support and in determining 
overfeeding and underfeeding [117].

 The Pediatric Experience

The unreliability of prediction equations to determine caloric 
requirements in ventilated, critically ill children is well 
established. Obesity, malnutrition, dehydration, excess body 
water, or population differences may impose difficulty in 
accurately monitoring body weight, height or other variables 
used in the prediction equations [111]. In particular, most of 
the predictive equations overestimate REE in critically ill 
children during the early post-injury period [83]. Similarly, 
recommended daily allowances and energy expenditure pre-
dicted by using a stress-related correction to the PEE grossly 
overestimate REE [98, 100]. In fact, in critically ill mechani-
cally ventilated children, REE is close to PBMR and in many 
patients it is lower than PBMR and associated with higher 
morbidity [98]. Since a proportion of children do not become 
hypermetabolic during the acute phase of critical illness 
[98], agreement between REE and PEE remains broad 
[118, 119], confirming therefore that PEE equations are 
inappropriate for use in critically ill children [120, 121]. 
Although none of the remaining methods stood out as being 
more precise, the recommended dietary allowance for energy 
has been shown to be the least accurate and differed signifi-
cantly even from the other predictive methods, overestimat-
ing energy expenditure in 50 of 52 children [122]. In young 
children (birth to 3 years) with failure to thrive WHO, 
Schofield weight-based, and Schofield weight- and height-
based equations were all within 10 % accuracy <50 % of the 
time [123]. Agreement between measured resting energy 
expenditure and equation-estimated energy expenditure was 
poor, with mean bias of 72.3 ± 446 kcal/day (limits of agree-
ment −801.9 to +946.5 kcal/day).

Besides disparity between equation-estimated PEE, REE, 
and TDEE among critically ill children, a high incidence of 
underfeeding or overfeeding and a wide range of metabolic 
alterations were also recorded [124], strongly suggesting that 
nutritional repletion should be ideally based on indirect calo-
rimetry. Hopefully, targeted indirect calorimetry on high-risk 
patients selected by a dedicated nutrition team may prevent 
cumulative excesses and deficits in energy balance [124].

 Body-Composition Tests

Body-composition methods, such as nuclear magnetic reso-
nance, whole-body conductance and impedance, neutron 
activation, hydrodensitometry and other techniques, have 
been evaluated as additional nutritional assessment tools in 
healthy populations and in athletes [125]. Except for a few 
studies from investigative centers, very little research has 
been done to prove the utility of these methods in sick 
patients. It is extremely difficult to perform these tests in 
bedridden children, those who are connected to ventilators, 
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Table 42.4 Equations used to estimate PBMR and PEE

1a. Harris-Benedict equation: (kilocalories/day) (after age 15) [204]
Males : 66.473 + (13.7516 × Wt) + (5.0033 × Ht) − (6.755 × Age)
Females : 665.0955 + (9.5634 × Wt) + (1.8496 × Ht) − (4.6756 × Age)
1b. PEE = PBMR × correction factor for stress (1.4–2.0)
Stress components %
Elevated body temperature (per °C above 37 °C) 12
Severe infection/sepsis 10–30
Recent extensive operation 10–30
Fracture/trauma 10–30
Burn wounds 50–150
ARDS 20
2a. FAO/WHO/UNU equation: (kilocalories/day)
<3 years: Boy–(60.9 × Wt) − 54

Girl–(61 × Wt) − 51
3–10 years: Boy–(22.7 × Wt) + 495

Girl–(22.5 × Wt) + 499
10–18 years: Boy–(17.5 × Wt) + 651

Girl–(12.2 × Wt) + 746
3a. Schofield – WH [204] equations (MJ/day) (1 kcal = 4.186 kJ)
<3 years: Boy–(0.0007 × Wt) + (6.349 × Ht) − 2.584

Girl–(0.068 × Wt) + (4.281 × Ht) − 1.730
3–10 years: Boy–(0.082 × Wt) + (0.545 × Ht) + 1.736

Girl–(0.071 × Wt) + (0.677 × Ht) + 1.553
10–18 years: Boy–(0.068 × Wt) + (0.574 × Ht) + 2.157

Girl–(0.035 × Wt) + (1.948 × Ht) + 0.837
2b–3b. Correction factors (% of PBMR added to PBMR)
 Elevated temperature +12 % per °C above 37°
 ARDS +20 %
 Sepsis +10–30 % depending on severity
 Trauma +10–30 % depending on severity
 Surgery +10–30 % depending on severity
4a–b. Seashore’s equation for PBMR and PEE (kilocalories/day) (infants and children up to age 15)
Estimation of energy requirements Add
PBMR [55 − (2 × Age in years)] × Weight in kg
Maintenance:a PBMR + 20 %
Activity:b PBMR + 0–25 %
Sepsis: PBMR + 13 % for each 1 °C above normal
Simple trauma: PBMR + 20 %
Multiple injuries: PBMR + 40 %
Burns: PBMR + 50–100 %
Growth and anabolism:c PBMR + 50–100 %

5a. Henry’s regression formulae for estimating REE (kilojoules per day):
Boy Wt × 66.9 + 2876
Girl Wt × 47.9 + 3230

Ht Height in cm, Wt weight in kilograms, Age age in years, ºC degree centigrade, PBMR predicted basal metabolic rate, PEE Predicted Energy 
Expenditure, WHO Food and Agriculture Organization/World Health Organization/United Nations University equation, Mj Megajoules, kj kilo-
joules, kcal kilocalorie, ARDS Acute Respiratory Distress Syndrome, F female, M male
aIncludes specific dynamic action and amount of energy needed for equilibrium in the resting but awake state with minimal muscular movements
b0 % for comatose state, 25 % for hospitalized child who ambulates two to three times a day, 50 % for active non-hospitalized child
c100 % for growth in infancy and adolescence; 50 % for the years in between
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and those who have fluid imbalances. For example, hydroden-
sitometry, which some consider the ‘gold standard’ for body- 
composition analysis, would be impossible to perform in 
bedridden patients, as it requires total immersion of the child 
in water.

 Dual-Energy X-Ray Absorptiometry

The dual-energy X-ray absorptiometry (DEXA) designed for 
the diagnosis of osteoporosis provides accurate information 
about the body compartments (fat, lean mass and bone) and 
is considered a referential method for this assessment [126]. 
DEXA has been used in conjunction with gamma in vivo 
neutron activation analysis, tritiated water dilution, total 
body potassium and calorimetry to assess body composition 
and energy expenditure in a small group of patients with 
blunt trauma [127]. During the first 25 days, a relationship 
was demonstrated between the changes in body compart-
ments and metabolic requirements.

 Bioelectrical Impedance: Magnetic Resonance 
Spectroscopy

Bioelectrical impedance is a simple, noninvasive, easy and 
low-cost technique; monitoring results of the body composi-
tion in adults and children are consistent [128]. Although it 
has been showed that bioelectrical impedance is good for 
clinical studies in patients in intensive-care units, it has not 
been proved very accurate in individual cases [129]. 
Especially, this method has been studied in patients on dialy-
sis, because of the difficulty to perform anthropometric and 
laboratorial nutritional assessment of such patients [130]. 
However, although it was demonstrated that the electrical 
bioimpedance was more sensitive to body changes than the 
anthropometric measurements [131], for many PICU 
patients, bioelectrical impedance may not be useful as a 
nutritional monitoring tool because of fluctuation in fluid 
volumes and changing body weight [132].

 Doubly Labeled Water Technique

Another approach to measure TEE is an isotope dilution, 
the so-called doubly labeled water (DLW) technique. DLW 
is based on the differences in turnover rates of 2H2O and 
H2

18O in body water. After equilibration, both 2H and 18O 
are lost as water whereas only 18O is lost by respiration as 
carbon dioxide. The difference in the rate of turnover of the 
two isotopes can be used to calculate the VCO2. Assuming 
a mean respiratory quotient (i.e. VO2/VCO2) of 0.85, the 
VO2 and thus energy expenditure can then be calculated 

from VO2 and VCO2. The DLW technique is validated 
against indirect calorimetry and is now considered to be a 
gold standard for measurements of TEE under free-living 
conditions.

It is clear that 2H2O can now be used to address questions 
related to carbohydrate, lipid, protein and DNA synthesis. 
Using this novel tracer method, it is thus possible to eluci-
date new, highly relevant, knowledge regarding health and 
disease [133]. Especially, the DLW method is most conve-
nient in children because it places low demands on the par-
ticipant’s performance (only drinking a glass of water and 
the collection of some urine samples). Sources of error are 
analytical errors in the mass spectrometric determination of 
isotopic enrichment, biological variations in the isotope 
enrichment, isotopic fractionation during formation of car-
bon dioxide and during vaporization of water, the calculation 
of total body water and the assumption or calculation of the 
24 h respiratory quotient.

 Whole-Body Counting/Neutron Activation

The elements K, N, P, H, O, C, Na, Cl, and Ca can be mea-
sured with a group of techniques referred to as whole-body 
counting/in vivo neutron activation analysis. Whole-body 
counting neutron activation methods are important because 
they provide a means of estimating all major chemical com-
ponents in vivo. These methods are considered the standard 
for evaluating the body-composition components of nutri-
tional interest, including body-cell mass, fat, fat-free body 
mass, skeletal muscle mass, and various fluid volumes [134]. 
Shielded whole-body counters can count the γ-ray decay of 
naturally occurring 40K, but there is no experience in criti-
cally ill settings.

 Miscellaneous Tests Indicating Nutritional 
Status/Stress Response

This section covers different tools that have been used to 
assess nutritional status but which have either had their 
capacity to monitor malnutrition questioned or have been 
found to be too difficult to perform routinely in a clinical set-
ting [135].

 Comparison with Recommended Dietary 
Allowances

The Recommended Dietary Allowances (RDA) is the most 
commonly used reference allowances in the pediatric popu-
lation. These recommended levels for nutrient intake are 
estimated to meet the nutritional needs of practically all 
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healthy children. Caloric allowances are estimated using the 
tables proposed by the Food and Nutrition Board of the 
Institute of Medicine [136], and Dietary Reference Intakes 
[137]. Although the upper intake level is the appropriate 
Dietary Reference Intake to use in assessing the proportion 
of a group at risk of adverse health effects [137], RDA is 
inappropriate to assess the nutrient adequacy of groups such 
as the critically ill [98].

 Routine Laboratory Tests

The routine electrolyte, mineral (calcium, phosphorus and 
magnesium) and triglyceride laboratory tests monitoring are 
not related to anthropometric rates, although they are impor-
tant to follow nutritional protocols, especially those of paren-
teral nutrition, and determine specific nutritional deficiencies 
[138]. Serum cholesterol levels lower than 160 mg/dl have 
been considered a reflection of low lipoprotein and thus 
of low visceral protein levels [139]. Hypocholesterolemia, 
however, seems to occur late in the course of malnutrition, 
limiting the value of cholesterol as a screening tool.

Selenium, Zinc, Chromium, Iodine, Iron, Copper and 
vitamin (A, B2, B6, B12, E) deficiencies, which are very 
common in patients belonging to low socioeconomic class in 
developing countries, may inhibit T4 to T3 conversion and 
lead to functional hypothyroidism and severe hypometabo-
lism (extremely low REE) [140].

 Glucose Control

Stress-induced hyperglycemia has been well described in the 
literature in the acutely ill patient population owing to insu-
lin resistance and increase gluconeogenesis [141]. In fact, 
insulin resistance is an adaptive mechanism that prioritizes 
utilization of energy for immune response in the presence of 
infection or injury [142]. In the presence of fatty acids mito-
chondrial pathogen associated molecular patterns (PAMPs) 
and danger associated molecular patterns (DAMPs) recep-
tors, acting as nutrient sensors, may induce an inflammatory 
cascade that affects insulin signaling with development of 
insulin resistance [142]. In a prospective, observational 
cohort study in children with meningococcal sepsis and sep-
tic shock [143] hyperglycemia (glucose >8.3 mmol/l) was 
present in 33 % of the children on admission whereas 62 % 
of the hyperglycemic children had overt insulin resistance 
(glucose >8.3 mmol/l and homeostasis model assessment 
(HOMA) [β-cell function <50 %), 17 % had β-cell dysfunc-
tion, and 21 % had both insulin resistance and β-cell dys-
function. Normalization of blood glucose levels occurred 
within 48 h, typically with normal glucose intake and with-
out insulin treatment [143].

In the face of stress-induced hyperglycemia, the provision 
of dextrose infusion in the form of parenteral nutrition (PN) 
can further exacerbate hyperglycemia, which can lead to 
increased infectious complications and increased mortality 
[144]. Landmark trials in adults by Van den Berghe et al. sug-
gested that targeting normoglycemia (a blood glucose concen-
tration of 80–110 mg/dL [4.4–6.1 mmol/L]) reduced mortality 
and morbidity [145], but other investigators have not been able 
to replicate these findings. Recently, the international multi-
center Normoglycemia in Intensive Care Evaluation-Survival 
Using Glucose Algorithm Regulation (NICE-SUGAR) study 
reported increased mortality with this approach, and recent 
meta-analyses do not support intensive glucose control for 
critically ill patients [146]. Although the initial trials in Leuven 
produced enthusiasm and recommendations for intensive 
blood glucose control, the results of the NICE-SUGAR study 
have resulted in the more moderate recommendation to target 
a blood glucose concentration between 144 and 180 mg/dL 
(8–10 mmol/L) [146]. Thus, it was recently shown that the 
incidence of hypoglycemia was significantly higher with 
intensive insulin therapy (absolute risk increase 23.5 %, num-
ber needed to harm 4) [147]. Studies in children also suggest 
that special consideration should be given to the safety of the 
youngest patients given their higher risk of hypoglycemia if an 
investigation of tight glycemic control is performed [148]. 
Especially high rates of hypo-/hyperglycemia are noted in 
sicker patients and in those requiring more therapeutic inter-
ventions. Adding to this skepticism, it has been recently shown 
that the current recommended parenteral amino acid intakes 
are insufficient to maintain protein balance in insulin-resistant 
patients during tight glucose control [149]. Concerns are raised 
that high amino acid intakes may exacerbate insulin resistance 
and favor gluconeogenesis, thereby offsetting their beneficial 
effects on protein balance by enhancing endogenous glucose 
production and lipolysis [149].

 Cell-Mediated Immunity and Lymphopenia

Total lymphocyte counts and impaired cell-mediated immu-
nity have been correlated with nutritional status. These may 
be difficult to interpret in children, given the variable 
response of an immature immune system. Additionally, 
numerous other factors, including sepsis, cancer, collagen 
vascular diseases, uremia, hepatic dysfunction, and drug 
administration may impair cell-mediated immunity. 
Quantification of T-lymphocyte subpopulations, with partic-
ular reference to killer cells, may be more specific [150]. 
However, in the critically ill child, many factors can alter 
delayed cutaneous hypersensitivity and render it useless in 
assessing the state of nutrition. Therefore, immunity is nei-
ther a specific indicator of malnutrition nor is it easily 
studied.

42 Nutrition Monitoring in the PICU



592

Delayed cutaneous hypersensitivity, which results from 
the inoculation of antigens such as Candida spp., 
Trichophyton spp., or the mumps virus, has been used to 
measure immunological competence and, indirectly, nutri-
tional status. These tests are influenced by a number of other 
situations that cause anergy, such as various drugs (espe-
cially steroids and antirejection drugs), the presence of infec-
tion, malignancy, and burns, among others [151].

 Functional Tests of Malnutrition

The use of exercise tolerance by ergometers and measure-
ment of heart rate are useful for population studies but diffi-
cult for sick patients with cardiorespiratory impairment and 
for children in intensive care. Grip strength, respiratory mus-
cle strength, and function by electrical stimulation all dem-
onstrate changes with nutrition. Among them, relaxation rate 
of single twitches may be a simple, non-invasive, and repro-
ducible way of studying function in sick patients [152].

 Clinical Data Impacting Nutrition 
and Metabolic Response Monitoring

 Cytokines

It is generally accepted that the degree of catabolism of the 
acutely ill child reflects the degree of stress of the individual, 
since with more stress there is more neurohumoral activation 
and more muscle proteolysis [153]. It is known that during 
stress, interleukin-6 increases plasma arginine vasopressin, 
indicating that this cytokine has a role in the inappropriate 
secretion of antidiuretic hormone that can occur in patients 
with infectious or inflammatory diseases or trauma [154].

 Counter-Regulatory Stress Hormones

In addition to their short-term effects on the hypothalamus, 
the inflammatory cytokines can apparently stimulate pitu-
itary corticotrophin and adrenal cortisol secretion directly by 
interacting with these tissues [155]. Accordingly, it has been 
shown that hormonal acute stress responses may explain the 
shift toward fat oxidation and either gluconeogenesis or 
impaired peripheral carbohydrate uptake, but does not quan-
titatively affect energy expenditure [156]. Similarly, gluco-
corticoids may increase nitrogen wasting in head-injured 
patients without increasing metabolic rate. Although counter- 
regulatory stress hormones do not cause hypoalbuminemia 
in healthy volunteers, they do produce protein catabolism 
[157]. It has been postulated that stress hormones alter the 

configuration of ribosomes in muscle, decreasing protein 
synthesis, inducing proteolysis, and fluxing essential amino 
acids for high priority use in other tissues [158]. Another 
study has also provided evidence that nutrition intervention 
may modulate cortisol-binding globulin and the concentra-
tion of free circulating cortisol after a severe stress [159]. On 
the contrary, supplemental insulin may have provided mild 
improvement in nitrogen utilization, probably related to the 
insulin effect on the skeletal muscle. This hormone is known 
to increase protein synthesis in skeletal muscle [160] and 
decrease degradation in liver and muscle [161].

 Drugs Influencing Monitoring

Catecholamines are primary mediators of elevated energy 
expenditure and tissue catabolism in critically ill patients. 
Systemic corticosteroids also induce a hypermetabolic 
response and increase protein catabolism. Long-term beta 
receptor blockade was capable of decreasing REE and tissue 
catabolism [162]. This effect was associated with an 
improvement in both muscle protein balance as well as body 
cell mass conservation. It was also found that propranolol 
induced an increase in intracellular recycling of free amino 
acids. Opiates, muscle relaxants, and barbiturates variably 
significantly reduce energy expenditure [163, 164].

 Critical Illness

Liver dysfunction is common in critically ill patients, caused 
by shock or hypodynamic circulatory states, intra and extra- 
abdominal infections, drugs, infectious hepatitis, as well as 
metabolic and nutritional causes. The metabolic changes 
induced by critical illness and inadequate nutritional supply 
foster the development of fatty liver. The increased release of 
stress hormones, proinflammatory cytokines and other 
inflammatory mediators, as well as insulin resistance, are 
hallmarks of the physiological response to injury. Initial 
assessment of these critically children would probably show 
characteristic metabolic changes, such as hyperglycemia, 
increased hepatic glucose production, increased lipolysis 
and stimulation of the de novo lipogenesis pathway.

Excessive fluid therapy has emerged as a new mechanism 
of gastrointestinal failure in critically ill patients during the 
past few years [165]. While timely administration of fluids is 
lifesaving, positive fluid balance after hemodynamic stabiliza-
tion may affect the PICU course in children who do not receive 
renal replacement therapy by impacting organ function and 
negatively influencing important outcomes in critically ill 
patients [166]. More specifically, excessive fluid administra-
tion may harm the abdominal organs, because it increases 
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intra-abdominal pressure and fosters the development of 
abdominal compartment syndrome. The latter is characterized 
by high intraabdominal pressure and decreased abdominal 
perfusion pressure, and is associated with signs of abdominal 
organ hypoperfusion, multiple organ failure, and decreased 
survival. Monitoring of patients with major burns or trauma 
shows that excessive fluid therapy exerts deleterious effects on 
the gut, delaying the return of gastrointestinal functions and 
preventing the use of early enteral feeding [167].

 Nutrition Monitoring

 Early Nutrition Monitoring

Among patients who have protein-energy malnutrition at the 
time of admission to the ICU and enteral feeding is not pos-
sible, the American clinical practice guidelines suggest that 
PN should be initiated without delay [168]. Although the 
time frame for initiation of PN to supplement patients who 
are receiving inadequate EN or no EN is not specified by the 
A.S.P.E.N. pediatric critical care nutrition guidelines [169], 
the European Society for Clinical Nutrition and Metabolism 
(ESPEN) recommends PN in 24–48 h if EN will be contrain-
dicated for 3 days, or after 48 h to supplement insufficient 
EN in critically ill adults [112]. PN infusion protocols, there-
fore, should always be in place to assure safe administration 
and close monitoring for the metabolic complications of 
refeeding syndrome, tolerance of electrolytes and macronu-
trients, as well as glucose control is necessary; [170] moni-
toring of specific micronutrients is crucial in long-term PN 
usage. Since the use of EN as opposed to PN results in an 
important decrease in the incidence of infectious complica-
tions in the critically ill and is less costly, should be the first 
choice for nutritional support in the critically ill [171]. 
Fortunately, most critically ill patients who require special-
ized nutrition (85–90 %) can be fed enterally through gastric 
or intestinal tubes [166], whereas increases of caloric intake 
during the acute phase of a critical illness are well tolerated 
in children and may approach PBMR by the second day and 
PEE by the fourth day [4].

The refeeding syndrome is of particular importance to 
critically ill patients, who can be moved from the starved 
state to the fed state rapidly via enteral or parenteral nutri-
tion, but is often under-appreciated [172]. There are a variety 
of risk factors for the development of the refeeding syn-
drome, but all are tied together by starvation physiology. 
Complications of the refeeding syndrome can include hypo-
phosphatemia, hypokalemia, hypomagnesemia, rapid fluid 
shifts, peripheral edema, and sometimes thiamine deficiency, 
heart failure, respiratory failure, and death [173]. The most 
commonly seen abnormality is hypophosphatemia, which 

should be monitored very closely and replenished as needed 
to avoid heart failure, arrhythmia, and life-threatening respi-
ratory failure [174]. An initial phosphate depleted state is 
further exacerbated by the introduction of dextrose infusion. 
Insulin leads to an increase in cellular uptake of phosphate, 
as well as increased synthesis of ATP, 2,3DPG, and creatine 
phosphokinase, all leading to decreased serum phosphorus 
levels. In addition, accelerated carbohydrate metabolism 
increases the body’s use of thiamine and can precipitate 
symptoms and signs of thiamine deficiency [175].

 The Immunonutrition Question

It is not known if a low plasma glutamine or selenium con-
centration is an independent prognostic factor for an unfa-
vorable outcome in the PICU, so that their monitoring is not 
currently recommended. Recently, a reduced adult ICU mor-
tality was observed during intravenous glutamine supple-
mentation in a broad range of ICU patients [176]. However, 
no change in the SOFA score was recorded and mortality did 
not differ at 6 months. Similarly, in a randomized, double 
blinded, factorial, controlled multicenter trial, the primary 
(intention to treat) analysis showed no effect on new infec-
tions or on mortality when PN was supplemented with gluta-
mine or selenium [177]. Only patients who received PN 
supplemented with the antioxidant selenium for ≥5 days did 
show a reduction in new infections.

In a blinded, prospective, randomized, controlled clini-
cal trial, nitrogen balance, nutritional indices, antioxidant 
catalysts, and outcome were compared in critically ill chil-
dren given an immune-enhancing formula (IE) or conven-
tional early EN (C) [178]. Although it had a favorable effect 
on nitrogen balance, nutritional indices and antioxidant 
catalysts, it did not influence outcome hard endpoints. In 
group IE nitrogen balance became positive by day 5 com-
pared with group C in which the mean nitrogen balance 
remained negative (p < 0.001). Also, early IE nutrition was 
shown to modulate cytokines in children with septic shock, 
but again there was no evidence that this immunomodula-
tion has any impact on short-term outcome [179]. On day 5 
IL-6 levels were significantly lower and IL-8 significantly 
higher in the IE than in the C group, whereas after 5 days of 
nutritional support a significant decrease in IL-6 levels was 
recorded only in group IE. In another randomized study in 
children with severe head injury, nitrogen balance became 
positive in 30.8 % of patients in the C group and in 69.2 % 
of patients in the IE group by day 5 [180]. It was also shown 
however, that although it decreased interleukin-8 and gas-
tric colonization, it was not associated with additional 
advantage over the one demonstrated by regular early 
enteral nutrition.
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 Protocols in the Role of Monitoring

To account for alterations in energy metabolism, caloric 
amounts equal to the measured REE [167, 181] or, if not 
available, to the PBMR should be provided during the acute 
metabolic stress period [4]. Especially, targeted indirect cal-
orimetry may allow detection of an altered metabolic state 
energy imbalance in a subset of critically ill children at a 
high risk of overfeeding, such as those with existing malnu-
trition on admission, prolonged stay in the ICU, and those 
who are unable to wean from mechanical ventilatory sup-
port, having therefore a role in optimizing energy intake in 
the PICU [124]. On the other hand, inadequate nutritional 
intake in the PICU, often due to fluid restriction, further 
leads to protein and energy deficits, especially early after 
admission [182]. Other factors that hinder adequate nutrition 
are impaired intracellular insulin signaling [183], impaired 
glucose uptake [184] and reduced mitochondrial capacity 
during critical illness [185]. These factors are probably the 
reason why protein-energy malnutrition is observed in 
16–24 % of critically ill children and is associated with 
adverse clinical outcome [43, 186].

Mechanically ventilated subjects are at the highest risk of 
EN interruptions. It was recently shown that avoidable EN 
interruption was associated with increased reliance on PN 
and impaired ability to reach caloric goal [187]. EN interrup-
tion, however, is frequently avoidable in critically ill chil-
dren; knowledge of existing barriers to EN combined with 
institution of protocolized feeding approach may allow 
appropriate interventions to optimize nutrition provision in 
the PICU [184]. In a recent study aimed to assess the impact 
of enteral feeding protocols on nutritional support practices 
through a continuous auditing process over a defined period 
it was found that the time taken to initiate nutrition support 
was reduced from 15 to 4.5 h [188]. Simultaneously, an 
increase was documented in the percentage of patients receiv-
ing a daily energy provision of up to 70 % of the estimated 
average requirement, whereas the proportion of patients on 
parenteral feeds was reduced from 11 to 4 %. In a multicenter 
adult study, on average, protocolized sites used more EN 
alone (70.4 % of patients vs 63.6 %, p = 0.0036), started EN 
earlier (41.2 h from admission to ICU vs 57.1, p = 0.0003), 
and used more motility agents in patients with high gastric 
residual volumes (64.3 % of patients vs 49.0 %, p = 0.0028) 
compared with sites that did not use a feeding protocol [189]. 
Importantly, in a 7-day prospective before–after study, early 
EN without residual gastric volume monitoring in mechani-
cally ventilated adult patients improved the delivery of enteral 
feeding and did not increase vomiting or ventilator associated 
pneumonia [190]. Awaiting confirmatory studies before 
removing the residual gastric volume assessment from their 
ICUs, however, clinicians are advised to take guidance from 
published evidence-based guidelines [191].

Of equal significance of this therapeutic protocols strat-
egy is also to avoid the provision of calories and nutri-
tional substrates which the patient cannot probably handle 
in order to maintain the metabolic homeostasis of the acute 
stress response [2]. An increase of caloric intake during 
the acute phase of a stress state has been shown to be fea-
sible and well tolerated in non-cardiac critically ill chil-
dren [5]. Also, increased protein and energy intakes have 
been recommended in critically ill infants with viral bron-
chiolitis [99]. However, future studies will need to exam-
ine the safety of such protocols and the impact of large 
cumulative energy excess on patient outcomes. In fact, 
many chronically ill children with malnutrition would be 
rather overfed (if their daily energy requirements were cal-
culated based on PEE during acute illness) than underfed 
(Fig. 42.2 [192]). Monitoring of energy expenditure, there-
fore, has been used to characterize alterations in metabo-
lism accompanying critical illness and to provide accurate 
information necessary for appropriate nutritional reple-
tion, including the type and amount of macronutrient sub-
strates that exactly meets the patient’s energy requirements 
and avoids the complications of overfeeding [193]. 
Accordingly, it has been shown that when caloric intake 
was less than REE, mean substrate utilization was 48.6 % 
from lipid, 37.1 % from carbohydrate but, when it was 
greater than REE, mean substrate utilization was 83.3 % 
from carbohydrate and 16.7 % from protein [60].
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Recent studies have shown that computerized informa-
tion systems do improve nutritional monitoring (energy 
delivery and balance, protein and fat delivery), quality of 
nutrition, glucose control, and reduce nurse workload asso-
ciated with the multiple balance calculations and ease visu-
alization of events out of planned targets [194]. Overfeeding, 
particularly carbohydrate overfeeding, increases ventilatory 
work by increasing CO2 production, can potentially prolong 
the need for mechanical ventilation, may increase the risk of 
infection secondary to hyperglycemia, and can impair liver 
function by inducing hepatic steatosis and cholestasis [195]. 
Azotemia can result from overzealous protein infusion, 
whereas fat-overload syndrome can result from either over-
all total calorie overfeeding, overfeeding of lipids, or both 
[196]. Algorithms to control glucose using insulin therapy 
and alterations in formula administration are intended to 
prevent hyperglycemia, under close glucose control, and 
increase synthesis of fatty acids from glucose and other non-
lipid precursors in the liver and in peripheral tissues [197]. 
Parenteral intakes of essential and nonessential amino acids 
supplied to critically ill children are supplied in lower or 
higher amounts than the content of mixed muscle proteins or 
breast milk and are not based on measured requirements to 
maintain nutrition and functional balance and on knowledge 
of toxicity [198]. Instead, protocol-driven implementation 
of nutrition therapy by the third day of admission to the 
PICU with goal intake achieved by the end of the first week 
was recently shown to help preserve lean body mass in a 
group of children with a high prevalence of baseline malnu-
trition [33].

 Monitoring the Metabolic Response

Acute stress may result in a substantial decrease of energy 
needs. The acute stress may induce a catabolic response 
that is proportional to the magnitude, nature, and duration 
of the injury. Increased serum counter-regulatory hormone 
concentrations induce insulin and growth hormone resis-
tance, resulting in the catabolism of endogenous stores of 
protein, carbohydrate, and fat to provide essential substrate 
intermediates and energy necessary to support the ongoing 
metabolic stress response. During this catabolic response, 
somatic growth cannot occur and, therefore, the caloric 
allotment for growth, which is substantial in infancy, 
should not be administered. The intensive care environ-
ment is temperature- controlled, and insensible energy 
losses are substantially reduced and most patients are ven-
tilated with heated, humidified air, thus reducing insensible 
losses by one third. In addition, children treated in the 
intensive care setting are frequently sedated and mechani-
cally ventilated, so that their work of breathing and activity 
level are markedly reduced further lowering energy needs 

[199]. Similarly, various pharmacologic agents and the 
capacity of the patient to respond to the metabolic demands 
imposed by the injury might further alter the metabolic 
response [200].

Comparing simultaneous REE and PBMR recordings, 
patients may be classified as hypermetabolic, normometa-
bolic, and hypometabolic when REE is >110, 90–110 % and, 
<90 % of the PBMR, respectively. Although sustained 
hypermetabolism has been reported for weeks after burn 
injury, REE peak returns to baseline within 12 h after some 
surgical procedures [201]. More studies in children [2, 118] 
and adults [202] have now verified results of a pioneer indi-
rect calorimetry study reporting lack of hypermetabolic 
response during critical illness [4]. Using various equations 
to predict acute phase energy expenditure in mechanically 
ventilated children whose REE was continuously monitored 
through an E-COVX metabolic monitor, the mean REE/
PBMR ratio was <1 in all but one (Fig. 42.3, G. Briassoulis 
et al. University of Crete, unpublished work). In a study 
examining the metabolic patterns in pediatric patients with 
critical illness, it was shown that the initial predominance of 
the hypometabolic pattern (48.6 %) declined within 1 week 
of acute stress (20 %), and the hypermetabolic patterns dom-
inated only after 2 weeks (60 %) [185]. High IL-10 levels 
and low measured REE were independently associated with 
mortality (11.7 %), which was higher in the hypometabolic 
compared to other metabolic patterns. However, although in 
SIRS or sepsis the cytokine response was reliably reflected 
by increases in Nutritional Index and triglycerides, it was 
different from the metabolic (VO2, VCO2) or glucose 
response [201].

The SIRS elicited by peritonitis in mice was accompanied 
by mitochondrial energetic metabolism deterioration and 
reduced peroxisome proliferator-activated receptor gamma 
coactivator (PGC)-1alpha protein expression [203]. Because 
ATP production by mitochondrial oxidative phosphorylation 
accounts for more than 90 % of total oxygen consumption, a 
severe mitochondrial dysfunction implicating bioenergetic 
failure during stress might explain both: a predominant 
hypometabolic pattern and the raised tissue oxygen tensions 
in septic animals and human beings. Performing skeletal 
muscle biopsies on 28 critically ill septic patients within 24 h 
of admission to intensive care, Brealey et al. [204] showed 
that skeletal muscle ATP concentrations were significantly 
lower in patients with sepsis who subsequently died than in 
septic patients who survived and in controls and that com-
plex I respiratory-chain activity had a significant inverse cor-
relation with norepinephrine requirements and a significant 
positive correlation with concentrations of reduced glutathi-
one and ATP. Electron paramagnetic resonance spectra anal-
ysis of the paramagnetic centres in the muscle confirmed that 
a decreased concentration of mitochondrial Complex I iron- 
sulfur redox centres is linked to mortality [205].
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 Conclusions

Nutritional monitoring should be an integral part of the 
care for every pediatric critically ill patient. The nutrition 
monitoring records the changing nutrition status of the 
critically ill child and facilitates the development of a 
nutrition care plan. However, there is little research in the 
area of pediatric nutrition monitoring upon which to for-
mulate evidence based practice guidelines. A nutrition 
screen, incorporating objective data such as height, weight, 
arm circumference, triceps skinfold, primary diagnosis, 
and presence of co- morbidities should be a component of 
the initial evaluation of all pediatric patients in an intensive 
care setting. Following that, repeated anthropometric and 
laboratory markers must be jointly analyzed, but individu-
ally interpreted according to disease and metabolic 
changes, in order to modify and monitor the nutritional 
treatment. The recently revised national guidelines for 
adult and pediatric critical care have emphasized the 
importance of accurately measured energy expenditure in 
patients admitted to the intensive care unit. Increases of 
caloric intake during the acute phase of a critical illness are 
well tolerated in children and may approach PBMR by the 
second day and PEE by the fourth day. Over the course of 
the disease, it seems that the most practical tool is meta-
bolic assessment based on the combination of indirect 
calorimetry, nitrogen balance, plasma proteins. Since the 
nutrition monitoring can be viewed as an ongoing process, 
particularly in the acute care setting, it provides accurate 
information necessary for appropriate nutritional repletion 
and helps avoiding the complications of under- and over-
feeding. Accordingly, as part of the nutrition care process, 
the energy  expenditure and metabolic monitoring using 

targeted indirect calorimetry, should be completed and 
updated at specific intervals, as warranted by metabolic 
alterations in the patient’s needs or condition.
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Abstract 

The kidneys play a principle role in homeostatic balance. Acute kidney injury (AKI) carries 
numerous sequelae both obvious and subtle which, in combination, increase the morbidity 
and mortality of pediatric patients. Recent standardization of diagnostic criteria has resulted 
in a heightened awareness of AKI, increased AKI incidence, and recognition of the deleteri-
ous impact of AKI. Since no singular therapy for established AKI exists, a determinant of 
effective AKI therapy is expeditious diagnosis. In critically ill children, these therapies and 
the institution of concurrent supportive and preventive care depends on the ability to accu-
rately monitor the kidney and specifically detect the presence of kidney dysfunction. 
Unfortunately, diagnosis of AKI is traditionally reliant on numerous tests and monitors of 
kidney function which carry different degrees of precision and accuracy. Additionally, 
delay in AKI diagnosis can render potential AKI therapy ineffective and significantly limit 
alternative treatment options. In this chapter we will describe the epidemiology of AKI in 
pediatrics, the classic serum and urinary markers of kidney dysfunction, the impact of fluid 
overload, the limitations of classic markers of kidney function and several emerging AKI 
biomarkers, AKI risk stratification using renal angina, and the future of monitoring kidney 
function. Understanding these concepts is crucial to delivery of effective care for the criti-
cally ill child with AKI.
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 Introduction

The kidney plays an integral role in the maintenance of the 
normal homeostasis in the body, through (1) regulation of 
both the intracellular and extracellular concentration of 
water, electrolytes, and metabolic waste-products; (2) regu-
lation of acid-base balance (largely in concert with the respi-
ratory system); (3) regulation of calcium, phosphate, and 
bone metabolism via secretion of 1,25-dihydroxyvitamin D3; 
(4) regulation of red blood cell (RBC) production via synthe-
sis of erythropoietin; (5) regulation of systemic and local 
vasomotor tone via the production of renin, angiotensin II, 
endothelin, prostaglandins, and nitric oxide; and (6) regula-
tion of normal glucose metabolism via participation in glu-
coneogenesis during fasting/starvation states. Derangements 
in nearly all of these vital functions of the kidney have been 
observed in critically ill children admitted to the pediatric 
intensive care unit (PICU). Hence, a very simplistic defini-
tion of “kidney dysfunction” or even overt “kidney failure” is 
based upon the observation of clinically measurable derange-
ments in one or more of these vital processes. By maintain-
ing normal homeostasis, the kidney directly impacts the 
normal function of other vital organs systems. A normally 
functioning kidney is therefore central to normal health. 
Given its role in maintaining homeostasis, monitoring of kid-
ney function in the ICU becomes paramount.

 Defining the Problem

Acute kidney injury (AKI), formerly known as acute renal 
failure, continues to represent a very common and poten-
tially devastating problem in critically ill children and adults 
[1–5]. Historically, the reported incidence of AKI has varied 
greatly due to the lack of a standard, consensus definition 
[6]. For example, Novis et al. [7] performed a systematic 
review of nearly 30 studies conducted between 1965 and 
1989 involving AKI patients undergoing vascular, general, 
cardiac, or biliary tract surgery. No two studies used the 
same criteria for AKI. Similarly, a survey of 589 physicians 
and nurses attending a critical care nephrology meeting 
noted that nearly 200 different definitions of AKI were used 

in everyday clinical practice [8]. Not surprisingly then, the 
reported incidence of AKI affects anywhere between 5 and 
50 % of critically ill children and adults [4, 9–13]. Most of 
the definitions of AKI that have been previously used in the 
literature have common elements – usually the diagnosis of 
AKI is based upon an absolute increase in the serum creati-
nine and/or a reduction in urine output. While the kidney has 
numerous functions, these two routinely and easily measured 
parameters are uniquely linked to kidney function and are 
thought to reflect glomerular filtration rate (GFR). GFR is 
perhaps the best and most widely used global index of kid-
ney function in the clinical setting.

In an attempt to standardize the definition of AKI, the 
Acute Dialysis Quality Initiative (ADQI) group proposed the 
RIFLE criteria [14]. The RIFLE criteria are based upon 
either a reduction in GFR or decreased urine output. 
However, it should be intuitive that very few patients are 
likely to have GFR directly measured in the clinical setting – 
hence the use of changes in serum creatinine, or estimated 
creatinine clearance as a surrogate for GFR. In the absence 
of a baseline serum creatinine, the ADQI group recom-
mended using the MDRD (modification of diet in renal dis-
ease) equation to retrospectively estimate creatinine using a 
low normal value for GFR (75 mL/min/1.73 m2 BSA) [14, 
15]. The RIFLE consensus definition is essentially a mne-
monic for three levels of severity – Risk, Injury, and Failure – 
and two outcomes, namely Loss and End-stage kidney 
disease (Table 43.1). These criteria have been validated in 
several different populations of critically ill adults [16–22] 
and have been further modified and validated for use in criti-
cally ill children (pediatric RIFLE criteria, or pRIFLE) 
(Table 43.2) [25, 26].

Recent data suggest that even smaller changes in serum 
creatinine than those defined by the RIFLE criteria are 
associated with adverse outcome [16, 27–36]. Consequently, 
the Acute Kidney Injury Network (AKIN) proposed a new, 
revised classification that defines AKI as an abrupt (within 
48 h) reduction in kidney function as measured by an abso-
lute increase in serum creatinine ≥ 0.3 mg/dL, a percentage 
increase in serum creatinine ≥50 %, or documented oligu-
ria (<0.5 mL/kg/h) for more than 6 h [16]. The AKIN crite-
ria represent only a slight modification of the previously 

Table 43.1 RIFLE criteria (acute dialysis quality initiative)

Stage Serum creatinine criteria GFR criteria Urine output criteria

R = Risk for renal dysfunction Increase in serum creatinine ≥1.5× baseline Decrease in GFR ≥25 % <0.5 mL/kg/h for 6 h
I = Injury to the kidney Increase in serum creatinine ≥2.0× baseline Decrease in GFR ≥50 % <0.5 mL/kg/h for 12 h
F = Failure of kidney function Increase in serum creatinine ≥3.0× baseline 

OR serum creatinine ≥4.0 mg/dL in the 
setting of an acute rise ≥0.5 mg/dL

Decrease in GFR ≥75 % <0.3 mL/kg/h for 24 h 
or anuria for 12 h

L = Loss of kidney function Persistent failure >4 weeks
E = End-stage renal disease (ESRD) Persistent failure >3 months

Based on data from Ref. [14]
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defined RIFLE criteria (Table 43.3) [37, 38]. The AKIN 
criteria broadens the “risk” category of RIFLE to include 
an increase in serum creatinine of at least 0.3 mg/dL in 
order to increase the sensitivity of RIFLE for detecting AKI 
at an earlier timepoint. In addition, the AKIN criteria sets a 
window on first documentation of any criteria to 48 h and 
categorizes patients in the “failure” category of RIFLE if 
they are treated with renal replacement therapy, regardless 
of either changes in creatinine or urine output. Finally, 
AKIN replaces the three levels of severity R, I, and F with 
stage 1, 2, and 3.

Bagshaw and colleagues [37] compared the RIFLE and 
AKIN criteria by interrogating the Australian and New 
Zealand Intensive Care Society (ANZICS) Adult Patient 
Database (APD), which included over 120,000 critically ill 
adults admitted to 57 ICUs over a 5 year period. The differ-
ences between the RIFLE and AKIN classification systems 
were trivial and involved less than 1 % of patients. As 
expected, based on the change in serum creatinine of at least 
0.3 mg/dL, AKIN slightly increased the number of patients 
classified as Stage I injury (category R in RIFLE) and 
decreased the number of patients classified as Stage II injury 
(category I in RIFLE). Similarly, Lopes and colleagues [39] 
compared RIFLE versus AKIN criteria in critically ill adults 
admitted to a single center and found that while AKIN crite-
ria improved the sensitivity of AKI diagnosis, there was no 
difference between RIFLE versus AKIN criteria in predict-
ing outcome. For all intents and purposes then, the AKIN 
and RIFLE classification systems are essentially the same 
[38, 40]. To date, there have not been any direct comparisons 
of AKIN and pRIFLE in critically ill children.

Recent studies in children admitted to the PICU have 
revealed the incidence of AKI defined by doubling of serum 

creatinine at about 5–6 %. This was illustrated by a prospec-
tive study from a Canadian PICU that identified 985 cases of 
AKI for an incidence rate of 4.5 % of all PICU admissions 
[13]. In the largest study reported to date, 3,396 admissions 
to a single PICU in the United States were retrospectively 
analyzed and found that 6 % of children had AKI (by RIFLE) 
on admission. An additional 10 % of critically ill children 
developed AKI during their PICU stay [41]. When only chil-
dren receiving mechanical ventilation and vasopressors are 
analyzed, the incidence of pRIFLE-positive AKI signifi-
cantly increases to as high as 82 % [25].

 Classic Parameters of Acute Kidney Injury

 Glomerular Filtration Rate (GFR)

GFR is perhaps the best known and most widely used global 
index of kidney function. In fact, decreased GFR (commonly 
observed in the clinical setting as either a dramatic reduction 
in urine output or a significant increase in serum creatinine) 
is central to the definition of AKI in both the RIFLE and 
AKIN classification systems. GFR may be thought of as the 
sum of the filtration rates for all of the functioning nephrons 
in a given patient and is typically measured by calculating 
the clearance of a filtered marker solute, administered either 
as a bolus or continuous infusion:

 
GFR mL U V Pa a/ min /( ) = ×( )  (43.1)

where a represents the filtered marker solute, Ua is the urinary 
concentration of the filtered marker solute, V is the urine flow 
rate, and Pa is the serum concentration of the marker solute. 

Table 43.2 The modified pediatric version of the RIFLE criteria (pRIFLE)

Stage Estimated creatinine clearance (eCCL) Urine output

R = Risk for renal dysfunction eCCl decrease by 25 % <0.5 mL/kg/h for 8 h
I = Injury to the kidney eCCl decrease by 50 % <0.5 mL/kg/h for 16 h
F = Failure of kidney function eCCl decrease by 75 % or eCCl <35 mL/min/1.73 m2 <0.3 mL/kg/h for 24 h or anuria for 12 h
L = Loss of kidney function Persistent failure >4 weeks
E = End-stage renal disease (ESRD) Persistent failure >3 months

Estimated Creatinine clearance is estimated by the Schwartz formula [23, 24]
eCCl = CLCR = (k × Ht)/Scr, where Ht is height (length) in cm, SCr is the serum creatinine, k is a constant (k = 0.45 in children less than 1 year of 
age and k = 0.55 in children greater than 1 year of age), and BSA is body surface area

Table 43.3 Comparison of the ADQI RIFLE criteria with the AKIN staging criteria

RIFLE stage RIFLE criteria AKIN stage AKIN criteria

R ≥150 % increase in serum creatinine, or >25 % GFR decrease I ≥150 % or ≥0.3 mg/dL increase 
in serum creatinine

I ≥200 % increase in serum creatinine, or >50 % GFR decrease II >200 % increase in serum creatinine
F ≥300 % increase in serum creatinine, or serum creatinine  

of ≥4.0 mg/dL in setting of increase ≥0.5 mg/dL, or >75 % 
GFR decrease

III >300 % increase in serum creatinine, 
or serum creatinine of ≥4.0 mg/dL 
in setting of increase ≥0.5 mg/dL

The urine output criteria are the same for both RIFLE and AKIN
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Ideally, the marker solute used to calculate GFR should be 
water-soluble with minimal protein binding, freely filtered at 
the glomerulus, and excreted unchanged in the urine (i.e. the 
marker solute is not secreted, reabsorbed, or metabolized). 
The marker solute should be stable (not synthesized in the 
body), non-toxic, and easily measured using inexpensive 
and widely available assays. Commonly used solute mark-
ers for measurement of GFR in the clinical setting include 
inulin, iohexol, iothalamate, chromium Cr 51-labeled ethyl-
enediaminetetraacetic acid (EDTA) (51Cr-EDTA), and tech-
netium Tc 99 m-labeled diethylene- triamine pentaacetic acid 
(99mTC-DTPA) [42–44]. Unfortunately, the ideal marker sol-
ute, as defined above, does not exist. The measurement of 
even these commonly used marker solutes can be technically 
challenging, expensive, and infeasible in the everyday clini-
cal setting.

GFR can be indirectly assessed by measuring the clear-
ance of endogenous marker solutes, such as creatinine or 
urea. Creatinine clearance may be directly measured or esti-
mated using one of several equations, such as the Cockcroft-
Gault equation [45, 46], Modification of Diet in Renal 
Disease (MDRD) Study equation [47], and the Schwartz 
formula (for estimating creatinine clearance in children) 
[23, 24].

Cockcroft-Gault Equation [46]:

 
GFR

age Weight

SCR

=
( )×

×
140

0 8

−
.  

(43.2)

The serum creatinine (SCR) concentration is multiplied by 
a factor of 0.8 in males, 0.85 in females.

MDRD Study Equation [47]:

 

GFR S Age if black

if female
CR= × × × ( )

×
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. .

(( )  (43.3)

Schwartz Formula (for children) [23]:

 
GFR k Ht SCR= ´( ) /  (43.4)

where Ht is height (length) in cm and k is a constant (k = 0.45 
in children less than 1 year of age and k = 0.55 in children 
greater than 1 year of age). Recent investigations have 
allowed for a simplification of this formula, and have indi-
cated that a single uniform k value of 0.413 provides a good 
approximation of GFR in children of all ages and both gen-
ders [48]. However, it should be emphasized that this simpli-
fication was derived in patients with chronic kidney disease, 
and have not been validated for use in AKI. These equations 
have been widely used to estimate creatinine clearance from 
a patient’s age, body weight, and serum creatinine, even in 
critically ill patients admitted to the PICU [15, 49–52]. 
However, these equations should not be used to estimate 
GFR in patients with rapidly changing GFR, as would occur 
in the unstable critically ill patient with AKI.

The use of creatinine clearance for measuring GFR is 
problematic. For example, the serum creatinine concentra-
tion is affected by a multitude of factors, including age, body 
mass, gender, and dietary intake [53] (Table 43.4). Changes 
in serum creatinine often lag several days behind the changes 
in GFR and are not particularly sensitive or specific for small 
changes in GFR. Creatinine is secreted by the renal tubules, 
so that creatinine clearance will overestimate GFR. Certain 
medications can decrease tubular secretion of creatinine, 
including the oral histamine (H2)-receptor antagonist, cimeti-
dine [54]. While cimetidine administration has been used to 
improve the accuracy of creatinine clearance [53, 55–57], 
this particular method requires pre-treatment with cimetidine 
and is practically not feasible in the PICU setting.

Recent attention has focused on the use of a non- 
glycosylated, low molecular weight protein called cystatin C 
as a solute marker for estimating GFR. Cystatin C is synthe-
sized at a relatively stable rate by virtually all nucleated cells 
in the body and is freely filtered by the glomerulus. It is nei-
ther secreted nor reabsorbed in the kidney, though it is almost 
completely metabolized by the proximal renal tubular epi-
thelial cells [58, 59]. A reduction in GFR therefore correlates 
with a rise in serum cystatin C, and vice versa. Cystatin C is 
not significantly affected by age, gender, body mass, or 
dietary intake (Table 43.4). However, serum albumin, C 
reactive protein (CRP), and white blood cell (WBC) count 
have all been shown to affect serum cystatin C levels [60]. 

Table 43.4 Reported factors that impact the accuracy of commonly 
used markers of acute kidney injury (AKI) in the clinical setting

Serum marker Factor

Creatinine Increase SCR Decrease SCR

Younger age Older age
Male gender Female gender
Large lean muscle mass Small lean muscle mass
High protein diet (meat) Vegetarian diet
Strenuous exercise Neuromuscular disease
Rhabdomyolysis Malnutrition
Drugs (e.g., cimetidine, 
trimethoprim)

Amputation
Jaffe reaction (e.g. DKA)

Urea Increase BUN Decrease BUN
Dehydration Overhydration
High protein diet Vegetarian diet
Critical illness Pregnancy
Gastrointestinal bleeding Liver disease
Drugs (e.g., corticosteroids)

Cystatin C Increase cystatin C Decrease cystatin C
Older age Younger age
Male gender Female gender
Large lean muscle mass Small lean muscle mass
Inflammation Immunosuppression
Hyperthyroidism Hypothyroidism
Smoking
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Recently,  equations based upon serum cystatin C concentra-
tion have been used to estimate GFR and appear to function 
reasonably well in critically ill children [61–63].

 Serum Creatinine

Creatinine is an amino acid compound derived from the 
metabolism of creatine, a protein found in skeletal muscle, as 
well as dietary protein intake. It is freely filtered by the 
glomerulus and is not reabsorbed or metabolized by the kid-
ney. Therefore, creatinine clearance is frequently used to 
estimate the GFR in the clinical setting (see above discus-
sion). There is an inverse relationship between serum creati-
nine and GFR, such that a reduction in GFR produces an 
increase in serum creatinine. However, the limitations to the 
use of serum creatinine as a surrogate marker of AKI are 
well described. First, the inverse relationship between GFR 
and serum creatinine is not linear. Second, approximately 
10–40 % of creatinine clearance occurs via tubular secretion 
(see above) in the proximal renal tubules [64]. Serum creati-
nine may therefore grossly underestimate any reduction in 
GFR. Third, serum creatinine concentrations typically do not 
change until approximately 50 % of kidney function has 
already been lost [65]. As such, serum creatinine does not 
accurately reflect kidney function until a steady state has 
been reached, which may require several days following an 
acute insult [65]. Fourth, serum creatinine is directly affected 
by a number of factors (Table 43.4) which may lead to either 
underestimation or overestimation of GFR. For example, dif-
ferences in age, gender, race, lean muscle mass, and dietary 
protein intake can result in significant variations in baseline 
serum creatinine. Similarly, patients with malnutrition or 
neuromuscular disease generally have lower serum creati-
nine levels at baseline. Rhabdomyolysis or strenuous exer-
cise may increase serum creatinine through the release of 
preformed creatinine from damaged muscles [58]. Fifth, sev-
eral drugs can impair creatinine secretion and elicit a tran-
sient, reversible increase in serum creatinine. Finally, other 
less common factors may impact the serum creatinine con-
centration. For example, the increased levels of acetoacetate 
in patients with diabetic ketoacidosis can cause interference 
with certain assays, resulting in a falsely elevated serum cre-
atinine concentration (known as the Jaffe reaction) [66].

 Serum Urea

Urea is a water-soluble, low molecular weight byproduct of 
normal protein metabolism that is produced by the liver and 
excreted by the kidney. Azotemia is defined as an increase in 
the serum concentration of nitrogenous compounds, such as 
urea – classically, azotemia is classified by the underlying 

pathophysiology as pre-renal, intrinsic, or post-renal. Similar 
to creatinine, there is a nonlinear and inverse relationship 
between serum urea (commonly measured as “blood urea 
nitrogen” or BUN) and GFR. In contrast to serum creatinine 
however, large increases in serum urea are potentially toxic. 
The pathophysiology of the uremic syndrome is well beyond 
the scope of the present discussion, but suffice it to say that 
uremic toxins affect almost every organ system to some 
degree [67–69].

Unfortunately, the use of BUN as a surrogate marker for 
AKI is even more problematic than the use of serum 
 creatinine. Several factors commonly influence the BUN 
concentration (Table 43.4). For example, intravascular vol-
ume depletion (e.g., dehydration, sepsis, burns) can increase 
BUN, while intravascular volume expansion (e.g., overly 
zealous administration of fluids, SIADH) can decrease BUN. 
Gastrointestinal hemorrhage classically increases BUN, as 
does the administration of corticosteroids. Chronic liver dis-
ease can decrease the production of urea, with a concomitant 
decrease in BUN. Protein restriction, malnutrition, or 
decreased lean muscle mass similarly result in decreased 
production of urea, leading to a lower than expected BUN in 
the face of even dramatic reductions in GFR.

Nearly half of the filtered urea is passively reabsorbed in 
the proximal tubule. In addition, a decreased effective intra-
vascular volume results in increased reabsorption of sodium, 
water, and urea in the proximal tubule. The subsequent 
increase in BUN occurs out of proportion to any reduction in 
GFR. As such, the ratio of BUN to creatinine is often used as 
an index to discriminate between pre-renal and renal azote-
mia (Table 43.5).

 Urine Output

Urine output is one of the more commonly measured param-
eters of kidney function measured in hospitalized patients. 
Decreased urine output, or oliguria, is generally defined as 
urine output less than 400 mL in 24 h in adults, or urine out-
put less than 1 mL/kg/h in children [70–73]. The differential 
diagnosis of oliguria is broad in scope and is relatively non- 
specific for AKI. Oliguria is typically classified according to 
pre-renal, renal (intrinsic), or post-renal (primarily obstruc-
tive) causes (Table 43.6) [70, 71]. The importance of urine 
output as a marker of kidney function is perhaps best reflected 
in the inclusion of oliguria in the definition and classification 
of AKI (Tables 43.1, 43.2, and 43.3) [14, 16, 40, 74]. Oliguria 
can certainly be an important marker of renal dysfunction 
and has been associated with increased mortality [75, 76]. 
However, oliguria in and of itself is neither sensitive nor spe-
cific for AKI. There are certain critically ill patients with 
marked kidney dysfunction as exhibited by significant 
increases in the serum creatinine or uremic toxins who can 
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still maintain a normal (so-called non-oliguric AKI) [77, 78] 
or even increased urine output (so-called high output AKI). 
While most studies in the past have suggested that non- 
oliguric AKI is associated with better outcomes, recent stud-
ies have called this into question [58, 71, 78]. For example, 
higher urine output may be associated with a delay in the 
initiation of renal replacement therapy, leading to increased 
mortality [78]. In addition, conversion of oliguric AKI to 
non-oliguric AKI with the use of loop diuretics [79, 80] has 
not resulted in significant improvements in mortality [58, 
81–83].

 Fluid Overload

Fluid overload is also relatively easy to measure in the clinical 
setting and has been associated with worsening outcome in 
critically ill children and adults. While fluid balance lacks sen-
sitivity and specificity for the diagnosis of AKI, fluid overload 
in patients with established AKI may have prognostic value.
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Table 43.5 Pre-renal versus intrinsic or renal AKI

Index Pre-renal AKI Intrinsic or renal AKI

Urine color Dark yellow Yellow
Urine specific gravity High (>1.020) Low (<1.020)
Urine sodium Low (<10 mmol/L) High (>20 mmol/L)
Urine sediment Normal Epithelial casts
FENA <1 % >1 %
FEUrea <35 % >35 %
Urine osmolality High (>500 mOsm/kg H2O) Close to serum (<300 mOsm/kg H2O)
Urine/plasma osmolality >1.5 1–1.5
Urine/plasma creatinine ratio High (>40) Low (<10)
BUN/creatine ratio High Normal
Urine sodium/potassium ratio Low (<1/4) High
RFI (renal failure index) <1 >2

Table 43.6 Differential diagnosis of decreased urine output (oliguria)

Pre-renal causes Renal (intrinsic) causes Post-renal causes

Absolute decrease in effective intravascular volume
Hemorrhage
Gastrointestinal losses (vomiting, diarrhea, NG suction)
Trauma
Surgery
Burns
Excessive urine output (from diuretics or glucosuria)
“Third space losses” (pancreatitis, bowel surgery, ascites)
Decreased po intake
Fever A

Acute glomerulonephritis
Post-streptococcal glomerulonephritis
Rapidly progressive glomerulonephritis

Upper urinary tract obstruction
Ureteral obstruction

Relative decrease in effective intravascular volume
Sepsis
Acute liver failure
Anaphylaxis
Vasodilatory drugs
Nephrotic syndrome

Small vessel vasculitis
Systemic lupus erythematosus
Scleroderma
Malignant hypertension
Pre-eclampsis
Polyarteritis nodosa
Drug-related

Lower urinary tract obstruction
Bladder-outlet obstruction

Absolute or relative decrease in renal blood flow
Renal-artery or renal-vein occlusion by thrombosis,  
stenosis, etc.
Administration of ACE inhibitors

Interstitial nephritis
Drug-related (e.g., penicillin)
Infection
Cancer
Acute tubular necrosis
Ischemia-reperfusion injury
Nephrotoxic antibiotics
Heavy metal poisoning
Ethylene glycol poisoning
Radiographic contrast
Uric acid or oxalate crystals
Myoglobinuria/hemoglobinuria
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For example, a retrospective series of 21 critically ill 
children receiving continuous renal replacement therapy 
(CRRT) for AKI suggested that the degree of fluid overload 
at the initiation of CRRT was significantly lower in survi-
vors compared to non-survivors, independent of the severity 
of illness [84]. The authors of this study proposed that the 
earlier initiation of CRRT, defined as 10 % fluid overload vs. 
25 % fluid overload, may prevent morbidity and mortality in 
critically ill children with AKI by allowing earlier adminis-
tration of nutritional support and necessary blood products. 
A larger retrospective series involving 113 children with 
MODS [85] confirmed these results – in this study, the 
median %fluid overload was significantly lower in survivors 
compared to non-survivors, independent of severity of ill-
ness. In fact, %fluid overload was independently associated 
with survival in patients with ≥3 organ failures by multi-
variate analysis. A multi-center, retrospective study by the 
Prospective Pediatric Continuous Renal Replacement 
Therapy Registry Group (ppCRRT Registry Group) involv-
ing 116 critically ill children concluded that increased fluid 
administration from the time of admission to the PICU to 
the time of initiation of CRRT was independently associated 
with mortality [86]. A follow-up prospective study by the 
ppCRRT Registry Group confirmed these findings in a study 
involving 297 critically ill children from 13 centers across 
the United States [87]. Collectively, these studies strongly 
suggest that fluid balance is an important marker for worse 
outcome in critically ill patients with AKI who require 
CRRT [88, 89]. More importantly, a recent study suggests 
that fluid overload is an independent risk factor for negative 
outcomes in critically ill children even in the absence of 
CRRT [90].

 Urinalysis and Microscopy

The urinalysis is a non-invasive, commonly used, readily 
available test that can yield important diagnostic informa-
tion. For example, urine is normally clear with a light yellow 
color. A dark yellow, concentrated urine is usually associated 
with a pre-renal state, while red urine is associated with 
hematuria (suggestive of glomerulonephritis), hemoglobin-
uria, or myoglobinuria. The urine specific gravity (defined as 
the ratio of the weight of a given solution compared to that of 
an equal volume of distilled water) is also clinically useful, 
in that a urine specific gravity ≥1.020 is usually consistent 
with a pre-renal state or the presence of large macromole-
cules, such as glucose or radiographic contrast. Similarly, the 
urine osmolality fluctuates widely in response to changes in 
serum osmolality (which is tightly regulated between 290 
and 290 mOsm/kg) and hydration status. A high urine osmo-
lality is usually consistent with a pre-renal state. The urine 
pH is not particularly helpful in discerning either pre-renal or 

intrinsic renal AKI, unless a significant metabolic acidosis is 
present (i.e. secondary to decreased peripheral perfusion).

Critical illness is frequently associated with endothelial 
dysfunction with increased capillary leak. Increased capil-
lary leak in the kidney results in proteinuria, a frequent find-
ing in critically ill patients [58, 91, 92]. For example, the 
presence of microalbuminuria appears to correlate with 
severity of illness, as well as increased morbidity and mortal-
ity in critically ill patients with trauma [93], acute lung injury 
[94], sepsis [95, 96], multiple organ dysfunction syndrome 
(MODS) [92, 94, 97–100], and in children following surgery 
[101]. Gosling observed that the peak in microalbuminuria in 
critically ill patients occurred up to 2 days before a detect-
able rise in other markers of inflammation [96]. However, 
while microalbuminuria has been associated with poor out-
come in critically ill adults, there are currently no studies that 
correlate microalbuminuria with progression or outcome 
from AKI in critically ill children. Alternatively, urinary α1- 
microglobulin has been used as a marker for the need for 
renal replacement therapy in a small cohort of patients with 
AKI [102]. Other urinary proteins have also been used as 
markers of AKI with some limited success, including pro-
teins from the glomerulus (e.g., albumin, transferrin), proxi-
mal tubule (e.g., alpha-1-microglobulin, beta-2microglobulin, 
cathepsin), and distal tubule (e.g., Tamm-Horsfall protein, 
lactate dehydrogenase) [80, 103–106].

The urinary sediment is yet another relatively simple and 
readily available test that has been used to differentiate 
between pre-renal AKI and intrinsic renal AKI [91]. 
Classically, pre-renal AKI is characterized by hyaline casts 
or fine granular casts. Conversely, intrinsic renal AKI is 
characterized by coarse granular casts containing renal tubu-
lar epithelial cells. Once again, however, these tests lack suf-
ficient specificity and sensitivity for predicting the early 
onset of AKI in the critical care setting [91].

 Urine Chemistry and Similarly Derived Indices

Several urinary biochemical tests and derived indices have 
been used in the diagnosis and classification of AKI [107], 
some of which have already been listed in Table 43.5. While 
all of these tests are readily available and technically simple 
to perform, as a group they lack sufficient specificity and 
sensitivity for the diagnosis of AKI in the clinical setting [58, 
59, 71, 108, 109]. Perhaps the best known urinary index of 
AKI is the fractional excretion of sodium (FENa) [110]. FENa 
is calculated by determining the amount of sodium that is 
excreted in the urine (urine sodium concentration, UrineNa 
multiplied by the urinary flow rate) as a fraction of how 
much sodium was filtered by the kidney (plasma sodium 
concentration, SNa multiplied by the GFR). If creatinine 
clearance is used as a surrogate for the GFR, the urinary flow 
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rates cancel each other out and the equation for FENa 
becomes:

 
FE
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(43.6)

The utility of the FENa is based upon the principle that 
filtered sodium is avidly reabsorbed in the proximal renal 
tubules in the setting of either an absolute or relative reduc-
tion in the effective intravascular volume (i.e. pre-renal 
AKI). Therefore, under these conditions, the FENa is <1 %. In 
contrast, in the setting of tubular injury (i.e. renal or intrinsic 
AKI), the resulting FENa is >2 % [107, 110, 111]. A FENa 
between 1 and 2 % is non-diagnostic. In reality, however, the 
FENa lacks sufficient sensitivity and specificity for wide-
spread use in the critical care setting [58, 59, 91, 109, 112–
120]. In addition, calculation of the FENa requires a priori 
measurement of both urine sodium and creatinine, neither of 
which are routinely measured. Interpretation of FENa must 
take into account any previous fluid administration, diuretic 
therapy, or any abnormal presence of substances in the urine 
such as protein, glucose, mannitol, or contrast agents. In neo-
nates, the FENa is generally higher because of their decreased 
ability to reabsorb sodium. In neonates, the FENa is usually 
below 2.5 % in prerenal AKI and usually greater than 2.5 % 
in intrinsic AKI. The FENa can be falsely elevated following 
administration of loop or distal tubule diuretics, which 
increase urinary sodium excretion.

The utility of the fractional excretion of urea (FEUrea) has 
been compared with the FENa in several clinical studies 
[121–123].
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The major limitation to the FENa is the fact that diuretics 
are commonly used to enhance urine output in oliguric 
patients [80]. In addition, the excessive use of diuretics may 
in fact result in a pre-renal state, though with an increased 
urinary sodium concentration and hence increased FENa. 
Furthermore, the pre-renal state in patients with excessive 
gastrointestinal losses secondary to nasogastric (NG) suction 
or vomiting is characterized by volume depletion and 
increased urinary sodium concentration, resulting in a falsely 
elevated FENa. In these cases, the concentration of serum 
bicarbonate exceeds the bicarbonate reabsorption capacity of 
the proximal tubule, leading to excretion of sodium bicar-
bonate and hence an alkaline urine [124]. The purported 
advantage of FEUrea over FENa is that it can be used in patients 
who have received diuretic therapy. Diuretic therapy alters 
the urinary concentration of sodium, leading to falsely ele-
vated FENa results, even in the face of pre-renal AKI. In 
 contrast, loop diuretics do not appreciably affect the urinary 

concentration of urea [122]. The FEUrea in well-hydrated 
patients ranges between 50and 65 % [125], while a FEUrea 
≤35 % is generally indicative of pre-renal AKI [122, 126]. A 
FEUrea >50 % in the presence of oliguria is generally indica-
tive of intrinsic renal AKI [122]. Unfortunately, FEUrea 
appears to be no more sensitive or specific in the diagnosis of 
AKI than FENa [123].

Several additional urinary indices deserve mention, pri-
marily for historical reference, but again all of these markers 
lack sufficient specificity and sensitivity for use in the criti-
cal care setting. These include the urinary sodium, urine 
osmolality, urine/plasma creatinine ratio, BUN/creatinine 
ratio, and urine/serum urea ratio (Table 43.5) [58, 107, 109, 
127]. Additional tests include the urine uric acid/creatinine 
ratio [109, 128], fractional excretion of uric acid [109, 121, 
128], fractional excretion of chloride [109, 121], and the 
renal failure index (RFI) [107, 109, 121].

 
RFI U U SNa CR CR= ( )´/  (43.8)

A RFI <1 is usually indicative of pre-renal AKI, while 
RFI >2 is more consistent with intrinsic renal AKI.

 The Need for Better Markers of AKI

Animal models have contributed greatly to the mechanistic 
understanding of AKI and strongly support the concept that 
early intervention and treatment of AKI is more effective 
[129]. These intensive research efforts have further resulted 
in several novel and promising therapeutic approaches for 
the management of AKI in critically ill patients. 
Unfortunately, the clinical application of these treatments 
has heretofore met with limited, if any success [130]. A 
major reason for this failure is the lack of early markers for 
AKI, and hence a delay in initiating timely therapy [1, 2, 
129–131]. For example, the RIFLE criteria discussed above 
are based primarily upon changes in either serum creatinine 
or urine output. Unfortunately, neither of these two classic 
markers of AKI is particularly sensitive or specific for AKI. 
Moreover, both a decrease in urine output and an increase in 
serum creatinine are relatively late signs of AKI. Holding 
potentially effective treatment until the serum creatinine 
increases above a threshold level is analogous to initiating 
definitive treatment in patients with an acute myocardial 
infarction (AMI) until 48 h after the occlusion of a coronary 
artery [59]. Perhaps the most crucial aspect of caring for 
patients presenting with an AMI is the early recognition and 
diagnosis of AMI based upon validated biomarkers, such as 
the troponins. A troponin-like biomarker of AKI that is eas-
ily measured, unaffected by other biological variables, and 
capable of both early detection and risk stratification would 
represent a tremendous advance in the field of critical care 
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medicine [132–137]. The quest for such AKI biomarkers is 
an area of intense contemporary research. Fortunately, the 
application of functional genomics and proteomics to human 
and animal models of the acutely stressed kidney has recently 
uncovered several novel genes and gene products that are 
emerging as biomarkers [138]. The most promising of these 
are discussed further below.

 Emerging Biomarkers

The ideal biomarker would be non-invasive, inexpensive, 
accurate, and rapidly measurable (ideally at the bedside), be 
sensitive to subclinical disease, and would correlate with dis-
ease severity, allowing prognostic information. Optimally, 
biomarkers should also allow differentiation of AKI etiolo-
gies or subtypes (such as ischemic or toxic) and allow moni-
toring of the course of injury and response to therapy. 
Conventional urinary biomarkers such as casts and fractional 
excretion of sodium have been insensitive and nonspecific 
for the early recognition of AKI [139]. Other traditional uri-
nary biomarkers, such as filtered high molecular weight pro-
teins and tubular proteins or enzymes, have also suffered 
from lack of specificity and dearth of standardized assays 
[140]. Fortunately, the application of innovative technologies 
such as functional genomics and proteomics to human and 
animal models of AKI has uncovered several novel genes 
and gene products that are emerging as potential biomarkers 
for AKI [141, 142]. The most promising of these are neutro-
phil gelatinase-associated lipocalin (NGAL), cystatin C, 
interleukin-18 (IL-18), liver fatty acid binding protein 
(L-FABP), and kidney injury molecure-1 (KIM-1).

 NGAL

Human neutrophil gelatinase-associated lipocalin (NGAL) 
is a 25 kDa protein covalently bound to gelatinase from neu-
trophils. NGAL is normally expressed at very low levels in 
several human tissues, including kidney, lungs, stomach, and 
colon. Released primarily by activated neutrophils in the set-
ting of infection, NGAL also functions as an acute-phase 
factor indicative of sustained inflammatory injury. The gene 
for NGAL is significantly up-regulated in the kidney very 
quickly after ischemic injury, and the protein is over- 
expressed in distal tubule cells [143]. NGAL has been identi-
fied as one of the earliest and most robustly induced genes 
and proteins in the kidney after ischemic or nephrotoxic 
injury [141, 143–145] and is easily measured in plasma or 
urine very early after injury [135, 144, 146]. Multiple studies 
have validated NGAL as a biomarker of ischemic AKI [144, 
147]. Additional studies have demonstrated elevations in 
NGAL with other forms of kidney injury, including contrast 

nephropathy, lupus nephritis, nephrotoxic injury, and delayed 
graft function in kidney transplants [148–152]. As an iron 
transporting protein, NGAL may play a primary role in renal 
tubular survival and recovery, and has been used therapeuti-
cally in ischemia-reperfusion injury animal models [153]. 
NGAL has emerged as the center-stage player in the AKI 
biomarker field. However, it is acknowledged NGAL appears 
to be most sensitive and specific in relatively uncomplicated 
patient populations with AKI [154] and that NGAL mea-
surements may be influenced by a number of coexisting vari-
ables, such as preexisting renal disease [155] and systemic or 
urinary tract infections [156].

 Cystatin C

Cystatin C is an endogenous cysteine proteinase inhibitor 
produced by nucleated cells at a constant rate. It is freely 
filtered at the glomerulus, reabsorbed and catabolized but is 
not secreted by the tubules. As blood levels of cystatin C are 
not significantly affected by age, gender, race, or muscle 
mass, it is a better predictor of glomerular function than is 
serum creatinine in patients with chronic kidney disease 
[157]. Urinary excretion of cystatin C has been shown to pre-
dict the requirement for renal replacement therapy in patients 
with established AKI [102]. Cystatin C has been shown to be 
predictive of AKI in the intensive care setting [158] and in a 
recent prospective study of cystatin C in pediatric post-CPB 
patients, cystatin C levels at 12 h after CPB were strong inde-
pendent predictors of AKI [159]. Although NGAL outper-
forms cystatin C at earlier time points, an advantage of 
cystatin C is the commercial availability of a standardized 
immunonephelometric assay, which is automated and pro-
vides results in minutes. Additionally, routine clinical stor-
age conditions, freeze/thaw cycles, the presence of interfering 
substances do not affect serum cystatin C measurements.

 IL-18

IL-18, a mediator of inflammation, is produced by proximal 
tubules, and is activated by caspase-1 [160]. The source of 
urine IL-18 elevation in AKI is in part from injured tubules. 
It is more specific to ischemic AKI and is not affected by 
nephrotoxins, CKD or urinary tract infections. In a cross- 
sectional study, urine IL-18 levels were markedly increased 
in patients with established AKI but not in subjects with uri-
nary tract infection, chronic kidney disease, nephritic syn-
drome, or prerenal failure [161]. Urinary NGAL and IL-18 
have been shown to represent early, predictive, sequential 
AKI biomarkers in children undergoing CPB [162]. In 
patients who developed AKI, urinary NGAL was induced 
within 2 h and peaked at 6 h, whereas urine IL-18 levels 
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increased around 6 h and peaked at 12 h after CPB. Both 
NGAL and IL-18 were independently associated with dura-
tion of AKI among cases. Urine NGAL and IL-18 have also 
emerged as predictive biomarkers for delayed graft function 
following kidney transplantation [163].

 KIM-1

KIM-1 is a type 1 trans-membrane protein that is over- 
expressed in dedifferentiated proximal tubule cells after 
ischemic or toxic injury and is easily detected in urine [164]. 
It is specific to ischemic/toxic injury and is not markedly 
upregulated in contrast induced nephropathy, CKD or uri-
nary tract infections. Urinary KIM-1 has been shown in 
small studies to be elevated in adult and pediatric patients 
following CPB [165, 166].

 L-FABP

L-FABP is a 14 kDa protein normally expressed in the proxi-
mal convoluted and straight tubules. L-FABP binds selec-
tively to free unsaturated fatty acids and lipid peroxidation 
products, decreasing lipid peroxidation stress and potentially 
mitigating tissue damage in the setting of ischemia- 
reperfusion injury. Ischemia induces free fatty acid overload 
in the proximal tubule which can exacerbate tubulointersti-
tial disease. L-FABP has been shown to predict AKI after 
CPB-associated injury [167] and in the intensive care setting 
[168]. L-FABP correlates with the histologic severity of dis-
ease [169].

 AKI Biomarker Combinations

Since many pathways are involved in the pathogenesis of 
AKI, it is believed that combinations of biomarkers with dif-
ferent properties may prove most predictive. In a recent 
study of biomarker combinations in pediatric cardiopulmo-
nary bypass patients, the addition of a urine biomarker 
“panel”, consisting of NGAL, IL-18, L-FABP, and KIM-1, 
to a clinical model, enhanced the prediction of AKI at 6–24 h 
after surgery [170]. In this study, biomarkers rose in a pre-
dictable pattern in AKI patients, with significant NGAL ele-
vations at 2 h, IL-18 and L-FABP at 6 h, and KIM-1 at 12 h 
after cardiopulmonary bypass. The importance of determin-
ing the temporal sequence of biomarkers is underscored by 
the four phases of AKI [171]. In the initiation phase during 
the ischemic insult, intracellular ATP depletion is profound, 
and generation of reactive oxygen molecules and labile iron 
is initiated. Vasodilator, ATP-donor, anti-oxidant, and iron 
 chelation therapies may be especially effective during this 

phase, and the appearance of NGAL may be used to trigger 
such therapies. Prolongation of ischemia followed by reper-
fusion ushers in the extension phase. Tubules undergo 
reperfusion- mediated cell death, and the injured endothelial 
and epithelial cells amplify the inflammatory cascades. This 
phase probably represents a window of opportunity for early 
diagnosis with intermediate biomarkers such as L-FABP and 
IL-18, and active therapeutic intervention with anti-apoptotic 
and anti-inflammatory strategies. During the maintenance 
phase, both cell injury and regeneration occur simultane-
ously. Measures such as growth factors and stem cells that 
accelerate the endogenous regeneration processes, initiated 
by later biomarkers with high specificity such as KIM-1, 
may be most effective during this phase. In the future, the use 
of “biomarker panels” will likely allow us to pinpoint the 
timing of injury and assist in selecting appropriately timed 
therapies.

 Renal Angina: Risk Stratification to Optimize 
AKI Biomarker Utility

The primary limitation of AKI biomarkers is loss of fidelity 
by capricious use. An apt analogy is seen in troponin-I mea-
surements. Troponin-I would not be expected to function 
well for prediction of myocardial ischemia in an otherwise 
healthy 25 year old that experienced chest pain after eating a 
fatty meal. Likewise, a troponin-I should not be drawn on 
every 85 year old seen in an emergency room irrespective of 
the presence of chest pain just because myocardial infarc-
tions are more prevalent in older individuals. In fact, when 
troponin is tested in critically patients without signs and 
symptoms of acute coronary syndrome, it loses its diagnostic 
capacity. Therefore, it seems crucial to identify critically ill 
patients at-risk for development of AKI [172]. The empiric 
concept of ‘renal angina’ seeks to add risk stratification to 
critically ill patients and to identify patients for whom use of 
an AKI biomarker (or a panel of markers) would be a “rule- 
out” test, instead of a generic “rule-in” test (i.e., serum cre-
atinine) [172]. The renal angina construct is a composite of 
baseline and contextual risk factors (e.g. diabetes, high-risk 
procedures like cardiopulmonary bypass) and evidence of 
injury (fluid overload, oliguria, increased SCr). Renal angina 
(ANG) can be thought of in terms of a simple equation:

 Renal Angina Threshold Risk of AKI Evidence of AKI= ×  
(43.9)

Thus, as the risk of AKI increases (e.g. BMT patient on 
vasopressors and mechanical ventilation), less initial evi-
dence of AKI is needed (small changes in SCr) to meet the 
threshold for ANG. Conversely, a patient with few risk fac-
tors of AKI (a young child admitted to ICU for bronchiolitis 
but not intubated) would require more evidence of AKI in 
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order to achieve the ANG threshold. Once patients achieve 
ANG, then the task of the clinician is to ‘rule out AKI’, using 
AKI biomarkers and other clinical investigation. We believe 
that this diagnostic framework is consistent with other clini-
cal syndromes and provides an approach that non- nephrology 
clinicians can utilize. In short, renal angina is a clinical guide 
that identifies patients at high-risk for AKI by integrating 
baseline, contextual, and clinical evidence of kidney injury. 
Examples of its potential utility are the following examples: 
(1) pediatric patients undergoing bone marrow transplanta-
tion (BMT) are at high risk for AKI, but there is little utility 
is measuring biomarkers every 6 h in every patient every day 
(2) Patients with sub-RIFLE changes in estimated creatinine 
clearance and increases in fluid overload are at risk for pro-
gression to more severe AKI, but many do not progress (3) 
many patients may present with acutely elevated creatinine 
levels, which may be easily reversible with hydration (“pre- 
renal azotemia” or fluid responsive AKI). By risk stratifica-
tion using renal angina, it is theoretically possible to then use 
an AKI biomarker to identify the patient who actually IS at 
risk for persistent AKI.

The creation of the pediatric renal angina construct was 
based on epidemiologic data for AKI risk in critically ill 
children. The three-tiered clinical risk stratification scheme 
was based on observed AKI rates (defined as pRIFLE-I, or a 
50 % rise in serum creatinine) in a number of pediatric epi-
demiological studies. For all ICU patients, the AKI rates 
have been reported as 4–10 % [13, 41], pediatric BMT recip-
ients have a reported AKI rates of 11–21 % [173, 174], and 
critically ill patients receiving mechanical ventilation have 
reported AKI rates of 50 % [25, 26]. The strata are deemed 
moderate, high and very high risk, respectively. Other 
patients, such as general oncology patients, solid organ 
transplant recipients, and immunosuppressed patients also 
carry increased risk for AKI, but were grouped together in 
the moderate risk groups (ICU admission) for simplicity. 
With increasing risk strata, the thresholds for the correspond-
ing clinical sign (serum creatinine change or percent fluid 
accumulation) to fulfill renal angina criteria decreases 
accordingly. Numerous retrospective pediatric studies have 
demonstrated the potential negative implication of excessive 
fluid overload. Based on aggregate analysis of data and con-
sensus opinion within the ppCRRT, an estimated 10–15 % 
FO at time of initiation of CRRT is associated with increased 
mortality. Using the 10 % number as a median, initial thresh-
olds for renal angina fluid overload reflect standard intervals 
above and below based on risk of AKI (e.g., 5, 10, 15 %) 
[175]. To further relate ANG to the troponin-MI paradigm, if 
a patient has diabetes, hypertension, and smokes, the amount 
of chest pain or dyspnea required to raise suspicion of acute 
coronary syndrome is much less than a thin patient without 
any of these risk factors. Additionally, the construct was cre-
ated with the intent that the negative predictive value should 

be extremely high in patients who do not fulfill the renal 
angina criteria, thus precluding capricious biomarker testing/
assessment in patients who will not likely develop AKI.

The initial studies of the renal angina construct in criti-
cally ill children support the idea that risk stratification with 
secondary use of AKI biomarkers increases predictive preci-
sion for persistent AKI. A broad based study of four large 
PICU cohorts derived and validated the construct; area under 
curve-receiver operating constructs for angina prediction of 
severe AKI at 72 h after assessment of 0.72–0.80 and nega-
tive predictive values were >95 %. Further, inclusion of AKI 
biomarkers (NGAL included) increased the precision of the 
AUC-ROC for angina prediction of AKI . With appropriate 
risk stratification, renal angina may improve the performance 
of AKI biomarkers for prediction of AKI – which then would 
expedite therapy and improve outcomes.

 Future Perspectives in AKI Biomarkers

Although recently discovered biomarkers, most notably 
NGAL, have been validated as a superior mechanism of diag-
nosing AKI earlier than current modalities, little has been done 
to demonstrate clinical translation of these studies. Although 
animal data are abundant, there is currently no study that dem-
onstrates that clinical outcomes can be improved by earlier 
AKI diagnosis. Prospective studies that demonstrate improved 
outcomes with early targeted therapy are needed. Additionally, 
since the majority of pediatric AKI studies have been per-
formed in cardiac surgical patients, it is important to confirm 
results in populations with other mechanisms of kidney injury.
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        Introduction 

 In the more    than 10 years that have passed since September 
11, 2001, emergency preparedness has taken an increased 
place in the minds, practice and training of healthcare pro-
fessions to prepare for several potential scenarios – whether 
for terrorist attacks (e.g. September 11, 2001 attacks or the 

    Abstract 

 Hospital and emergency department emergency management is an essential aspect of mod-
ern healthcare. If one looks back more than 30 years, it would be almost impossible to fi nd 
a hospital role called hospital emergency management or even a position for a healthcare 
emergency manager in a hospital or medical center. Yet, certain aspects of healthcare emer-
gency management responsibilities have always been addressed by hospitals, such as fi re 
safety, backup power, and the ability to handle victims from a mass casualty event. In addi-
tion, the public has strong expectations of the roles hospitals should play during times of 
disaster. Healthcare institutions are expected to provide both emergency care and continu-
ance of the day to day healthcare responsibilities regardless of the volume and demand. The 
public believes that hospitals will have light, heat, air conditioning, water, food, and com-
munications capabilities, regardless of the fact that the institution may itself be affected by 
the calamity. 

 The emergency management activity must be a directed by a multi-disciplinary group 
that is central to all activities and reports directly to hospital administrative and medical 
leadership. This planning effort must focus on all phases of disasters, mitigation, prepared-
ness, response and recovery. These activities must be based on an all hazards approach to 
ensure preparedness for disasters, terrorism events and public health emergencies. Lastly 
these efforts must be inclusive of the entire populations and assure that the hospital is able 
to continue to function during any event to serve its critical resource in the community and 
serve the entire population. In addition to their traditional roles of child expert, advocate for 
children, community provider, family resource, and a force behind new research, pediatri-
cians must now take on new roles regarding disaster, terrorism and public health emergency 
preparedness. Information, education and participation are important initial steps for all 
child health professionals.  

  Keywords 

 Emergency preparedness   •   Emergency management   •   Disaster   •   Terrorism   •   Public health 
emergency  

      Principles of Mass Casualty 
and Disaster Medicine 

           David     Markenson     

  44

        D.   Markenson ,  MD     
  Sky Ridge Medical Center,    
  10101 Ridge Gate Drive,  
 Lone Tree,   CO   80124,   USA   
 e-mail: david.markenson@healthonecares.com  

mailto:david.markenson@healthonecares.com


622

Oklahoma City bombing), natural disasters (e.g. Hurricane 
Katrina or the Alabama tornadoes in 2011), or public health 
emergencies (e.g. pandemic infl uenza). Although not a new 
idea, the notion of “emergency preparedness” has taken on 
both a new meaning and a new emphasis. Understanding 
how to adapt and scale up preparedness to enable effective 
response to natural disasters, potential attacks with chemical, 
biological, radiological and/or explosive weapons, and pub-
lic health emergencies has become a major national priority 
with specifi c emphasis on healthcare emergency prepared-
ness. Signifi cant funds have been spent on healthcare emer-
gency preparedness, including training health care providers 
in disaster response and recovery and in conducting hospitals 
and other healthcare institutions disaster drills and exercises. 
Despite these efforts, there still remain major gaps in emer-
gency preparedness in the healthcare environment, and addi-
tional efforts are needed in education, systems and plans. 

 Children have long been known as innocent victims of 
disasters, public health emergencies and terrorist attacks. 
The literature on natural disasters has also shown that chil-
dren are particularly vulnerable to injury both during and in 
the recovery phase of natural disasters. During the actual 
event, the most common injuries are trauma to which chil-
dren have unique susceptibilities. During the following 
recovery phase, children are uniquely susceptible to typical 
illnesses such as food or waterborne and to injury from unsu-
pervised periods in what are often unsafe areas due to 
downed trees, power lines and other debris. With regard to 
public health emergencies, examples such as the recent pan-
demic infl uenza have shown that children may be affected 
differently from adults, such as unique vulnerability, differ-
ent disease presentations and response to therapy. Lastly the 
classic thinking in the past of children as innocent and unat-
tended victims of terrorism has been re-evaluated. There is 
increasing thought being given to the possibility that chil-
dren could be the primary targets of a group or individual out 
to undermine morale and destabilize our society. In 2002, for 
instance, Suleiman Abu Gheith a senior Al-Qaeda planner 
said “We have not reached parity with [the Americans]. We 
have the right to kill four million Americans – two million of 
them children…” [ 1 ]. In addition, in 2003 the Singapore 
government foiled an Al-Qaeda connected plan to attack the 
American School (in Singapore) with 3,000 American expa-
triate children [ 2 ]. And in late 2004 Chechnean terrorists, 
presumably with Al Qaeda connections, attacked a strategi-
cally unimportant school in Russia. 

 For decades, emergency planning for natural disasters, 
workplace accidents, and other calamities has been the 
responsibility of government agencies on all levels and cer-
tain non-government organizations such as the American 
Red Cross and other international aid organizations. In 
recent years entirely new approaches to emergency planning 
are under development for a variety of reasons. Terrorism 
preparedness is a highly specifi c component of general 

 emergency preparedness. In addition to the unique pediatric 
issues involved in general emergency preparedness, terrorism 
preparedness must consider several additional issues, includ-
ing the unique vulnerabilities of children to various agents 
as well as the limited availability of age and weight appro-
priate antidotes and treatments. While children may respond 
more rapidly to therapeutic intervention, they are at the same 
time more susceptible to various agents and conditions and 
are more likely to deteriorate if not carefully monitored. It 
is therefore imperative to develop strategies to protect chil-
dren from any hazard, including the horrifi c possibility of an 
intentional attack on our youngest citizens. 

 In a time of emergency, pediatric critical care providers will 
not only have to provide direct care to children, but also they 
will more likely have to orchestrate systems of care for chil-
dren and advise governmental and non-governmental agen-
cies on the needs of children. In addition, as the experts on the 
needs of children, they must advocate for the needs of chil-
dren in emergency planning to ensure that the unique needs 
of children are satisfactorily addressed in the overall process. 
As a result, pediatric critical care providers – in addition to 
the knowledge needed for direct patient care and operation 
of pediatric critical care units in times of disasters, terrorism 
and public health emergencies – must also understand the sys-
tems of emergency response and the unique needs of children 
which must be addressed in these systems. To optimally pre-
pare pediatric critical care physicians need to become familiar 
with some key areas of emergency preparedness:
•    Emergency, Public Health and Terrorism preparedness  
•   Unique aspects of children related to disasters, terrorism 

and public health emergencies  
•   Managing family concerns about terrorism and disaster 

preparedness  
•   Hospital preparedness including inpatient and pediatric 

critical care unit preparedness  
•   Community, government, and public health preparedness     

    Disaster Types, Preparedness, 
and Management 

 The World Association of Disaster Emergency Medicine 
and the Offi ce of U.S. Foreign Disaster Assistance defi ne a 
“disaster” as a situation or event that overwhelms local capac-
ity, necessitating a request to national or international level 
for external assistance, or an unforeseen and often sudden 
event that causes great damage, destruction, and human suf-
fering. Disasters are usually described as natural (including 
earthquakes, hurricanes, tornadoes, and fl oods) or man- made 
(including fi re, mass transportation incidents, environmental 
toxins, terrorism and civil unrest). More narrowly defi ned 
and distinct are “mass casualty incidents”—events that cause 
large numbers of injuries but do not threaten or harm large 
segments of the community. The effects of each disaster are 
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different. Considerations are given to the size of the area 
involved, the extent of damage, and the effect on commu-
nity resources. The extent of damage includes the physical 
injury to persons and damage to property, especially destruc-
tion of infrastructure (roadways, bridges, and communica-
tion lines). The effects on community resources include the 
absence of electricity, gas, sanitation, and potable water; the 
necessity for portable shelters; and the potential for recur-
rence (e.g., earthquakes with aftershocks). The planning for 
and response to disasters traditionally has been the responsi-
bilities of federal, state, and local governments, usually via 
an offi ce of emergency management. In the U.S., the Federal 
Emergency Management Agency (FEMA), a federal agency 
under the Department of Homeland Security, is involved in 
declared national emergencies and responsible for the coor-
dination of federal resources. These authorities are respon-
sible for preparedness, response, recovery and conduct these 
activities through duties which include: (1) hospital damage 
assessment; (2) allocation, designation, and distribution of 
casualty collection points; (3) identifi cation, prevention, 
and elimination of public health hazards; (4) coordination 
of activities with support departments, agencies, and public 
utilities; and (5) coordination of requests for mutual aid. In 
addition to governmental agencies, non- governmental and 
volunteer organizations, such as the Red Cross and Salvation 
Army, have key roles in disaster response. 

 Emergency preparedness is important at many levels – 
personal, family, community, regional, state, and federal, 
with the state and federal governments having pivotal roles. 
The federal government provides signifi cant funding for 
disaster preparedness and response and also, to a large extent, 
establishes the framework that is then followed by states, 
regions, and communities. In disaster response, the funding 
and planning tends to be from the top down, whereas the 
response and use of resources tends to be from the bottom 
up. In other words, as resources are exhausted at the local 
level, assistance is requested from the next level, such as the 
state, which then requests federal assistance. A successful 
response to a disaster requires the interaction of personnel 
and resources from multiple agencies in an organized and 
coordinated manner according to a well-formulated plan. 
Although this planning has increased in recent times, the 
attention to the unique needs of children and the inclusion of 
pediatric expertise in the planning phases is still lacking or in 
many cases nonexistent. 

    Hospital Emergency Preparedness 

 The health care facilities responsible for treating pediatric 
victims in a disaster, terrorism and public health emergency 
including biological, radiologic, nuclear, chemical, or explo-
sive event could be strained or overwhelmed. In most situa-
tions hospital disaster plans provide for alert systems and 

call for victims to be triaged in the fi eld and carefully distrib-
uted among available resources to prevent any single facility 
from being overwhelmed. Despite these plans medical facili-
ties can become unexpectedly inundated with patients if 
large numbers of victims appear without ambulance trans-
port and pre-arrival notifi cation. Along similar lines, victims 
appearing without full hospital preparation could thwart 
attempts to isolate contaminated victims from other patients 
and hospital staff. Large-scale biological, chemical, nuclear, 
radiologic, or explosive incidents may necessitate the use of 
alternative health care sites (e.g., auditoriums and arenas), 
which requires that health care resources be dispersed to 
areas where victims may not receive optimal care. 

 Hospitals must ensure that they have adequate plans to 
handle disasters, terrorism and public health emergencies 
and that these approaches conform to an all-hazards approach 
to ensure preparedness for any possible event. These plans 
must also include an effective incident command system that 
incorporates those capable of making decisions for the care 
of pediatric patients. They must also address issues such as 
surge capacity, decontamination, initial care, secondary 
transport (if needed), maintenance of hospital function 
despite regional events (hurricane, fl oods, etc.), evacuation 
(if needed) and staff support and protection. Finally these 
plans must be tested and improved through drills and exer-
cises and staff must be educated.  

    Community and/or Local Government 
Emergency Preparedness 

 Local authorities are the fi rst line of defense in emergencies 
and are primarily responsible for managing the response to 
most disasters. The primary responsibility for the protection of 
citizens belongs to local elected offi cials such as mayors, city 
council members, and boards of commissioners. When a local 
government receives a warning that an emergency could be 
imminent, its fi rst priorities are to warn citizens and to take 
whatever actions are needed to minimize damage and protect 
life and property. If necessary, an evacuation may be ordered. 
The emergency operations plan is at the center of comprehen-
sive emergency planning. This plan spells out the scope of 
activities required for community response. It needs to be a 
living document that accurately describes what the community 
can realistically do. Unfortunately, these documents have rarely 
contained any pediatric consideration, and in only the rarest of 
cases have pediatricians been part of the planning process.  

    State Government Emergency Preparedness 

 In the U.S., states have laws that describe the responsibilities 
of the state government in emergencies and disasters. In 
other areas of the world there may be county or district levels 
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above the local authority, whose structure and responsibility 
mirrors the system in the United States. These laws provide 
governors and state agencies with the authority to plan for 
and carry out the necessary actions to respond to and recover 
from emergencies. State emergency management legislation 
describes the duties and powers of the governor, whose 
authority includes the power to declare a state of emergency 
and to decide when to terminate this declaration. 

 Performing and maintaining the provisions of emergency 
management legislation is generally the responsibility of the 
state emergency management offi ces (some municipalities 
also have offi ces of emergency management). These offi ces 
are organized in a number of ways and have different names. 
Emergency managers are responsible for preparing for emer-
gencies and for coordinating the activation and use of 
resources controlled by the state government when they are 
needed to help local governments respond to and recover 
from emergencies and disasters. In its coordinating role, the 
state emergency management offi ce is involved in virtually 
all serious emergencies, terrorism, or disasters. Using proce-
dures specifi ed in the state emergency operations plan, the 
state emergency management organization coordinates 
deployment of personnel and resources to the affected areas. 
As noted above, pediatric concerns are rarely considered.  

    Federal Government Emergency Preparedness 

 In most countries the ultimate responsibility for disaster 
response rests at the national level (e.g., the U.S. Department 
of Homeland Security (USDHS) through FEMA). In addi-
tion to the activities of FEMA, one of the other functions of 
the USDHS is to foster a closer connection between preven-
tion of terrorist attacks and preparedness for events and 
response after an event. While this organization is a U.S. 
governmental agency, similar agencies have existed in many 
other countries for many years. The USDHS and equivalent 
national agencies in other countries are charged with the 
review and creation of a National Response Plan (NRP). 

 One of the major functions physicians will be involved 
with is the assurance of public health and provision of medi-
cal services. For example in the U.S. Plan, this aspect is 
covered in is Emergency Support Function (ESF) 8, Public 
Health and Medical Services. The role of the Public Health 
and Medical Services ESF is to defi ne how the national gov-
ernment provides assistance to supplement state and local 
resources for public health and medical care needs during 
a disaster. An example of a national resource which could 
be deployed locally is a medical response team. In the U.S. 
these are known as Disaster Medical Assistance Teams 
(DMATs), which are deployable units of 35 physicians, 
nurses, technicians, equipment, and supplies for austere 
medical care. 

 Another major component of the U.S. national prepared-
ness program that is important to all involved in health care 
preparedness and exists in a similar form in many other 
countries is the Strategic National Stockpile (SNS), created 
by Congress in 1999. The SNS is a national repository of 
antimicrobials, chemical antidotes, antitoxins, life-support 
medications, intravenous administration and airway mainte-
nance supplies, and medical/surgical items. The SNS is 
designed to supplement and resupply state and local public 
health agencies in the event of a national emergency any-
where and at any time within the U.S. or its territories. The 
SNS is organized for fl exible response. The fi rst line of sup-
port lies within the immediate-response 12-h push packages. 
These are caches of pharmaceuticals, antidotes, and medical 
supplies designed to provide rapid delivery of a broad spec-
trum of assets for an ill-defi ned threat in the early hours of an 
event. These push packages are positioned in strategically 
located and secure warehouses ready for immediate deploy-
ment to a designated site within 12 h of the federal decision 
to deploy SNS assets. If the incident requires additional 
pharmaceuticals and/or medical supplies, follow-up vendor- 
managed inventory (VMI) supplies will be shipped to arrive 
within 24–36 h. If the agent is well defi ned, VMI supplies 
can be tailored to provide pharmaceuticals, supplies, and/or 
products specifi c to the suspected or confi rmed agent(s). In 
this case, VMI supplies could act as the fi rst option for 
immediate response from the SNS. It is important for 
Pediatric Hospital Providers to understand the contents of 
their countries national stockpile of medications and sup-
plies which may be available for hospitals during times of 
emergencies. This will help them to determine the items and 
quantities which must be stocked locally and which items in 
emergency may be available from national assets. 

 In the past, stockpiles have had limited pediatric capabil-
ity, but in recent years more pediatric-specifi c items have 
been added. Although still not optimal for pediatric care, 
these national stockpiles in most countries still do not address 
some key pediatric needs. The reasons for limited pediatric 
inclusion are varied and may include limited data on usage in 
children, limited sizing for children, and in some cases 
bureaucratic barriers. In the U.S. for example, one of the key 
barriers to pediatric inclusion in the SNS is the restriction 
that the SNS may stock only FDA-licensed items and only 
for their FDA-approved indications. With regard to antimi-
crobial and other therapeutic agents in children, FDA indica-
tions are often lacking. In terms of terrorism-related items, 
this is an even larger issue. As a result, although the stockpile 
does contain many items for children, such as equipment and 
certain pharmaceuticals, including the recent addition of 
medications in suspension preparations, the stockpile does 
not contain therapeutic agents for all indications for children. 
Whatever the reasons for lack of pediatric inclusion in 
national stockpiles, it is imperative that existing agents and 
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those developed in the future have the scientifi c research 
conducted to allow for pediatric indications or development 
of agents appropriate for use in children.  

    Public Health Emergency Preparedness 

 When discussing emergency preparedness, we must also rec-
ognize the need for public health preparedness, which 
ensures coordination of individual responding facilities and 
local communities with the broader response mounted at the 
district, state, and regional level. This requires the presence 
of a strong public health system. To allow for rapid and effi -
cient response, this requires central organization, local 
implementation, and decentralization of some resources 
such as diagnostic capabilities. Healthcare providers must 
understand the importance of public health and their rela-
tionship to departments of health. This includes their role in 
public health, reporting requirements and mechanisms, and 
mechanisms for receiving and soliciting information from 
departments of health. Recent events such as pandemic infl u-
enza have shown the strength of an effective public health 
system in disease surveillance and detection, infection con-
trol, public messaging and management of large scale public 
health events. Despite these successes, recent events have 
also highlighted some of the gaps in our public health system 
of which most signifi cantly are the lack of strong linkages 
between public health agencies and other healthcare entities 
such as hospital and primary care primary care providers and 
public health agencies with suffi cient resources as the fed-
eral, regional and local levels.   

    Mass Casulaty Incidents 

 While not all disasters, terrorism events and public health 
emergencies may lead to mass numbers of ill or injured indi-
viduals, those which lead to mass casualties arriving in a 
short period of time can be some of the most challenging 
events for hospitals to handle. There are two distinct phases 
of care in a mass casualty event [ 3 ,  4 ]. Initially, during casu-
alties’ arrival, the full magnitude of the event is unknown and 
the key element is conservation of limited hospital resources 
and facilities. Stable patients will temporarily receive only 
minimal acceptable care and will be transferred to other hos-
pital areas awaiting later defi nitive care. Only critically – but 
salvageable – patients will have immediate access to key 
hospital resources such as imaging techniques and operating 
rooms. 

 The element of uncertainty in the fi rst phase becomes 
even more prominent with the multi-staged tactics practiced 
by Al Qaeda and associated terror groups. Most recent terror 
acts were evolving, multi-staged events such as; the attacks 

on the Twin Towers, the bombing of the Paradise Hotel in 
Mombassa, Kenya, the (failed) attempt to hit an Israeli air-
liner, the train bombings in Spain, the subway and bus bomb-
ings in London, or the attacks on tourist resorts in the Sinai 
peninsula. Such evolving, serial assaults in the same geo-
graphical area might disrupt any organized approach to man-
age MCS, and contingency plans should take this into 
consideration. To achieve the best results, it is crucial to 
adhere to the basic principle of prioritization of care to life or 
organ endangering conditions with postponement of care to 
less severely wounded patients. The second phase begins 
after containment of the event and arrival of all casualties. 
Following secondary triage, a comprehensive, priority- 
oriented plan for defi nitive care of all patients can be devised. 

    Incident Command System (ICS) 

 All emergency preparedness plans must contain an Incident 
Command System (ICS). The ICS tries to avoid historical 
problems related to mass casualty incidents, such as inade-
quate planning, poor communications, lack of on-scene 
needs assessment, or triage of patients. In general, besides a 
command structure, the ICS also implements perimeters and 
areas to optimize responder safety and patient fl ow, as well 
as the preservation of evidence and environment. 

 The ICS has many potential components and confi gura-
tions depending on the magnitude, location/terrain, weather, 
agencies required to be involved, as well as, volunteering 
groups. For didactic purposes, lists and organizational illus-
trations may be simplistic, so it is important to keep in mind 
that these frames are very  elastic , and should be tailored to 
the specifi c needs of the event. 

 The ICS has eight principles for adequate operation.
    1.     Common terminology  avoids confusion by coordinating 

terms utilized with different agencies, allowing adequate 
identifi cation of personnel, areas, equipment and 
procedures.   

   2.     Modular organization  is based upon a “top-down devel-
opment approach.” Starting at the initial phases of the 
emergency, the Incident Commander will be responsible 
for the implementation and delegation of duties of the dif-
ferent functional areas as the situation develops.   

   3.     Integrated communications  allows the coordination of 
communications plans, operating procedures, terminol-
ogy, and common frequencies.   

   4.     Unifi ed command structure  (Fig.  44.1 ) with one Incident 
Commander or a Unifi ed Command with more than one 
agency sharing responsibility for the management of the 
situation. However, the Unity of Command should be fol-
lowed in which each person reports to one supervisor.

       5.     Consolidated action plans , verbally or written, ideally fol-
low established strategic goals, objectives, and activities.   
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   6.     Manageable span-of-control  in which the number of indi-
viduals that report to a supervisor is established, ideally 5 
with a range of 3–7.   

   7.     Pre-designated incident facilities  or zones that clearly 
indicate areas for command post, search and rescue, stag-
ing, decontamination, transport, press, etc.   

   8.     Comprehensive resource management  that coordinates 
and consolidates independent resources, avoiding clutter-
ing of personnel and communications.     
 The implementation of the Incident Command System 

within a hospital facility can be done following similar 
guidelines, as described above. One approach to hospital 
incident command is called the Hospital Emergency 
Incident Command System or HEICS. Initially developed 
in 1993 in California by the County of San Mateo EMS 
Authority, it has been used more and more nationwide as 
the basis for the hospital response in these situations. In 
HEICS, besides the designation of hospital personnel as 
chiefs and leaders in the different positions, a fourth 
member serving as the Medical Officer is added to the 
Command Staff (Information, Liaison and Safety 
Officers). 

 Casualties’ fl ow consists typically of three waves. The 
fi rst wave, shortly after the event, includes casualties – 
usually with minor injuries – who evacuate themselves or 
who are brought in by bystanders without previous triage. 
This wave arrives while the medical facility is still getting 

 organized and most of the casualties arrive in the hospital 
closest to the scene. This wave can overwhelm any hospital 
and can practically block its emergency facilities [ 5 – 7 ]. It is 
therefore vitally important that with fi rst notice, an experi-
enced physician will be positioned in front of the emergency 
department (ED) to perform primary triage. The second 
wave consists of casualties with more serious injuries, 
which were triaged at the scene, may have required extrica-
tion and received initial treatment and were evacuated by 
EMS transportation. The third wave consists of casualties 
with more minor injuries and of patients with emotional 
stress. This wave can persist for several hours to days after 
the initial event.  

    Casualties’ Flow within the Hospital 

 Rapid, unobstructed casualties’ fl ow within the hospital is 
crucial. Factors to be considered are the hospital layout, 
potential bottlenecks and the number of available trauma 
teams, operating rooms and hospital beds. The basic prin-
ciple is a one-way, forward fl ow from the triage area unto 
the fi nal admitting ward. Therefore, patients proceed in 
their management track only forwards, with no possibil-
ity of backtracking. Backtracking, or slow fl ow through 
the ED, while casualty infl ux continues can have chaotic 
consequences.  
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  Fig. 44.1    Hospital emergency incident command system organizational chart [ 14 ]       
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    Patient Triage 

 By defi nition a mass casualty situation is one in which the 
number of patients exceeds the available resources. As a 
result a basic characteristic of the clinical management in 
MCS is temporary alteration in the standard of care. This 
often takes the form of a reduction in the individual level of 
care, giving priority to procedures aimed at saving the largest 
number of salvageable lives. There is an apparent correlation 
between triage accuracy and casualty outcome    [ 8 ]. The tri-
age offi cer should be a physician experienced in trauma 
management and knowledgeable in the hospitals emergency 
preparedness triage system. The triage offi cer’s role is to rap-
idly identify casualties requiring immediate interventions 
and who have potentially reversible injuries. To reduce over 
triage the triage criteria should include physiologic and ana-
tomic indicators rather than only “mechanism of injury” cri-
teria. In most systems casualties are triaged into one of four 
(or fi ve in some systems) categories. The most commonly 
recognized categories and the usual colors which are used to 
designate them include:

 Red:  Immediate 
 Yellow:  Delayed 
 Green:  Minimal 
 Grey:  Expectant (used in some systems) 
 Black:  Deceased (or expectant) 

   A basic explanation of each color-coded category, with 
examples, is listed below:
    Immediate  ( Red )  –  This includes severely injured 

patients with a high probability for survival. They need 
procedures of moderately short duration required to 
prevent death. Casualties with severe but potentially 
reversible injuries are the focus of medical efforts. 
Examples of these circumstances are: airway obstruc-
tions, accessible hemorrhage, and sometimes emer-
gency amputations.  

   Delayed  ( Yellow )  –  These casualties require operative inter-
ventions that may be delayed without compromise of a 
successful outcome or life endangerment. Temporizing 
measures include IV fl uids, splints, antibiotics, pain man-
agement, catheterization or gastric decompression. Some 
examples are large muscle wounds, major bone fractures, 
uncomplicated major burns, head or spinal injuries and 
intra-abdominal and/or thoracic injuries.  

   Minimal  ( Green )  –  This includes patients without serious 
injuries to vascular structures or nerves. The walking 
wounded can usually provide self-care or only require 
minimally trained personnel. The largest number of casu-
alties belongs to this group.  

   Dead  ( Black )  –  This includes patients found to be dead on 
arrival (DOA) and casualties with non-salvageable inju-
ries who are expected to die. In fi ve category systems 

expectant becomes its own category. These receive low 
treatment priority and are directed to a designated area.  

   Expectant  ( Grey )  –  Casualties who are triaged to the “expect-
ant” category are those who are considered to have a low 
probability of survival with the currently available medical 
resources. They will likely die even if all available resources 
are used to care for them. In a mass casualty setting, such 
effort is better used on other casualties with higher chances 
of survival. “Expectant” casualties are therefore placed in 
the lowest priority for treatment and transport. It is impor-
tant to remember that casualties assigned to the Expectant 
category should not simply be ignored. They should receive 
comfort care or resuscitation should be attempted as soon 
as suffi cient resources become available.    
 One system for triage which has gained support in the 

United States is SALT (Fig.  44.2 ) [ 9 ]. The SALT triage 
methodology was intended, and designed, to be a national 
guideline for mass casualty triage in the United States. It was 
designed to be simple to use and easy to remember. It 
instructs providers to quickly “Sort” casualties by their abil-
ity to follow commands, then to individually “Assess” casu-
alties, to rapidly apply “Lifesaving interventions”, and assign 
a priority for “Treatment and/or transport”. SALT Triage is 
intended to allow rapid evaluation and sorting of any age 
patient injured in any type of event. While applicable to dif-
ferent situations SALT is most suited for scene triage and 
initial triage of those arriving at the hospital who may not 
have been triaged.

   Step 1: Sort – SALT begins with a global sorting of casu-
alties, prioritizing them into tiers for individual assessment. 
In this fi rst step, casualties are asked to walk to a designated 
area. The responder should yell or use a public address sys-
tem to say “If you can hear my voice and need help please 
move to __________.” Those who walk to the designated 
area are the last priority for individual assessment, since they 
are the least likely to have a life threatening condition. 
Specifi cally, the ability to walk indicates that they are likely 
to have an intact airway, breathing, and circulation (they are 
unlikely to have severe breathing diffi culties or a low blood 
pressure because they are able to walk from the scene) and 
intact mental status (because they are able to follow com-
mands). Those who remain should be asked to wave (or fol-
low a command) or be observed for purposeful movement 
(such as trying to free oneself or self-treat an injury). The 
responder should yell or use a public address system to say 
“If you can hear my voice and need help please wave your 
arm or leg.” Those who do not move at all, and those with 
obvious life threats (like major bleeding) are assessed indi-
vidually fi rst since they are the most likely to need lifesaving 
interventions. Those who wave are the next to be assessed. 
Those who walked to the designated location are the last to 
be assessed. It is important to note that the global sorting 
process will not be perfect. Therefore, every casualty must 
be individually assessed, even if they are able to walk. 
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 Step 2: Assess – The second step is individual assessment 
of each casualty, starting with the fi rst priority tier (patients 
who could not walk to the designated area and did not wave 
or have an obvious life threat). 

 Step 3: Lifesaving Interventions – During individual 
assessment rapid lifesaving interventions are performed but 
only if they can be provided quickly, can greatly improve a 
casualty’s likelihood of survival, do not require a care pro-
vider to stay with the patient, is within the responder’s scope 
of practice and any equipment that is needed is immediately 
available. Lifesaving interventions that meet these criteria 
include the opening of the airway with simple basic airway 
maneuvers, two rescue breaths in a child, performing needle 
decompression for casualties with signs of a tension pneu-
mothorax, control of any major hemorrhage using pressure 
dressing or tourniquet and providing auto-injector antidotes 
to casualties with known chemical exposure. 

 Step 4: Treatment/Transport – After any lifesaving inter-
ventions are performed, casualties should be prioritized for 
treatment and/or transport by assigning them to one of the 
fi ve triage categories described above (Immediate, Delayed, 
Minimal, Expectant, or Dead). A key point to always remem-
ber is that each casualty should be individually assessed as 
described above no matter what tier, but starting with those 

who during global sorting did not move, followed by those 
who followed the “wave” command, and then those who fol-
lowed the “walk” command.  

    Principles of Initial Hospital Management 

 Treatment priorities in MCS are to save salvageable patients 
and to prevent complications and future handicaps. 
Generally, patient management should follow accepted 
guidelines (i.e. ATLS), though only essential interventions 
are performed in the fi rst phase and comprehensive treat-
ment of all injuries is postponed. Teamwork is crucial. 
Teams consisting of a physician and (preferably) two nurses 
should be pre-assigned to every ED station. The ED director 
(or other title based on hospital Incident Command System) 
plays the conductor’s role. He coordinates medical teams, 
oversees specialists’ assignments, sets priorities for transfer 
to the operating room (OR), ICU or ward, decides about fur-
ther imaging and ensures continuous patient fl ow through 
the admitting area. An important task is to prevent over-
crowding and excessive commotion in the ED. Personnel 
not directly participating in patient care should be kept away 
to avoid havoc.  
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  Fig. 44.2    SALT mass casualty triage (Reprinted from Lerner et al. [ 9 ])       
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    Use of Radiology 

 The Radiology Department is a common bottleneck during 
disasters and should be used judiciously. As a rule, mobile 
radiography and radiography of the chest, cervical spine and 
pelvis are not performed on a routine basis. Abdominal 
sonography (FAST) is fast and benefi cial but should be used 
sensibly, i.e. in unstable patients to confi rm or rule out intra- 
abdominal bleeding. Following the 1988 Armenian earth-
quake, Sarkisian et al. [ 10 ] reported that 4 % of the patients 
were “operated on solely for physical fi ndings and sono-
graphic data”. CT scanning should be reserved for restricted 
indications and the ED director should make these decisions. 
Brain CT’s are performed only to assist decision-making 
regarding neurosurgery.  

    Operating Room 

 The operating room is also a major bottleneck. Therefore, 
its immediate use should be reserved for a few “absolute” 
indications such as compromised airway or control of active 
bleeding endangering life or limb. Other surgeries are delayed 
to later phases. Once in surgery, the fundamental approach 
is “damage control”. Basically, this situation demands that 
surgeons, accustomed to expending enormous resources 
and time on single patients, reset their priorities and rapidly 
provide only the minimal acceptable care,  moving patients 
quickly through the mostly needed operative procedures in 
order to maximize care to as many patients as possible.  

    Secondary Transport 

 An important aspect of primary triage at the scene is dividing 
patient load between available hospitals, taking into consid-
eration “specialty” capabilities such as neurosurgery, burns 
or pediatric surgery. Secondary transport refers to transfer of 
casualties between medical facilities. This is indicated when 
the primary admitting hospital is unable to provide proper 
care due to lack of essential specialties, overwhelming with 
patient load, inability to provide needed surgery within a rea-
sonable time period or when the hospital itself is compro-
mised by the event (i.e. nature disaster, hazardous materials 
event, war/terrorist event).  

    Re-Assessment Phase 

 Following the fi rst phases of the event, all casualties should 
receive defi nitive, appropriate treatment. To avoid misdiag-
noses and overlooking of injuries, designated teams should 
perform this re-assessment, review every patient’s chart and 

recommend further investigations or interventions. Once 
again, decision making and planning should be centralized, 
taking into consideration individual priorities as well as the 
entire hospital’s capabilities.  

    Communication and Manpower Control 

 Rapid staff recruitment is crucial and each hospital should 
have an effective paging system. Insuffi cient physician’s 
attendance in the ED of a large urban hospital was recorded 
in the fi rst hours after a major earthquake because physicians 
were helping their own families and because of lack of com-
munication or transportation [ 11 ]. On the other hand, Israeli 
experience and data from disaster events have repeatedly 
shown that a large portion of the hospital staff shows up even 
without being paged. Emergency preparedness plans should 
allocate a staff waiting area with communication to the event 
director(s) who will allocate personnel according to needs. 
An “Emergency Operations Center” should be manned rap-
idly in a pre-established location and one which has been 
pre-equipped for this role. Aside from communication within 
the hospital, communication (preferably radio) with the 
EMS forces at the scene is critical.  

    Information Center and Public Relations 

 A public information center should be opened as soon as 
possible. Its telephone lines should be designated in advance 
and their numbers should be announced by the electronic 
media after the event. The information center should have 
software for creating database of missing persons in a man-
ner which has been pre-arranged by the hospital and local 
emergency management and law enforcement agencies. In 
some cases these agencies may provide staff for this func-
tion. As the hospital may be “stormed” by worried relatives, 
the information center should be located distant from the 
patient management area.   

    Personal Protective Equipment 

 Personal protective equipment (PPE) is a critical component 
of protection of healthcare workers, regardless of the disas-
ter. It provides a barrier that allows function in a hazardous 
area or in proximity to patients with infectious agents and 
must be used properly during all phases of response. In some 
cases where risk is present for the healthcare worker, casu-
alty care may have to wait until proper PPE is available. In 
the context of chemical disaster response, PPE is divided 
into two sub-categories: chemical protective clothing and 
respiratory protection. 
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 Chemical protective clothing (CPC) refers to the actually 
protective garment that is worn when performing tasks such 
as decontamination. CPC is rated based on the duration of 
time it would take for a chemical to penetrate the garment; 
the longer the time, the more protective the suit. Also, CPC 
is designed specifi cally to keep a worker’s clothes clean, 
protect against liquid chemical agents, or protect against 
harmful chemical vapors. The highest level of CPC is a fully-
encapsulating vapor tight suit. The second highest level of 
CPC is a fully or partially encapsulating suit, which is resis-
tant to liquid chemicals. The third level of CPC is a hooded 
coverall, which is typical constructed with a laminated or 
plasticized Tyvek®-type material. This is designed to keep 
a worker’s clothes clean, but is not designed to be protective 
against liquid chemicals or vapors. The least level of pro-
tection is simply a laboratory apron, or other uniform- type 
clothing that provides no chemical protection. Chemical pro-
tective clothing is typically combined with a corresponding 
level of respiratory protection to meet the US Environmental 
Protection Agency (EPA) recommended levels of PPE (A, 
B, C and D). 

 For the purposes of chemical disasters there are two 
types of respiratory protection: air-purifying respirators 
and supplied air devices. Air-Purifying Respirators (APR): 
An APR is defi ned under 29 CFR 1910.134(b) of the 
Respiratory Protection Standard to be, “…a respirator with 
an  air- purifying fi lter, cartridge, or canister that removes spe-
cifi c air contaminants by passing ambient air through the air- 
purifying element.” Typically these are either gas mask-type 
respirators or powered air-purifying respirators (PAPRs). 
They also are available in half-face models, but these are not 
suitable for use in emergency response. APRs fi lter chemi-
cal contaminates from breathing air through cartridges or 
fi lters resulting in inhaled air which has been purifi ed. In 
order for APRs to be allowable in a toxic environment, the 
chemical agent must be known, as well as the concentration 
of the chemical present in the area work will be performed. 
The concentration of any chemical must not exceed a level 
considered to be “immediately dangerous to life and health 
(IDLH).” An IDLH atmosphere is defi ned by OSHA to be, 
“…an atmosphere that poses an immediate threat to life, 
would cause irreversible adverse health effects, or would 
impair an individual’s ability to escape from a dangerous 
atmosphere.” If the concentration of any chemical exceeded 
the IDLH level an APR could not be used. Additionally, 
since the worker is breathing fi ltered air, he or she must not 
be working in an oxygen defi cient environment, having less 
than 19.5 % oxygen present. If either of these two conditions 
exists the workers must breathe supplied air and cannot use 
an APR. 

 Supplied air refers to one of two types of respiratory 
protection devices, the self-contained breathing appara-
tus (SCBA) or the supplied airline respirator. Both devices 

 provide a full-face mask through which the worker will 
breathe clean, contaminate-free breathing air, which is either 
carried in a cylinder on their back (SCBA) or is supplied 
through a hose which runs to a generator or large breathing 
air tank in a clean environment. These two levels would be 
used in environments where the type of chemical present is 
unknown, environments that are oxygen defi cient, or envi-
ronments that are considered to be IDLH. 

 OSHA has adopted the EPA “levels of PPE,” which are 
discussed in detail in Appendix B of 29 CFR 1910.120. A 
brief summary is provided below. Each level is a combina-
tion of chemical protective clothing and respiratory protec-
tion. OSHA has allowed hospitals to perform on-site 
decontamination using Level C PPE.
   Level A: provides the highest levels of skin, respiratory, and 

eye protection; it involves:
•    Positive pressure, full face-piece self-contained breath-

ing apparatus (SCBA), or positive pressure supplied 
air respirator with escape SCBA, approved by the 
National Institute for Occupational Safety and Health 
(NIOSH).  

•   Totally-encapsulating chemical-protective suit.  
•   Gloves, outer, chemical-resistant.  
•   Gloves, inner, chemical-resistant.  
•   Boots, chemical-resistant, steel toe and shank.  
•   Disposable protective suit, gloves and boots (depend-

ing on suit construction, may be worn over totally- 
encapsulating suit).     

  Level B: provides the highest level of respiratory protection 
but a lesser level of skin protection; it involves:
•    Positive pressure, full-face self-contained breathing 

apparatus (SCBA), or positive pressure supplied air 
respirator with escape SCBA (NIOSH approved).  

•   Hooded chemical-resistant clothing (overalls and 
long-sleeved jacket; coveralls; one or two-piece 
chemical- splash suit; disposable chemical-resistant 
overalls).  

•   Gloves, outer, chemical-resistant.  
•   Gloves, inner, chemical-resistant.  
•   Boots, outer, chemical-resistant steel toe and shank.     

  Level C: can be worn when the chemical is known, non- 
oxygen defi cient environment, below IDLH; it involves:
•    Full-face or half-mask, air purifying respirators 

(NIOSH approved).  
•   Hooded chemical-resistant clothing (overalls; two- 

piece chemical-splash suit; disposable chemical- 
resistant overalls).  

•   Gloves, outer, chemical-resistant.  
•   Gloves, inner, chemical-resistant.     

  Level D: work uniform affording minimal protection (for 
nuisance contamination only); it involves:
•    Coveralls.  
•   Boots/shoes, chemical-resistant steel toe and shank.        
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    Hospital Based Decontamination 
and Pediatric Considerations 

 For many years, the standard level of preparedness for most 
hospitals in the case of a patient with a hazardous substance 
exposure has been the ability to perform a cursory decon-
tamination of the individual in the emergency department. 
Many hospitals have a dedicated “decon” or “HAZMAT” 
room, which has a shower and some equipment to perform 
this function, but it likely serves as an equipment closet or 
storage area most of the time. Although most hospitals have 
considered the need to perform emergency decontamination 
of victims from a hazardous substances incident, many 
reports have underscored the lack of hospital preparedness 
for victims from a HAZMAT-related event. 

 The process of developing the capability to perform sin-
gle patient or mass casualty decontamination takes time, 
effort, and funding. It is easier for hospitals to initiate plan-
ning for hazardous substances emergencies when a full-time 
emergency manager is employed by the healthcare organiza-
tion; however, this is often the exception rather than the rule 
in healthcare emergency management. It is also important 
that pediatricians be involved so the specifi c needs of chil-
dren in decontamination are included in the hospital plan. 
The OSHA  Best Practices for Hospital - Based First Receivers 
of Victims from Mass Casualty Incidents Involving the 
Release of Hazardous Substances  document discusses ele-
ments of decontamination planning which should be include 
in the decontamination plan as an annex to the hospital’s 
overall emergency operations plan. Engaging community 
stakeholders during this process can assist in creating a 
sound operating plan. Community stakeholders include the 
local hazardous materials response team, the local offi ce of 
emergency management, the health department, private 
companies that use toxic industrial chemicals or materials, 
and others as appropriate. 

 Essential elements of the decontamination plan should 
include the following information:
•    Notifi cation procedures for staff to implement if informa-

tion become available that patient decontamination may 
need to be performed  

•   How to contact members of the decontamination team and 
assemble the staff trained to perform decontamination  

•   Site security procedures to lock down the hospital and 
secure entrances to ensure that all victims who may pres-
ent to the hospital are routed to a single entrance to mini-
mize the risk of facility contamination  

•   Location of decontamination site set-up and appropriate 
criteria for determining when to set up tents and other 
equipment  

•   The appropriate type of personal protective equipment 
(PPE) and respiratory protection to be used to perform 
decontamination  

•   Triage procedures  
•   Functional roles of team members and relevant Job Action 

Sheets  
•   Training requirements of team members and general hos-

pital staff  
•   Medical surveillance policies and procedures for team 

members  
•   Communications procedures  
•   Staffi ng confi gurations and shift rotations for decontami-

nation staff  
•   Integration of the team Incident Command System (ICS) 

structure into the overall Hospital Incident Command 
System (HICS) structure  

•   Demobilization procedures  
•   Clean-up and site restoration plans    

 Initial identifi cation of the hazardous material may be 
impossible until scene responders contact the hospital with 
the specifi c nature of the substance. There are, however, 
ways to determine the general type of substance, based on 
the signs and symptoms reported by victims. Chemical 
agents are usually associated with an acute, or rapid- onset 
of symptoms consisting of irritation or burning of the eyes, 
mouth, and nose; dizziness or light-headedness; shortness 
of breath; altered mental status; or loss of consciousness. 
The rapidity of symptom onset in these victims is what the 
key that will usually point to a chemical exposure. 
Additionally, the history of present illness will give clues to 
the nature of the exposure, such as what the victim was 
doing when the symptoms fi rst began. Victims may report 
they were at work or in a traffi c accident when the symp-
toms began, suggesting an occupational or accidental 
exposure. 

 Current mass casualty decontamination procedures 
designed for adults are risky for children. Children have a 
higher surface area and a more diffi cult time with tempera-
ture regulation; decontamination with room-temperature or 
colder water can lead to dangerous hypothermia. Although 
hypothermia may be a risk, it is less risky than not decon-
taminating a child. Young children may be unable to under-
stand the concepts of decontamination and will be unable to 
comprehend why they must be separated from their family 
and asked to strip down with strangers. Lastly, response per-
sonnel should ensure that clothing is available for children 
after decontamination including diapers for infants. 

 Many shower systems are not suitable for children, who 
require systems that use warm water and are high-volume 
but low-pressure. Shower decontamination units designed 
for young children and infants must be able to accommodate 
an adult (parent or caretaker) as well as the child. Specifi c 
questions to be addressed for pediatric decontamination are:
•    Is the water pressure appropriate? Will it injure a child?  
•   Is the water temperature acceptable? If water is not warm 

it may cause hypothermia  
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•   Can the process handle the non-ambulatory child, as well 
as infants, toddlers, and children with special healthcare 
needs?  

•   Does the method and equipment used allow decontamina-
tion of a child with a parent or caregiver?  

•   Will children follow instructions?  
•   Have mental health concerns been addressed?  
•   What are the long term effects of such decisions?    

 Similar to non-ambulatory patients, children will require 
more time to decontaminate, and require additional staff to 
assist the child through the decontamination process. 
Consider the following when decontaminating children:
•    Keep children with their families or a care giver whenever 

possible.  
•   Have the child go through the decontamination tent with 

the parent and allow more time to ensure that both the par-
ent and child have been washed for a minimum of 5 min.  

•   Be conscious of the increased risk for hypothermia in the 
pediatric population.  

•   Take steps to ensure that decontamination water is heated 
when possible and that blankets and heaters are used in 
the post-decontamination area.  

•   Attempt (when possible) to have dry pediatric-specifi c 
garments (e.g., gowns, diapers) available in various sizes 
for use at the decontamination location.     

    Crisis (or Disaster) Standards of Care 

 An understanding has developed that in order for community 
healthcare delivery systems to remain viable and effective, 
community resources changes must occur with respect to the 
manner in which health care is delivered during disasters, 
terrorism and public health emergencies. Hence, develop-
ment of the term, “altered standard of care”, emerged. While 
there is a lack of a standardized defi nition for the term, the 
problem is it suggests a degradation of health care which is 
not the message to be delivered. The term should not be con-
strued to imply a subjective restriction of service or rationing 
of resources related to clinical care in a subjective fashion 
due because of the negative connotation coupled with the 
potential for disparate impact on the population. The more 
appropriate terms might be either “Crisis Standards of Care”, 
“Disaster Standards of Care”, or more simply revert to the 
term “Standard of Care.” As by most defi nitions the “Standard 
of Care” is what a prudent person would deliver based on 
their training, the situation, the environment and the avail-
able resources which is precisely what is done in a disaster.  

    Alternate Care Sites 

 When planning for surge capacity hospitals often realize that 
even creative use of existing space may not meet the needs of 
number of ill or injured patients. A common approach to this 

problem is the planning for alternate care sites. Alternate 
care facilities function as an extension to the surge planning 
process, through selection and utilization of locations to 
serve as a receiving point for overfl ow patients or those, for 
instance, who were impacted by exclusion criteria. This type 
of facility would likely serve as a holding facility for patients 
with a lower level of acuity, chronic ailments, and/or those 
which who require minimal supervised care. The establish-
ment of alternate care facilities incorporates considerations 
related to the scope of medical care and staffi ng necessary to 
support patients using the prescribed standard of care. 
Alternate Care Facilities are also supported by crisis stan-
dards of care due to decreased numbers of clinicians and the 
resulting increased caregiver/patient ratio which that exceeds 
recognized standards for example.  

    Communication and Information Technology 
Issues 

 Two key elements cited in all evaluations of disaster, terrorism, 
and public health emergency events are communication and 
information technology systems. Telecommunications, includ-
ing telephone, radio, 2-way radio, video, facsimile, and digital 
imaging via satellite transmission, have been used in response 
to disasters. Telemedicine is one technology that can be used 
not only during the disaster phase but also before and after as a 
way to educate the community, institute prevention programs, 
and establish emergency assistance, public health measures, 
and sanitation services. The use of the Internet and electronic 
mail can also prove effective. The use of cellular phones is 
very convenient, but unfortunately, during mass casualty inci-
dents (especially in terror acts) cellular networks tend to col-
lapse due to overcrowding and cannot be relied upon. Radio 
communication is the preferred mode of communication.  

    Unique Aspects of Children Related 
to Terrorism and Disasters 

 Children are uniquely vulnerable to disasters and terrorism 
events because of anatomic, physiological, and clinical fac-
tors, as well as developmental and psychological concerns 
[ 12 ,  13 ]. While children may respond more rapidly to thera-
peutic intervention, they are at the same time more suscepti-
ble to various agents and conditions and more likely to 
deteriorate if not carefully monitored. The general philoso-
phy of children as victims of disasters, terrorism and public 
health emergencies is:
•    Children are more susceptible to certain injuries or envi-

ronmental insults than adults  
•   Children with acute injuries or illness are more likely to 

respond to rapid and effi cient medical care than adults  
•   Since children are not small adults they require equip-

ment and pharmaceuticals designed for their needs    
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    Biologic, Chemical, Radiologic and Trauma 
Vulnerabilities 

 The release of chemical or biological toxins would dispro-
portionately affect children through several mechanisms. For 
example, because children become dehydrated easily and 
possess minimal reserve, they are at greater risk than adults 
when exposed to agents that may cause diarrhea or vomiting. 
Agents that might cause only mild symptoms in an adult 
could lead to hypovolemic shock in an infant. 

 Another example involves the unique respiratory physiol-
ogy of children. Many of the agents used for both chemical 
and biological attacks are aerosolized (eg, sarin, chlorine, or 
anthrax). Because children have faster respiratory rates than 
adults, they are exposed to relatively greater dosages and will 
suffer the effects of these agents much more rapidly than 
adults. Children will also potentially absorb more of the sub-
stance before it is cleared or diffuses from the respiratory 
tissues. Many chemical agents, including certain gases such 
as sarin and chlorine, have a high vapor density and are 
heavier than air, which means they “settle” close to the 
ground, in the air space used by children for breathing. 

 Many biological and chemical agents are absorbed 
through the skin. Because children have more permeable 
skin and larger surface area relative to body mass than adults, 
they receive proportionally higher doses of agents that either 
affect the skin or are absorbed through the skin. In addition, 
because the skin of children is poorly keratinized, vesicants 
and corrosives result in greater injury to children than to 
adults. A further concern in children because of their rela-
tively large surface area in relation to body mass is that they 
lose heat quickly when showered. Consequently, skin decon-
tamination with water may result in hypothermia unless 
heating lamps and other warming equipment are used. 

 In addition children may present with different symptoms 
when exposed to the same agent as adults. An example of 
such a difference is when children are exposed to nerve 
agents. While adults with organophosphate poisoning usu-
ally present with typical muscarinic symptoms, children usu-
ally present with rather unspecifi c central nervous system 
symptomatology, mainly hard to control seizures and coma. 

 In terms of radiologic exposures, children are also more 
vulnerable than adults. First, children have disproportion-
ately higher minute ventilation, leading to greater internal 
exposure to radioactive gases. Nuclear fallout quickly settles 
to the ground, resulting in a higher concentration of radioac-
tive material in the space where children live and breathe. 
Children have a signifi cantly greater risk of developing can-
cer even when they are exposed to radiation in utero. In addi-
tion as radiation has its greatest affects on rapidly growing 
tissues, children with generally more rapidly developing tis-
sues including bone marrow are particularly vulnerable. 
Unlike an adult, a young child’s central nervous system is 
still developing which makes it susceptible to damage from 
even low levels of radiation. 

 With regard to trauma vulnerabilities, they are well 
described in chapter on pediatric trauma. Some examples 
include less rigid thoracic cage providing less protection of 
internal organs, thinner skull allowing internal injury with 
less force applied than in an adult, smaller blood volume 
than an adult allowing the same volume of blood loss to have 
a larger effect on perfusion and thinner abdominal muscles 
which provide less protection to internal organs. 

 Finally, children are particularly vulnerable because of 
physical developmental limitations. Infants, toddlers, and 
young children do not have the motor skills to escape from the 
site of a biological or chemical incident. Even if able to walk, 
they may not have the cognitive ability to understand the pres-
ence of a risk based on a terrorist event and therefore not seek 
an escape or be able to decide in which direction to fl ee. Even 
worse, children may actually migrate toward a disaster event 
out of curiosity to see the gas, colored agent, or other effects.  

    Mental Health Vulnerabilities 

 Disasters and especially terrorist attacks are frightening for 
adults and can be equally or even more traumatic for chil-
dren. Feelings of anxiety, sadness, confusion, and fear are all 
normal reactions. However, if children are anxious, fright-
ened, or confused for long periods of time it can have devas-
tating long-term emotional effects on their well-being. All 
children are at risk of psychological injury such as anxiety 
and post-traumatic stress reactions and disorders from expe-
riencing or living under the threat of chemical or biological 
terrorism. In addition, their emotional responses are height-
ened by seeing their parents anxious or overwhelmed. 
Because children often cannot understand what is happening 
or the steps being taken to mitigate the event, they will often 
be even more fearful of the event and also of the potential for 
future events. In a mass casualty incident, children experi-
ence or witness injuries and deaths, possibly of their parents, 
family and friends, which would produce both short- and 
long-term psychological trauma. 

 How children understand and react to traumatic events 
such as sudden death, violence, or terrorism is related to age, 
developmental status and other factors. A 6-year-old, for 
example, may react by refusing to separate from parents to 
attend school. An adolescent, on the other hand, may attempt 
to hide his or her concern but become sullen, argumentative, 
unusually irritable, or show a decline in school performance.  

    Children with Special Health Care Needs 

 In addition to handling the needs of all children, one needs to 
also address the unique needs of children with special health 
care needs. These children will often present to the hospital in 
times of disasters due to a failure of adequate emergency plan-
ning. It is important for physicians to assure prior to discharge 
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guidance to families of children with special health care needs 
– especially technologically dependant children – regarding:
•    Notifi cation of utility companies to provide emergency 

support during a disaster while also creating contingency 
plans should the utility company not be able to provide 
alternative power in the event of power loss;  

•   Maintenance of medications and equipment should sup-
ply be disrupted during a disaster;  

•   Knowledge of how to obtain additional medications and 
equipment during times of a disaster;  

•   Training for family members to assume the role of in- 
home health care providers who may not be available dur-
ing a disaster;  

•   Keeping an up to date emergency information form to pro-
vide health care workers with the patient’s medical infor-
mation should the regular care provider be unavailable.      

    Pediatric Disasters Preparedness 

 Children have special needs that are rarely considered in 
disaster planning. A determination of the needs of children 
and planning for their care is essential, including children at 
home, school and daycare, in transit, who cannot be reunited 
with family, or when communication is diffi cult. 

 Evaluation of recent natural and man made disasters has 
highlighted that there are several categories of potential 
pediatric victims which can be defi ned:
•    Primary victims: those children who sustain emergent 

physical and mental injuries;  
•   Secondary victims: those children who lost parents; 

whose access to health care and resources such as food, 
shelter, school and health care was compromised; who 
become injured following the event due to debris and 
other hazards; illness from issues such as food or water-
borne illness; and  

•   Tertiary victims: those who saw or heard frequent, graphic 
and explicit scenes of the event but were not directly 
involved in the incident.    
 Planning for natural disasters must account for the unique 

needs of children. A cornerstone of disaster management 
involves the provision of shelters for those affected. While 
these will often be established and run by humanitarian or 
governmental agencies, in certain cases medial professionals 
may be involved in the design or supervision of these shelters 
and in certain events hospitals may have to provide shelters 
for families and worried well. Examples may include medi-
cal professional volunteering for disaster relief operations or 
the need for hospitals to care for victim’s families, the wor-
ried well or less urgent patients when hospital beds become 
a scarce resource. Table  44.1  describes the general pediatric 
requirements for shelters.

   In addition to these general requirements, certain pediat-
ric specifi c supplies should be available in shelters. At a 
minimum these include:

•    Formula and baby food  
•   Age appropriate food for older children  
•   Diapers and disposal facilities  
•   Cribs and beds with rails for young children  
•   Activities for children such as toys and books to help 

focus children on issues other than the disaster    
 It is important to remember that the same public health 

considerations during disasters which apply to adults are 
even more important to children due to their increased vul-
nerability. Examples include the need for maintenance of 
sanitations and clean water supply. In addition it is important 
to avoid unnecessary prophylactic antibiotics and vaccines 
but rather return to normal vaccination schedules and well 
child care. 

 Lastly pediatric disaster preparedness includes provision 
of social services for children. An unfortunate but potential 
reality is that as a result of a disaster, children may temporar-
ily or permanently loose contact with families. Therefore, 
during – and following – disasters, it is important to ensure 
that social service agencies and organizations are available to 
survivors. Rapid reunifi cation of children with parents, or 
other appropriate relatives is an essential goal.  

    Epidemics and Pandemics Preparedness 

 The terms epidemic and pandemic refer to the extent to which 
an infectious disease spreads in a population. An epidemic is 
defi ned by an illness or other health-related issue that occurs 
in higher numbers than would be expected  normally within 

   Table 44.1    Pediatric item requirements for shelters   

 Nutrition, sleeping arrangements, and recreational and therapeutic 
activities that are all appropriate for age and stage of development: 
 Appropriate hygiene/waste disposal resources 
 Basic health screening to ensure appropriate levels of available care 
 Safety and supervision of children around frail adults (including 
preventing access of children to medications) 
 Security of unattended or unsupervised minors 
 Availability of medical information resources (computers, posters, 
phone referral lines, etc.) to aid in appropriate use of medical 
resources 
 Standardized health care data collection 
 Environmental considerations (smoking, alcohol, other drugs, 
weapons) 
 Secure transportation within the shelter and the medical care and 
resources system (transportation of shelter occupants must include 
appropriate offi cial supervision of and accountability for unattended 
minors) 
 Arrangements for children with special health care needs, including 
providing for patients on long-term medications without affecting 
local emergency care resources 

  Based on data from recommendations developed by the Columbia 
University Mailman School of Public Health National Center for 
Disaster Preparedness at the Pediatric Disaster and Terrorism National 
Consensus Conference and published as: Markenson D, Redlener I. 
Pediatric Disaster and Terrorism National Consensus Conference: 
Executive Summary. National Center for Disaster Preparedness, 2003  
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a country or region. A pandemic is a worldwide epidemic of 
a disease. Three conditions must be met for a pandemic to 
occur:
•    A new disease emerges to which a population has little or 

no immunity;  
•   The disease is infectious for humans; and  
•   The disease spreads easily among humans.    

 Historical examples of pandemics and epidemics are:
•    541–542: the Plague of Justinian (thought to be bubonic 

plague)  
•   Fourteenth century: the Black Death (bubonic plague)  
•   1855–1950s: bubonic plague: Third Pandemic  
•   1918–1920: infl uenza: Spanish fl u: more people were 

hospitalized in World War I from this epidemic than 
wounds. Estimates of the dead range from 20 to 100 mil-
lion worldwide  

•   1957–1958: infl uenza: Asian fl u  
•   1968–1969: infl uenza: Hong Kong fl u  
•   2009–2010: infl uenza: 2009 H1N1 fl u pandemic    

 Planning requires that health authorities assess pos-
sible control measures; drug and vaccine inventories; 
emergency mechanisms to increase drug and vaccine sup-
plies; legal and liability issues for mass prophylaxis; and 
research, development, and production capacities for new 
drugs and vaccines. Although infl uenza (fl u) is a com-
mon illness each year, many underestimate the potential 
public health impact of this disease. Each year, infl uenza 
causes respiratory illnesses in thousands of individuals, 
with severe problems usually occurring in children and the 
elderly, as well as those with chronic disease such as heart 
and lung disease, diabetes, and illnesses that weaken the 
immune system. 

 In today’s world, a communicable disease is no longer 
a local or even regional event, it can be a national and even 
global event. As such a communicable disease in one 
country is a mandated concern for all. This reality forms 
the basis of the International Health Regulations (IHR; 
  www.who.int/ihr/en/    ), which gives the World Health 
Organization (WHO) operational authority to ensure the 
proper surveillance and control of epidemics and pandem-
ics that threaten the global community. The chapter on 
pandemic infl uenza and its potential effect on pediatric 
critical care covers the topic of pandemics in much greater 
detail.  

    Terrorism Preparedness 

 Terrorism preparedness presents a unique and specifi c set of 
emergency preparedness challenges. In addition to the spe-
cial pediatric issues involved in general emergency prepared-
ness, terrorism preparedness must consider several additional 
concerns, including the unique vulnerabilities of children to 
various agents, as well as the limited availability of age and 
weight appropriate antidotes and treatments.  

    Conclusion 

 One of the fi rst steps in addressing emergency prepared-
ness for children is to reinforce the notion that they have 
unique vulnerabilities and needs which must be integrated 
in to all levels of planning. But, addressing these particu-
lar needs is diffi cult due to the enormous gaps in the 
understanding of how disasters and weapons of terror 
affect children medically and psychologically. A clear 
research agenda is being developed to examine these and 
other crucial areas of concern. The fact is that reliable 
data on children is scant, and planners must often rely on 
clinical experience and extrapolation from adult studies. 
These both have signifi cant limitations. While testing of 
new medications and therapeutics is rarely done in chil-
dren, it has not been done at all for antidotes or preventive 
agents for terrorist events. Funding is needed to conduct 
research that addresses vaccines, resistance, antidotes, 
pediatric dosing recommendations, resilience, and mental 
health considerations. Disaster, terrorism and public 
health emergency preparedness must become an integral 
part of the scope of academic pediatric activities, includ-
ing both education and research. 

 It should also be pointed out that there is signifi cant 
potential for inequitable distribution of information and 
resources with respect to terrorism and disaster prepared-
ness. Just as traditional health and public health resources 
are often relatively unavailable or inaccessible in under-
served communities, it would not be unreasonable to 
expect the same patterns in the distribution of resources 
for these new challenges. Pediatricians need to be vigilant 
about such possibilities and be prepared to advocate 
appropriately for underserved communities, as well as for 
children in general. 

 In an age of growing threats of natural disasters, acci-
dental catastrophes and terrorism, emergency prepared-
ness has become increasingly essential. In addition to 
their traditional roles of child expert, advocate for chil-
dren, community provider, family resource, and a force 
behind new research, pediatricians must now take on new 
roles regarding disaster and terrorism preparedness. 
Information, education and participation are important 
initial steps for all child health professionals.     
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       Introduction 

 Medical care is a universal need. An austere environment is one 
in which access to defi nitive care is extremely delayed or non-
existent. It is in these areas that basic medical care is needed the 
most. There are many challenges to care delivery in the austere 
environment. Certain medicines may be unattainable, re-supply 
of equipment may be infrequent and incomplete, and potable 
water and sanitation may not be available. Weather conditions 
can complicate care and the remoteness of some areas can pro-
hibit communication to the outside world. Settings for care of 
the critically ill child in an austere environment include; natural 
disasters, war, and remote or underserved areas. Humanitarian 
responses can be considered in three phases; early or emergency 

phase, post- emergency or intermediate, and resettlement or long 
term phase. Each brings their own set of challenges with a vari-
ety of rewards for both the patient and the practitioner. Caring 
for a patient in an austere setting is a strange and complicated 
mixture of being exciting and challenging while simultaneously 
being emotionally, mentally and physically demanding. Many 
healthcare providers gain tremendous personal and career satis-
faction by providing care to people in such circumstances, expe-
riencing the culture and customs of a population that they might 
never have had the opportunity to be exposed to, and developing 
professional and personal contacts with other individuals that 
have similar interests.  

    Provider Opportunities and Readiness 

 In addition to providing care as a military provider in austere 
combat-related settings, volunteer opportunities exist for a wide 
range of provider skill levels and areas of expertise in a variety 
of organizations. Some groups, like Mercy Ships, have a strong 
religious component and might require or prefer that volunteers 
be affi liated with a certain denomination of religion to partici-
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pate in their missions. Some organizations require specifi c 
knowledge of critical care, a specifi c patient population like 
pediatrics, or general humanitarian mission skills. Operation 
Smile (  http://www.operationsmile.org    ), Physicians for Peace 
(  http://www.physiciansforpeace.org    ) and Doctors without 
Borders (  http://www.doctorswithoutborders.org    ) are examples. 

 Opportunities for volunteering also exist via non- 
governmental organizations (NGOs) from around the world. In 
many developing countries, NGOs both indigenous and expa-
triate provide substantial proportion of health and public 
healthcare services, often becoming integrated into the very 
foundations of the local health infrastructure and systems [ 1 ]. 
The social justice principles of NGO operations in the develop-
ing world incorporate cultural, ethnic, and religious respect; 
transparency; human rights; and gender equality [ 2 ]. Volunteers 
should become familiar with the specifi c goals and objectives 
of NGO’s in the area in which they are practicing in, as well as 
the people of the particular organization, which will greatly 
improve their ability to be effective as a health care providers. 
The U.S. Military and Public Health Service also allow volun-
teers to assist with certain relief missions. For example, many 
NGO’s and volunteers served on the USS Comfort after the 
Haiti 2010 earthquake. More information on volunteering with 
the US Military or public health service can be obtained at 
  http://www.med.navy.mil     or   http://www.usphs.gov    . 

 In addition to short-term missions, careers can develop and 
mature while providing care in austere settings. Examples or 
organizations that allow for long-term experiences include the 
World Health Organization (  http://www.who.int    ), UNICEF 
(  http://www.unicef.org    ), United Nations Development 
Program (  http://www.beta.undp.org/undp/en/home.html    ) and 
Catholic Medical Mission Board (  http://cmmb.org    ). 

 One major organization that can be a key resource for 
international pediatric medicine is the World Federation of 
Pediatric Intensive and Critical Care Societies (WFPICCS 
  http://wfpiccs.org/    ). WFPICCS founded in 1997, arose from 
the vision of several world leaders in the fi eld of Pediatric 
Critical Care who saw the opportunity to combine interna-
tional expertise, experience and infl uence to improve the out-
comes of children suffering from life threatening illness and 
injury. WFPICCS is committed to a global environment in 
which all children have access to intensive and critical care of 
the highest standard. It exists to fi nd ways of improving the 
care of critically ill children throughout the world, and make 
that knowledge available to those who care for the children. 

 One major faux pas of humanitarian aid is going where 
volunteers are not wanted or needed or volunteers being poor 
guests [ 3 ]. It is absolutely necessary to defer to the local offi -
cials and to ensure that the goals of the organization are 
aligned with what they require instead of what the volunteer 
may perceive to be the need. Local offi cials must be allowed 
to develop and execute their plans with foreign teams so as 
not to have the foreign team viewed as a threat [ 3 ]. 

 Preparation is very important prior to volunteering in an 
austere setting. Obtaining a valid passport is essential. 

Becoming familiar with the location of the local embassy, in 
addition to methods of how to contact it if needed is also 
highly essential (see information provided at   http://www.
state.gov/     for more details). Volunteers should inquire about 
the country’s requirements for entrance as well as any addi-
tional fees that are required. Volunteers should expect some 
out of pocket costs related to travel and food. Some organiza-
tions require a mandatory donation, which they in turn use to 
buy supplies for the trip and food for the volunteers. 
Volunteers should be prepared to have emergency funds 
available if possible. In addition, volunteers should consider 
having travel health insurance, which covers evacuations, 
should the volunteer’s own health become compromised. 

 Knowledge of preventative medicine and of the diseases 
endemic to the area is very important. The differential diag-
nosis for signs and symptoms of common endemic diseases 
in austere settings are listed in Table  45.1 . Malaria, tubercu-
losis, cholera, dengue fever and typhoid are all common 
throughout parts of the developing world. Table  45.2  
describes signs and symptoms of severe malaria, which is 
common in areas in both Africa and Asia. Standard treat-
ments of common endemic diseases in austere settings are 
presented in Table  45.3  and a treatment indication score 
chart for child with suspected TB is displayed in Table  45.4 .

   Table 45.1    Differential diagnosis of common illnesses specifi c to 
developing countries according to signs and symptoms   

  Causes of lethargy ,  changes in LOC or convulsions : 
 Cryptococcal meningitis (consider if pt is HIV positive), cerebral 
malaria, fever, typhoid 
  Respiratory distress / wheezing : 
 Malaria, asthma, tuberculosis, pertussis, pneumonia (as a result of a 
severe systemic viral infection 2nd to measles or fl u but can also be 
bacterial), measles, epiglottitis, diphtheria 
  Diarrhea : 
 Cholera, amebic dysentery, giardia, E. coli, typhoid fever 
  Fever  
 Dengue or hemorrhagic fever, tuberculosis, typhoid fever 
  Rash  
 Dengue or hemorrhagic fever, scabies, rubella, measles, yaws, 
monkey pox, disseminated intravascular coagulation 

  Based on data from Eddleston et al. [ 4 ]  

   Table 45.2    WHO criteria for severe malaria   

 Clinical fi ndings  Laboratory tests 

 Prostration  Severe anemia 
 Impaired consciousness  Hypoglycemia 
 Respiratory distress  Acidosis 
 Multiple convulsions  Renal impairment 
 Circulatory collapse  Hyperlactatemia 
 Pulmonary edema  Hyperparasitaemia 
 Abnormal bleeding  Blood fi lms 
 Jaundice 
 Hemoglobinuria 

  Reprinted from Eddleston et al. [ 4 ]. With permission World Health 
Organization  
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      Volunteers in austere settings must also protect themselves 
from endemic diseases. Pre-travel vaccination is often required 
and should always be performed if time permits. Vaccination 
recommendations vary by location with some that are required 
weeks prior to travel. Vaccination information by region can be 
found at   http://www.who.int    . Preparing for anti-malarial pro-
phylaxis if appropriate based on location is also necessary. The 
CDC is an excellent reference to further research the require-
ments and recommendations of various countries (  http://www.
cdc.gov    ). Maintaining safe eating habits also minimizes the 
risk of endemic gastrointestinal diseases. Only eating food 
from sources that have been approved by the organizing entity 
of the mission is the safest (but not perfect) way to stay healthy. 
To prevent a parasitic infection, the use of oral anti-parasitic 
medications, such as mebendazole 500 mg or albendazole 
400 mg, just after leaving an austere environment is advisable. 

 Medical volunteers in austere settings need to be mentally 
prepared to witness absolute devastation, suffering, and need. 
The living conditions are often spartan at best and the physi-
cal requirements can be as demanding as the mental stress of 
caring for patients in this setting. The biggest challenge that 
many volunteers face is the emotional, physical, and mental 
exhaustion. Most people join the medical fi eld to help others 
and to reduce pain and suffering. Witnessing continual suffer-
ing fi rst hand is diffi cult and draining. It is vital to proactively 
address the stress associated with volunteering in these situa-
tions. The establishment of a support system of peers and 
supervisors is necessary to maintain the mental health of the 
group of providers. Frequent monitoring of the care teams 
morale and mental health is important to reduce the risk of 
adverse reactions of being in this high stress environment. 

 It is necessary for volunteers to be aware of the political 
climate of the location of their deployment. Developing 
countries often have political unrest, including civil war, 
which can increase your risk as a volunteer. Understanding 
these risks and prospectively developing an exit strategy if 
the situation becomes too risky is highly recommended. It is 
also important to be aware of not allowing oneself to be 
placed in unsafe situations if it can be avoided. Volunteers 
should leave a copy of their passport back home with some-
one who knows where they will be traveling. Volunteers 
should know the resources available within the country that 
they are traveling. Such resources can include the United 
Nations, local government, and other NGOs all of can poten-
tially assist with emergency return to your home country. 

 Providing care in an austere environment is challenging. 
Volunteering takes individuals away from their comfort level 
and forces them to see a side of things that they may have 
been naive too. Confi dence and fl exibility is necessary since 
care often needs to be provided in circumstances that the 
practitioner is not accustomed to providing care within. 
Providers must be willing to care for young children and 
elderly patients, as well as for the critically ill versus those 
with routine illnesses.  

    Cultural Sensitivity 

 Understanding the local culture is very important when pro-
viding care in austere settings. Volunteers should be particu-
larly sensitive and aware of how they dress, act, eat and 
drink. Volunteers should embark on their mission with a 

    Table 45.4    Treatment indication score chart for child with suspected TB   

 Score  0  1  2  3 

 Length of illness  <2 weeks  2–4 weeks  >4 weeks 
 Weight for age  >80 %  60–80 %  <60 % 
 Family TB history 
(past or present) 

 None  Reported by family  Diagnosed by sputum 

 TB skin test  Positive tuberculin skin testing (TST) >5 mm in 
diameter if patient is HIV positive, and >10 mm 
in non HIV population. TST isn’t the best and 
most reliable as it is dependent on the fact that 
cell-mediated hypersensitivity commonly 
develops within 8 week after infection. 3 sputum 
smears is the best but more diffi cult diagnostic 
tool for adults 

 Nutritional status  Malnutrition, poor dietary intake, inappropriate 
weight for height/age not improving after 
4 weeks 

 Additional symptoms  Unexplained fever or 
night sweats or no response 
to malaria medications 

 Large painless lymph nodes in neck, axilla or 
groin 

  Adapted from Graham [ 5 ]. With permission from Springer Science + Business Media 
 If the total score is 7 or more treat for TB. If the total score is less than 7 treat if CXR is characteristic of TB or if the child does not respond to two 
7 day courses of two different antibiotics  
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desire to see a different way to provide care, rather than 
insisting that their way is the only way [ 3 ]. Simple behaviors 
such as eye contact, a thumbs-up sign or showing the soles of 
your shoes can be interpreted as offensive. Guidance from 
people native to the region is very often required to obtain a 
deeper understanding of what is acceptable behavior and 
what is not. Some examples of cultural differences include; 
the presence of the husband for married women requiring a 
physical examination, prohibition of genital exams, and 
inquires about sexual practices. Other differences in ethnic-
ity revolve around practical issues such as not keeping 
appointments, arriving late, or seeking consultation outside 
of opening hours [ 6 ]. 

 Many cultures in austere settings primarily use an elder 
tribesman as their Medicine Man, Shaman, or Witch Doctor. 
To gain acceptance it is often required to incorporate or 
include these individuals in the therapeutic plan, providing it 
does not increase the risk of harm or adverse effects for the 
patient. For example, Voodoo medicine is still practiced as 
the primary source of “medical treatment” for many families 
in Haiti. The incorporation of bedside prayers or the place-
ment of a signifi cant religious item at the bedside is safe for 
the patient, allows for the development of trust, and who 
knows, it might even work. Most organizations ensure trans-
lators are present to communicate between the patients and 
the health care volunteers. That said learning a few useful 
phrases assist with gaining trust.  

    Patient Care 

 There are a few major differences when practicing medicine 
in austere environments. Triage of patients is not according 
to who is the most ill, but instead who is most salvageable 
and whose care can be sustained. Initially, it is diffi cult to 
make this paradigm shift, but once the local limitations are 
recognized it becomes apparent that this approach to triage is 
appropriate and essential. For patients triaged to not receive 
care due to low probability of survival or long-term sustain-
ability of treatment, comfort or palliative care is required. In 
addition to being diffi cult for providers, it can be initially 
confusing to the local population that often expects miracles 
from providers from the developed world. But, if it is 
explained respectfully that there is nothing that can be done 
or would be appropriate to do, it is almost always understood 
and genuinely appreciated that an evaluation was performed 
and that you cared enough to be there. Table  45.5  lists pre-
senting signs and symptoms that indicate triaging priority.

   Recent combat operations in Iraq and Afghanistan have 
increased the need for pediatric critical care skills for chil-
dren either injured by combat-related events or for humani-
tarian aid at military facilities [ 7 – 11 ]. Data collected by the 
U.S. military indicate that the mean (±standard deviation) 

age of children treated in both theaters of war is 10 years 
(±5) with a mean hospital length of stay of 7 days. Children 
account for 4–7 % of all admissions to U.S. military hospi-
tals and they account for 10–12 % of all hospital bed days [ 7 , 
 11 ]. In Afghanistan, these proportions are increased with 
children comprising 15 % of all admissions and 25 % of all 
hospital bed days. Combat casualty care providers will fre-
quently treat children who often sustain severe injuries that 
are associated with increased mortality compared to adults. 
In a review of children treated at a Combat Support Hospital 
(CSH) in Iraq, children less than 8 years of age had an 
increased severity of injury (as measured by Injury Severity 
Score) and an increased incidence of death after adjusting for 
severity of injury as compared to older children and adults 
[ 12 ]. When data from Iraq and Afghanistan are combined, 
the overall primary causes of death are traumatic brain injury 
(29 %) and burns (27 %) [ 13 ]. 

 Many chronic medical conditions, that can be life threat-
ening in specifi c circumstances (allergic reactions, asthma, 
insulin dependent diabetes, and epilepsy) can be successfully 
treated in the austere environment. It is the long-term man-
agement of these conditions that can prove the most chal-
lenging due to the inability to maintain a supply of 
medications and the lack of compliance. 

 Care in the austere environment presents itself with many 
unique circumstances that are never encountered in typical 
settings in modern care facilities. Modern medicine is in an 
era of medical specialization and few providers’ care for 
patients from start to fi nish. In the austere environment the 
complete opposite exists where providers almost always 
practice outside of their area of expertise and are the sole 
practitioner for patients. The need for creativity and improvi-
sation with supplies is almost universal in austere settings. 
One example was recently described in a U.S. military report 
from the Iraq war [ 14 ]. Early in the war patient warming 
devices were not available. To prevent or treat hypothermia 
in combat casualties, cardboard boxes that were sent as care 
packages were cut open and re-secured with duct tape to 
encase patients below the neck. Hairdryers were then placed 

   Table 45.5    Children with priority   

 Children with priority 

 Any sick child aged <2 months 
 Visible severe wasting 
 Fever >38.5 
 Any respiratory distress 
 Irritability, restlessness, lethargy 
 Burns greater than 15 % TBSA 
 Trauma 
 Poisoning 
 Severe pain 

  Reprinted from Eddleston et al. [ 4 ]. With permission World Health 
Organization  
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into a cut-out hole and a second hole also cut to allow out-
fl ow of air was created. This make-shift method of warming 
patients was very effective and inexpensive. Becoming 
familiar with supplies not used on a daily basis will be an 
asset. One such piece of equipment is the intraosseous nee-
dle. While all pediatric trained practitioners are well aware 
of the indications and use of intraosseous needles, adult 
trained practitioners may not be familiar with pediatric use 
and technique of insertion. Since children often present in 
severe hypovolemic shock it is essential that all practitioners 
caring for children in austere settings be trained on the use of 
intraosseous needles. 

 Volunteers should be aware that local myths, religion and 
beliefs at times cloud the medical knowledge in developing 
countries and therefore one signifi cant contribution of volun-
teering is to improve education. There is a large defi ciency in 
the education and knowledge of basic preventative health 
care in under-developed areas. There is signifi cant need for 
sexual education to assist with birth control and the spread of 
sexually transmitted diseases. Basic hygiene practices often 
need to be taught to decrease the transmission of many infec-
tious diseases. Oral hygiene can be non-existent and dental 
care sparse, allowing the people to become further suscepti-
ble to diseases. Proper education is often appreciated and has 
signifi cant long-term effects. The risks associated with the 
lack of potable drinking water often needs to be taught. 
Villages far from cities in under developed countries suffer 
the most as some of these remote communities don’t have 
wells to obtain water and epidemics such as cholera are 
spread quickly through unsanitary living conditions, 
improper hygiene, and tainted water. Organizations exist that 
focus on increasing the availability of clean drinking water to 
remote locations. The water project (  www.thewaterproject.
org    ), WaterAid America (  www.wateraidamerica.org    ), and 
Water for People (  www.waterforthepeople.org    ) are a few of 
the existing organizations. 

 The limitation of heroic measures is necessary in austere 
settings. This at times may be diffi cult to do since it is com-
mon to be very aggressive in the developed world. In this 
setting it is very important to continually assess that the care 
being provided is appropriate for the current situation. This 
requires the assessment of the probable outcome and deter-
mining if the local community will be able to sustain care for 
the child. One major fl aw of humanitarian aid is the failure to 
match available technology with local needs and abilities [ 3 ]. 
Despite what we are accustomed to, a vast part of the world 
lacks modern electronic equipment, electricity, and drink-
able water. It’s imperative to resist the urge to bring advanced 
technology since the local health systems are not built to sus-
tain and maintain such devices. 

 In the developed world, the value of mental health care is 
appreciated and becoming more recognized, but in under 
developed countries mental illness still carries a stigma and 

is grossly neglected. The sustainability of care for mental 
illness may not always be feasible in the austere setting, but 
attention in this area is often needed and it should be focused 
on when possible. Accounting for how local religion prac-
tices view mental disorders is essential in acceptance and 
effi cacy in its treatment. 

 Returning home to “normal” life is not easy for some. 
Feelings of guilt regarding the contrast in the level of care 
provided between the developed and developing world, and 
concern for the patients left behind may persist for years. In 
addition, there is often a newfound appreciation for the stan-
dard comforts of home that was previously taken for granted. 
Providing care in austere settings can provide a different per-
spective on the typical care provided in the developed world 
and on life in general.  

    Conclusion 

 Care for the critically ill child in austere settings is com-
plex. It can be extremely rewarding and challenging and 
simultaneously can also be depressing, frustrating, and 
dangerous. Providing care that is appropriate in the local 
setting requires substantial knowledge of the local cul-
ture, medical infrastructure, and capabilities of the popu-
lation being served. When done well, the indigenous 
population can benefi t signifi cantly. As a secondary ben-
efi t, the opportunity to treat critically ill children in aus-
tere settings can be very worthy to the practitioner. It 
provides a perspective that is very valuable for self-growth 
and provides a unique experience that cannot be repli-
cated elsewhere.     
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        Introduction 

 The risk of biological, chemical, or radiological weapon use 
has increased as terrorists become more familiar with these 
agents and their potential for harm. Biological and chemical 
agents possess desirable qualities as weapons of terror. 
Biological agents are invisible to the eye, odorless, poten-
tially lethal in particulate form; natural organisms are read-
ily available, and can be disguised as natural disasters to 
spread fear and disease. Chemical agents rapidly attack the 
body’s critical physiological centers, disabling or killing 
victims. Biological and chemical weapons also force con-
sumption of vast amounts of response resources, restrict 
normal activity in the contaminated area, and induce fear 
and panic [ 1 ,  2 ]. These agents are often referred to as “weap-
ons of mass destruction (WMD)”, but from a medical sense 
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    Abstract   

 Children have myriad unique needs compared to adults during all types of disasters. Many 
of these unique needs emanate from the fundamental differences between adults and 
 children in terms of anatomy and physiology. In the event of a biological or chemical 
 terrorism event, the diffi culties which arise from these differences are complicated by a lack 
of weight-based medication dosing guidelines, a lack of appropriate sized supplies, and a 
lack of evidence-based practices in children. The risk of biological, chemical, or radiologi-
cal weapon use has increased as terrorists become more familiar with these agents and their 
potential for harm. Biological agents are invisible to the eye, odorless, potentially lethal in 
particulate form; natural organisms are readily available, and can be disguised as natural 
disasters to spread fear and disease. Chemical agents rapidly attack the body’s critical 
 physiological centers, disabling or killing victims. Potential biochemical agents of terror-
ism include;  Bacillus anthracis  (anthrax),  Yersinia pestis  (plague), tularemia, small pox, 
botulinum toxin, nerve agents and cyanide. Healthcare providers need to be familiar with 
clinical presentation and life-saving treatment modalities, as well as the precautions neces-
sary to prevent contamination and transmission to healthcare workers and to proactively 
plan for the needs of children during a disaster.  
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they are weapons of potential mass injury since they may 
lead to major loss of life in the absence of early life support 
measures [ 3 ]. 

 Compared to military situations, the intentional release 
of biological or chemical agents into the civilian populace is 
usually unforeseen; and since detection systems are not 
widely available, the victim’s signs and symptoms are usu-
ally the fi rst attack indicators. Confusion and chaos are 
expected and the provision of prompt and effective care will 
be challenging. Healthcare providers need to be familiar 
with clinical presentation and life-saving treatment 
 modalities, as well as the precautions necessary to prevent 
contamination and transmission to healthcare workers. 
Providers will face several challenges in caring for victims 
of biological and chemical terrorism: (1) the agents, treat-
ments and diagnostic tools are unfamiliar; (2) victims may 
present far removed in time and place from a “release” event 
due to incubation periods; (3) presenting signs and symp-
toms will be nonspecifi c and when disease-specifi c ones are 
present, treatment is likely to be ineffective; (4) stockpiles 
of therapeutic drugs are not readily available, approved for 
children, routinely prescribed by pediatricians, or available 
in liquid preparations; and (5) providers lack adequate 

 training [ 4 ]. The epidemiologic clues to a potential terrorist 
attack are presented in Table  46.1 . Prompt notifi cation of 
local and state public health offi cials is critical when there is 
a suspicion of exposure to a biological, chemical or radio-
logical agent. The contact information for the Centers for 
Disease Control (CDC) and other relevant federal govern-
ment agencies are listed in Table  46.2 . Moreover, an orga-
nized, 10-step approach for the management of victims of 
biological terrorism has been published and could be 
extended to include victims of chemical warfare (see 
Table  46.3 ) [ 5 ].

     Intentional biologic and chemical exposures are made 
possible by “weaponization”. Each of the biologic or chemi-
cal agents discussed in this chapter has been manufactured in 
dry (powder) and/or wet forms which permit aerosolization. 
Agent dissemination can occur via explosive, injection or 
spraying devices. Spray dissemination is the most effective 
and can be utilized within closed ventilation systems [ 6 ]. 
Secondary transmission of bioweapons occurs because of 
person-to-person transmission. Treatment regimens for spe-
cifi c biochemical intoxications are listed in Table  46.4 . For 
the purpose of this chapter, we will assume that all patients 
will receive standard supportive care as well as appropriate 
emergency and resuscitative therapies as clinically indicated. 
This chapter will discuss the disease presentations associated 
with the intentional dissemination of biological and chemi-
cal agents, not radioactive agents.

   Table 46.1    Epidemiologic clues of a bioterrorist attack   

 Presence of an unusually large epidemic 
 High infection rate 
 Disease limited to a discrete population 
 Unexpected severity of disease 
 Evidence of an unusual route of exposure 
 Disease in an atypical geographic locale 
 Disease occurring outside normal transmission seasons 
 Disease occurring in the absence of usual vector 
 Simultaneous outbreaks of multiple diseases 
 Simultaneous occurrence of human & zoonotic disease 
 Unusual organism strains 
 Unusual antimicrobial sensitivity patterns 
 Disparity in attack rates among persons indoors & outdoors 
 Terrorist claims 
 Intelligence reports 
 Discovery of unusual munitions 

  Based on data from Pavlin [ 4 ]  

   Table 46.2    Points of contact 
and training resources   

 CDC emergency response hotline:  770-488-7100 
 CDC bioterrorism preparedness & response program:  404-639-0385 
 CDC emergency preparedness resources:    http://www.bt.cdc.gov     
 FBI (general point of contact):  202-324-3000 
 FBI (suspicious package info):    http://www.fbi.gov/pressrel/pressrel01/mail3.pdf     
 Health Canada (suspicious package info):    http://www.hc-sc.gc.ca/english/epr/packages.html     
 USAMRIID general information:    http://www.usamriid.army.mil     
 USAMRICD training materials:    http://ccc.apgea.army.mil     
 U.S. Army Medical NBC defense information:    http://www.nbc-med.org     

   Table 46.3    10-steps in managing a potential biochemical event   

  1. Maintain an index of suspicion 
  2. Protect thyself 
  3. Assess the patient (primary survey) 
  4. Decontaminate as appropriate 
  5. Establish a diagnosis (secondary survey) 
  6. Render prompt treatment 
  7. Practice good infection control 
  8. Alert the proper authorities 
  9. Assist in the epidemiological investigation 
 10. Know and spread the gospel (remain profi cient) 

  Reprinted from Cieslak and Henretig [ 5 ]. With permission from 
Military Medicine:  International Journal of AMSUS   
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       Historical Context of Biological 
and Chemical Agents 

 The deployment of biological and chemical agents has been 
described throughout human history; as early as 400 BC the 
Persians, Greeks and Romans used various biological toxins 
during battles [ 7 ]. Smallpox-contaminated blankets were 
used as bioweapons by European soldiers against fi fteenth 
century South American natives and British soldiers initiated 
a smallpox outbreak during the French and Indian Wars 
(1754–1767) among American Indians sympathetic to the 
Americans [ 8 ]. Chemical warfare was introduced into mod-
ern warfare during World War I; the Germans used chlorine 
gas against French troops at Ypres, Belgium in 1915 yielding 
an estimated 5,000 casualties [ 9 ]. 

 Chemical and biological weapons have been used against 
civilian targets in the modern era as well. Saddam Hussein 
and the Iraqi military used the nerve agent sarin against 
Kurdish villagers and the Iranian military during the Iraq- 
Iran War in 1988. Sarin was used in 1995 by the Japanese 
terror cult Aum Shinrikyo, who released the agent in a Tokyo 
subway station, killing 12 and injuring 5,500. Notably, many 
of the injured were unprepared healthcare providers [ 10 ]. 

Finally, there was the well publicized attack in the United 
States in October 2001, wherein anthrax spores disseminated 
via contaminated mail resulted in 22 cases of clinical anthrax 
and fi ve deaths [ 11 ].  

    Pediatric Unique Factors 

 Children have myriad unique needs compared to adults dur-
ing all types of disasters. Many of these unique needs ema-
nate from the fundamental differences between adults and 
children in terms of anatomy and physiology. The diffi culties 
which arise from these differences are complicated by a lack 
of weight-based medication dosing guidelines, a lack of 
appropriate sized supplies, and a lack of evidence-based 
practices in children [ 12 ]. These effects are further com-
pounded by the age and developmental stage of the child 
when it comes to the ability to communicate with respond-
ers, the motor and cognitive skills necessary to detect and 
avoid danger, and the inability to comprehend and to follow 
instructions [ 13 ]. Moreover, the psychological trauma suf-
fered by children will potentially be immense. Children have 
an incomplete concept of body integrity, ill-defi ned concept 
of death, and fear of medical procedures which might cause 

        Table 46.4    Therapeutic    recommendations for specifi c biological and chemical agent exposure   

 Condition  Adults  Children  Notes/alternative therapy 

 Nerve Agents  Atropine 2–5 mg/kg IV, q 5–10 min 
 Pralidoxime 1–2 g IV, q1h 

 Atropine 0.02–0.05 mg/kg IV, q 5–10 min 
 Pralidoxime 20–50 mg/kg IV, q 1 h 

 Dose until heart rate > 80 bpm 

 Cyanide  Sodium nitrate; 300 mg IV THEN 
 Sodium thiosulfate; 12.5 g IV OR 
 Hydroxocobalamin 5 g IV 

 Sodium nitrate; 0.33 ml/kg, IV THEN 
 Sodium thiosulfate; 400 mg/kg IV OR 
 Hydroxocobalamin 70 mg/kg 

 Inhaled amyl nitrite 1 ampule 
(0.2 ml) if IV access not 
available 

 Botulism 
(therapy) 

 Supportive care; Antitoxin and 
immunoglobulin may halt the 
progression, not reverse symptoms. 

 Supportive care; Antitoxin and 
immunoglobulin may halt the progression but 
not reverse symptoms. 

 Anthrax-
inhalational 
(therapy D,E ) 

 Ciprofl oxacin C  400 mg IV q12h OR 
 Doxycycline 100 mg IV q12h 
 AND 
 Clindamycin A  900 mg IV q8h 
 AND 
 Penicillin G B  4 mil U IV q4h 

 Ciprofl oxacin C  10–15 mg/kg IV q12h OR 
 Doxycycline 2.2 mg/kg IV q12h 
 AND 
 Clindamycin A  10–15 mg/kg IV q8h 
 AND 
 Penicillin G B  400–600 k U/kg/d IV ÷ q4h 

 A – Rifampin/Clarithromycin 
 B – Ampicillin, Imepenem, 
Meropenem, or Chloramphenicol 
for CSF penetration 
 C – Levofl oxacin/Ofl oxacin 
 D – After 14 days, switch to oral 
 E – Parenteral therapy preferred, 
mass casualty/resource constrains 
may necessitate oral therapy 

 Anthrax-
inhalational 

 Ciprofl oxacin 500 mg PO q12h OR 
 Doxycycline 100 mg PO q12h 

 Ciprofl oxacin 10–15 mg/kg PO q12h OR 
 Doxycycline 2.2 mg/kg PO q12h 

 60 day therapy course 
 Post-Exposure 
Prophylaxis--14 days, then 
switch to oral agent 

 Plague & 
tularemia 
(therapy) 

 Gentamicin 5 mg/kg IV qd OR 
 Doxycycline 100 mg IV q12h OR 
 Ciprofl oxacin 400 mg IV q12h 

 Gentamicin 2.5 mg/kg IV q8h OR 
 Doxycycline 2.2 mg/kg IV q12h OR 
 Ciprofl oxacin 15 mg/kg IV q12h 

 Plague  Doxycycline 100 mg PO q12h OR  Doxycycline 2.2 mg/kg PO q12h OR  Prophylaxis 
 Tularemia  Ciprofl oxacin 500 mg PO q12h  Ciprofl oxacin 20 mg/kg PO q12h 
 Smallpox  Supportive care  Supportive care  Therapy 

 Vaccination may be effective, give 
within several days of exposure 

 Vaccination may be effective, give within 
several days of exposure 

 Prophylaxis 

  Based on data from Cieslak et al. [ 6 ]  
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a child to cry inconsolably, resist decontamination, and 
attempt to run away from medical assistance. Finally, chil-
dren are susceptible to both acute and post traumatic stress 
disorder and to the stresses of family separation and 
 reunifi cation during disaster management [ 2 ]. Thus, it is vital 
to proactively plan for the needs of children during a 
disaster. 

 Many factors place children at increased risk of injuries 
from biological and chemical agents; children are smaller, 
so the same amount of exposure results in a higher dose per 
weight and is thus more likely to result in clinical illness. 
Children have a smaller blood volume, making them more 
susceptible to agents that cause vomiting and diarrhea, such 
as staphylococcal enterotoxins or  Vibrio cholerae . Agents 
absorbed through the skin (vesicants and nerve agents) pose 
an increased threat since a child’s dermis is thinner, less kera-
tinized and results in increased permeability. Permeability is 
also increased by the larger body-surface- area-to-volume 
ratio of children (which also serves to increase the risk for 
hypothermia associated with wet dressings or decontami-
nation). A child’s increased minute ventilation increases 
the risk of aerosolized agents, radioactive gas, and fallout. 
Children, given their relative shorter height, have increased 
exposure to heavier than air biological aerosols since the 
agents are within the child’s “breathing zone”. Vaccines 
such as Anthrax (and a previously-licensed Plague vac-
cine) are approved for adults, but not for children, adding to 
the diffi culties faced by those caring for pediatric patients. 
Vaccines such as smallpox have increased adverse effects in 
children [ 6 ]. Similarly, available nerve agent antidote auto-
injectors (Pralidoxime, Valium) are unit dosed for adults, not 
children. Atropine autoinjectors recently became available 
in pediatric standard doses but are not widely available at 
this time. Current pediatric expert consensus is that it is bet-
ter for symptomatic infants and toddlers to receive an over-
dose of atropine and pralidoxime than to not receive therapy 
[ 12 ]. The bioterrorism agent treatment recommendations 
presented are a combination of consensus expert opinion, as 
well as the Centers for Disease Control in the United States 
(CDC) and the Task Force for Biological and Chemical 
Agents and Threats in the European Union (BICHAT) clini-
cal guidelines; providers should utilize careful consideration 
when prescribing for pregnant women and children. Under 
normal conditions, many of the recommended therapies 
would entail risk to pregnant women and children or even be 
contraindicated. However the risk-benefi t ratio may change 
depending on the situation; for example, the risks to chil-
dren of a transient arthropathy seen with fl uoroquinolones or 
skeletal/teeth abnormalities seen with tetracycline must be 
balanced with the serious risk of life-threatening infections 
and likely antibiotic shortages during a crisis [ 1 ]. 

 Given the unique needs of children (as well as The Joint 
Commission’s requirements for disaster/emergency manage-
ment drills for accredited institutions), it is imperative for 

healthcare organizations and community leaders to work 
together to develop a systematic approach at local, state and 
regional levels. Unfortunately, this does not always occur. 
A 2009 California Hospital Association conference on disas-
ter planning revealed few hospitals include children in their 
planning, training and drills; there was a lack of system plan-
ning related to family reunifi cation and there was limited 
regional planning and communication systems [ 13 ]. A sur-
vey of members of the Eastern Association for the Surgery of 
Trauma demonstrated that the state Level 1 trauma designa-
tion did not signifi cantly impact an institution’s readiness to 
handle victims of weapons of mass destruction, and less than 
60 % of respondents believed there was an appropriate plan 
in place [ 14 ]. To assist with planning a four-pronged approach 
to pediatric patient demands during a disaster or emergency 
has been recommended; Plan, Prepare, Practice and Partner 
[ 13 ]. 

 A fi nal point for consideration during any disaster is 
patient triage to determine priority for resource utilization. 
Triage, or “to sort”, is based on severity of exposure, amount 
of staff and resources available, number of casualties 
involved as well as physiologic and anatomic disturbances. 
Most triage scales are based on adult experience and pediat-
ric disaster triage tools require validation. When applying a 
triage process to children, the child’s physiologic response to 
illness and injury as well as the child’s psychological and 
neurologic development level must be accounted for [ 15 ]. 
During military-type triage, victims are categorized as  imme-
diate  (require lifesaving interventions in order to survive), 
 delayed  (severely injured, but treatment can be postponed 
without adverse effects),  minimal  (minor injuries), and 
 expectant  (those not likely to survive). Triage is a dynamic 
process and the victim’s classifi cation can change based on 
available resources, patients categorized as expectant should 
be provided comfort care [ 16 ].  

    Specifi c Chemical and Biological 
Agents of Terrorism 

 We will discuss biochemical agents with the greatest poten-
tial for use as terroristic weapons; some have been used on 
the battlefi eld or on civilians in the past, and others pos-
sess properties that theoretically make them potential weap-
ons. Chemical agents are organized based on chemical 
structure and/or their effects on victims. Four major types 
of chemical agent classes are typically recognized;  Nerve , 
 Pulmonary / Choking ,  Vesicant / Blister , and  Blood . For this 
review, we will discuss  Nerve  and  Blood  agents in depth. 
The CDC Strategic Planning Group categorized critical 
biological agents that might be used in a biological attack 
and thus pose a national security risk. The CDC  Category 
A Agents ; bacterial and viral agents (as well as Botulinum 
toxin) are considered high priority agents due to ease of 
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 dissemination, person-to-person transmission potential, 
high mortality rate, and the potential to cause a public panic 
[ 17 ]. Bacteria include  Bacillus anthracis  (anthrax),  Yersinia 
pes tis (plague) and  Francisella tularensis  (tularemia) [ 11 ]. 
Viral agents include Smallpox and the Viral Hemorrhagic 
Fevers (VHF’s) viruses (Ebola, Marburg, Lassa viruses) 
[ 7 ,  9 ,  17 ]. For this review, we will not discuss the VHF’s 
viruses further since aerosol infection in humans has not 
been proven. But, these viruses deserve special awareness 
to medical professionals because the former Soviet Union, 
Russia and the United States have successfully experi-
mented with aerosol infectivity in animal models and the 
VHF’s are highly infective by direct contact with needles, 
fl uids and tissues [ 17 ]. Pocket reference dosing cards for 
pediatric treatment have been developed for both chemical 
and biological agents [ 18 ].  

    Chemical Agents 

    Nerve Agents (Tabun (GA), 
Sarin (GB), Soman (GD), and VX 

    Mechanism of Action 
 Nerve agents are organophosphate analogs of common 
 pesticides that are potent inhibitors of the enzyme acetyl 
cholinesterase. The agents are colorless liquids at room tem-
perature, and most are odorless. The G-agents have the 
 consistency and evaporation characteristics similar to water 
and are a vapor hazard. VX has the consistency of motor oil 
and vaporizes at high temperatures [ 15 ]. Absorption occurs 
by ingestion, inhalation, or cutaneous exposure. Acetyl 
 cholinesterase inhibition results in the accumulation of 
 acetylcholine at neural and neuromuscular junctions 

(Fig.  46.1 ), causing excess stimulation of both nicotinic and 
muscarinic receptors (Fig.  46.2 ).

        Signs/Symptoms 
 Symptom onset and severity depend on concentration, form 
of the agent, and environmental variables; vapors produce 
symptoms within seconds, droplet exposure symptoms may 
take hours to develop. Mild symptoms include fl ushing, 
sweating, miosis, blurred vision, profuse lacrimation, watery 
rhinorrhea, salivation, nausea, vomiting, diarrhea, and 
abdominal cramps. Mild respiratory symptoms include 
cough and wheezing with bronchorrhea to severe symptoms 
of dyspnea, respiratory depression and cyanosis. Severe neu-
romuscular symptoms include muscle fasciculations, con-
vulsions, ataxia, altered mental status, and coma. 
Cardiovascular manifestations consist of bradycardia, hypo-
tension, and atrioventricular block. Without prompt interven-
tion, death results from cardiopulmonary arrest within 
5–10 min of lethal dose exposure.  

    Diagnosis 
 Acutely, the diagnosis of nerve agent intoxication is clinical, 
based on symptoms and the response to antidotal therapy. 
Rapid detection devices are also available to detect nerve 
agents. Defi nitive diagnosis is established by measuring 
RBC or plasma acetyl cholinesterase concentrations.  

    Decontamination/Isolation 
 Skin decontamination limits absorption and eliminates 
healthcare worker contamination; this can be accomplished 
with 0.5 % hypochlorite solutions or large amounts of soap 
and water after removal of all clothing and jewelry. The skin 
should be blotted rather than forcefully wiped, aggressive 
scrubbing can lead to abrasions and increased cutaneous 
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absorption. Isolation is not required after thorough decon-
tamination [ 19 ].  

    Treatment 
 Atropine is indicated for all signs/symptoms to decrease 
muscarinic stimulation, pediatric dosage is 0.02–0.05 mg/
kg, repeat dosing every 5–10 min until papillary dilation 
occurs and the heart rate is greater than 80 beats/min [ 3 ]. 
A pediatric intramuscular atropine autoinjector is available 
(0.5 mg, 1 mg dosages) in addition to the adult autoinjector 
(2 mg) (Fig.  46.3 ) [ 12 ,  18 ]. Patients with severe sign/symp-
toms should additionally be administered pralidoxime 
chloride (2-PAM) and a benzodiazepine. Atropine is not 
effective at nicotinic receptors, it does not reverse respira-
tory muscle paralysis; pralidoxime regenerates cholinester-
ase systemically (provided enzyme “aging” or inactivation 
has not occurred) with its predominant effect at the neuro-
muscular junction. No pediatric 2-PAM autoinjector exists, 
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the adult injector contains 600 mg of 2-PAM, which could 
be used in children as young as 1 year of age [ 12 ]. 
Benzodiazepines are indicated to prevent or treat seizure 
activity.

        Cyanide 

    Mechanism of Action 
 Cyanide is found in common foods such as lima beans and 
apple seeds. The paper, plastic and textile industries produce 
massive quantities yearly, these products release cyanide gas 
when burned (i.e. house fi re). Cyanide disrupts oxidative 
phosphorylation by inhibiting cytochrome oxidase, causing 
a state of dissociative shock. Cyanide intoxication can be 
caused by inhalation, ingestion or transdermal absorption of 
vapor, solid, and liquid forms.  

    Signs/Symptoms 
 The clinical presentation hallmark is hypoxia without cyano-
sis. Mild symptoms include transient tachypnea, dizziness, 
nausea, vomiting, headache, and eye irritation. Severe symp-
toms include seizure within 30 s, respiratory arrest in 2–4 min 
and cardiac arrest in 4–8 min.  

   Diagnosis 
 Cyanide poisoning is suspected by a bitter almond odor on 
the patient and a cherry red appearance of the skin. Laboratory 
testing demonstrates a metabolic acidosis (lactate), a narrow 
arterial-venous difference, and elevated blood cyanide levels 
(normal <0.5 μg/ml, toxic >2.5–3 μg/ml).  

   Treatment 
 Standard decontamination should be performed for cutane-
ous exposure. Avoid mouth-to-mouth ventilation due to risk 
of healthcare worker cross contamination. For mild symp-
toms following low concentration exposure, symptoms 
resolve quickly with exposure to fresh air [ 2 ]. 

 Specifi c cyanide antidote therapy consists of sodium 
nitrite, sodium thiosulfate and amyl nitrite (see Table  46.4  
for dosing information). The mechanism for nitrite use is not 
completely understood, but nitrites combine with hemoglo-
bin to form methemoglobin, which has an increased affi nity 
to cyanide compared to cytochrome oxidase. If intravenous 
access is available, sodium nitrite should rapidly be given 
over 5–20 min while closely monitoring for hypotension. If 
IV access not available, one ampule of amyl nitrite should be 
crushed onto gauze and then inhaled for 30–60 s [ 9 ,  19 ]. 
Sodium thiosulfate IV provides enzymatic substrate and 
accelerates cyanide detoxifi cation by the enzyme rhodanese 

to water soluble, renally-excreted thiocyanate [ 3 ]. The new-
est therapy is hydroxocobalamin, approved in the United 
States in 2006 that has an improved safety profi le since it 
does not require the formation of methemoglobin to detoxify 
cyanide [ 1 ].    

    Biologic Agents 

    Inhalational Anthrax (Bacillus Anthracis) 

 Anthrax is considered the most likely agent for a large-scale 
biological attack; it is relatively easy to acquire, organism 
growth and sporulation is easy, the spores are stable to deg-
radation by drying, heat, ultraviolet light, and other disinfec-
tants. It can be acquired via the respiratory route and has a 
high mortality [ 20 ].  Bacillus anthracis  is a Gram-positive 
spore forming rod, its ability to form a spore enables the 
anthrax bacillus to survive for long periods in the environ-
ment and enhances its ease of weaponization. The agent can 
be produced in either a dry or wet form and can be delivered 
as an aerosol. Aerosolized release in a densely populated 
area could potentially have an impact on human life equiva-
lent to that of a nuclear weapon [ 11 ]. Additional details are 
provided in Table  46.5 .

     Signs/Symptoms 
 Inhalational anthrax is a biphasic disease, with early nonspe-
cifi c signs and symptoms including fever, myalgia, head-
ache, and cough. The absence of rhinorrhea, congestion and 
coryza differentiates inhalational anthrax from infl uenza. 
A brief period of improvement may occur with a rapid dete-
rioration thereafter characterized by; high fever, dyspnea, 
cyanosis, and shock. Hemorrhagic meningitis, hemorrhagic 
pleural effusions, transaminitis, and hypoalbuminemia com-
plicate the shock state. Radiographic fi ndings may reveal a 
widened mediastinum (characteristic fi nding) and prominent 
mediastinal lymphadenopathy (Fig.  46.4 ).

      Diagnosis 
 Anthrax is initially diagnosed clinically and epidemiologi-
cally.  Bacillus Anthracis  can be detected by gram stain and 
culture of infected body fl uids.  

   Infection Control 
 Standard precautions are recommended. There is no evi-
dence of person-to-person transmission. The Advisory 
Committee on Immunization Practices (ACIP) recommends 
60 days of postexposure prophylaxis (PEP) (see Table  46.4 ) 
following inhalation exposure accompanied by a three-dose 
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series of Anthrax Vaccine Adsorbed, given at 0, 2, and 
4 weeks    [ 21 ].  

   Treatment 
 The fatality rate for inhalational anthrax is 95 % if treat-
ment is not initiated within 48 h of symptoms (see 
Table  46.4  for antibiotic dosing). Evidence from the 2001 
attacks in the United States indicates that aggressive pleu-
ral effusion drainage may also improve clinical outcome 
[ 20 ].   

    Pneumonic Plague ( Yersinia pestis ) 

  Yersinia pestis  is another high-risk potential bioweapon; the 
human respiratory tract is easily infected, person-to-person 
spread by respiratory droplet occurs, severe clinical disease 
with a high attack rate is produced, and medieval references 
to the ‘Black Death’ adequately portray the high psycho-
logical impact factor associated with Plague (Fig.  46.5 ) 
[ 11 ].  Yersinia pestis  is a bipolar-staining, Gram-negative 
intracellular bacillus that remains viable in water, moist 

     Table 46.5    Category a bacterial bioterrorism agents   

 Disease  Form (attack)  Reservoir 
 Incubation 
(days)  Symptoms  Isolation  Transmission  Vaccine 

 Treated 
mortality 

 Anthrax  Gastrointestinal (No)  Soil, 
herbivores 
wool 

 1–2  Ulcers, bleeding  Standard  Direct contact 
with skin 
lesions. No 
person-to-
person 

 Anthrax 
vaccine 
adsorbed 

 Unknown 
 Cutaneous (Yes)  3–5  Papule-vesicle-ulcer 

(eschar) 
 Contact  <1 % 

 Inhalational (Yes)  4–6  Hemorrhagic 
mediastinitis, pleural 
effusion, shock 

 Standard  Military 
restricted 

 45 % 

 Plague  Bubonic (No)  Flea bites, 
rodents, 
human-to-
human 

 2–8  Febrile lymphadenitis  Droplet, 
fi rst 48 h 

  Pneumonic : 
droplet aerosols 
highly 
contagious 

 None  <10 % 
 1° Septicemia (Yes)  2–4  Sepsis, purpura, acral 

cyanosis 
 60 % 

 Pneumonic (Yes)  2–4  Fulminant pneumonia  60 % 
 Tularemia  Ulceroglandular (No)  Arthropods 

rabbits deer 
squirrels 
mice beavers 

 3–5  Necrotic ulcer, lymph 
node 

 Contact  No 
person-to-
person 

 None  <1 % 

 Glandular (No)  Lymph node edema  Standard 
 Oropharyngeal (No)  Severe sore throat 
 Pneumonic (Yes)  Fever, chills, dyspnea, 

nonproductive cough 
 Typhoidal (Yes)  Fever, chills, 

non-localizing 

  Based on data from Greenfi eld et al. [ 11 ]  

a b

  Fig. 46.4    Chest    radiograph of a patient with inhalational anthrax demonstrating the characteristic mediastinal widening ( a ,  b ) and pleural effusion 
( b ) (Courtesy of Centers for Disease Control and Prevention)       
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soil, and grains for weeks. It is viable for months at near 
freezing temperatures, but cannot survive at temperatures 
>55 °C. Symptoms of pneumonic plague typically begin 
suddenly after an incubation period of 1–6 days (see 
Table  46.5 ).

     Signs/Symptoms 
 Symptom onset is rapid, and disease course is fulminant. 
High fever, chills, headache, myalgias, and malaise are 
typically present. Within 24 h, cough (with bloody or 
purulent sputum) and respiratory distress develop and 
rapidly progress to pneumonia with respiratory failure, 
shock and multiorgan failure. Chest radiograph fi ndings 
are variable but typically reveal bilateral patchy or con-
solidated infi ltrates. Patients may also present with pete-
chiae and purpura and develop fulminant disseminated 
intravascular coagulation (DIC); meningismus is rare but 
may occur.  

   Diagnosis 
 Presumptive diagnosis can be made by microscopic identifi -
cation of bipolar-staining, gram-negative intracellular bacilli 
in body fl uids. Immunofl uorescent antibody testing is more 

specifi c and can be performed on sputum, blood or CSF sam-
ples. Defi nitive diagnosis is obtained via culture of the organ-
ism from blood, CSF, sputum or lymph nodes.  

   Decontamination/Infection Control 
 Standard decontamination should be performed with soap 
and water. Strict isolation with respiratory droplet precau-
tions for the initial 48 h required since pneumonic plague is 
transmissible from person-person. Asymptomatic persons 
with aerosolized plague exposure or contact with a suspected 
case of pneumonic plague require PEP with doxycycline (see 
Table  46.4 ).  

   Treatment 
 The untreated pneumonic plague fatality rate approaches 
100 %; therapy must be started within 24 h of symptom 
onset. Streptomycin or gentamicin is the preferred choice for 
pneumonic plague. Meningitis necessitates chloramphenicol 
therapy for CSF penetration.   

    Tularemia ( Francisella tularensis ) 

 Six forms of tularemia have been described based on the por-
tal of exposure; cutaneous, pulmonary, gastrointestinal or 
mucus membrane. The organism is a gram-negative cocco-
bacilli, easily inactivated by heat and disinfectants. The 
infectious dose is portal of entry dependent; as few as ten 
organisms inhaled or intradermally injected can cause dis-
ease [ 11 ]. Pneumonic and typhoidal tularemia are the most 
common syndromes expected following intentional aerosol-
ization. The incubation period is typically 3–5 days (see 
Table  46.5 ). 

   Signs/Symptoms 
 Disease spectrum ranges from asymptomatic to a rapidly 
progressive, fulminant state. Abrupt onset of fever, head-
ache, malaise, and myalgias are classic. Victims with under-
lying medical conditions present with acute prostration, 
fulminant disease, and rapid death [ 11 ]. Pneumonia is com-
mon and has a mortality rate of 35 % in untreated cases. 
Exudative pharyngitis, hilar adenopathy and pleural effu-
sions are seen with typhoidal tularemia.  

   Diagnosis 
 History of exposure and high clinical suspicion are needed to 
make the diagnosis. Non-specifi c laboratory fi ndings include 
leukocystosis with an elevated sedimentation rate. Organism 
can be cultured from blood, sputum, gastric fl uid, or from 
pharyngeal samples. The organism does not grow well in 
standard culture mediums and as a result the microbiology 
staff should be alerted if tularemia is suspected. Serological 
testing is the diagnostic mainstay.  

  Fig. 46.5    Septicemic plague (Courtesy of Centers for Disease Control 
and Prevention)       
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   Infection Control 
 Standard precautions are adequate. Human-to-human trans-
mission has not been documented. Doxycycline or ciprofl ox-
acin are recommended for PEP within 24 h of exposure.  

   Treatment 
 Gentamicin or ciprofl oxacin are the antibiotics of choice (see 
Table  46.4 ). Historically, streptomycin was the primary anti-
biotic, but there is limited availability and a fully virulent 
streptomycin-resistant strain exists [ 11 ].   

    Smallpox (Variola) 

 Smallpox has a high mortality rate (30 % in non-immune 
individuals), and a lack of effective antiviral therapy makes 
this agent a prominent threat; person-to-person droplet trans-
mission could rapidly enlarge an outbreak. A global vaccina-
tion program in the 1960–70s effectively eradicated naturally 
occurring smallpox disease (Fig.  46.6 ). The only known 
stockpiles of smallpox virus exist at the CDC in Atlanta, GA, 
and the Institute of Virus Preparation in Moscow, Russia [ 7 ]. 
Smallpox is caused by variola virus, an  orthopoxvirus , that is 
known to only infect humans, incubation period is 7–19 days.

     Symptoms/Signs 
 Few American healthcare providers have seen smallpox; the 
initial symptoms/signs may be misdiagnosed in a terroristic 
attack. In the classic form of the disease (90 % of cases, 30 % 
mortality) the prodromal manifestations are nonspecifi c and 
include acute development of high fever, headache, vomit-
ing, and backache. Two to three days later painful ulcerations 
develop within the oropharynx and on the tongue, and within 
24 h an erythematous rash erupts on the hands, forearms and 
face (Fig.  46.7 ). The oropharyngeal ulcerations shed large 
amounts of virus, marking the onset of 3 weeks of infectivity. 
This rash then spreads centrally to the trunk over the next 
3–7 days. The rash morphology changes from erythematous 
macules to vesicles (day 3–4) followed by umbilicated pus-
tules with a concomitant fever spike (day 7–9) and eventual 
crusting and scabbing (day 12–13) (Fig.  46.8 ). The centrifu-
gal distribution of this rash and the non-variability of the 
stages of the skin lesions are characteristic. Death typically 
occurred in the second week of illness. One of the most 
dreaded forms of smallpox, the hemorrhagic type, deserves 
special notation since it has a predilection for pregnant 
women and characterized by a shortened, more fulminant 
course. It occurred in 3 % of cases and was nearly uniformly 
fatal within 7 days, even before skin manifestations were 
present [ 8 ,  17 ].

       Diagnosis 
 Prior to eradication, the diagnosis was confi rmed by the 
characteristic skin lesions. Smallpox differential diagnosis 

includes varicella and erythema multiforme with bullae. In 
the case of a suspected case of smallpox, specimens should 
be collected by public health offi cials. Presumptive diagno-
sis of any  poxvirus  can be made by electron microscopy. 
Defi nitive diagnosis requires isolation and growth that should 
only be attempted at the CDC.  

   Decontamination and Infection Control 
 One of only a few diseases transmitted by droplet nuclei, 
strict airborne and contact isolation in a negative pressure 
room for should be utilized for single cases. In the face of 
an intentional outbreak, separate hospitals would need to 
be determined for supportive care for known infected 

  Fig. 46.6    This 1975 photograph depicted a 2 year old female child by 
the name of Rahima Banu, who was actually the last known case of 
naturally-occurring of smallpox, or variola major in the world. Her case 
was reported to public health smallpox eradication team authorities by 
an 8 year old girl named Bilkisunnessa, who was paid her 250 Taka 
reward for her diligence. The case occurred in the Bangladesh district of 
Barisal, in a village named Kuralia, on Bhola Island. The case occurred 
on October 16, 1975. Note the distribution of the pustules, for their 
greatest density was found on her face and extremities, which is charac-
teristic of the smallpox maculopapular rash (Courtesy of CDC/World 
Health Organization; Stanley O. Foster M.D., M.P.H., 1975)       
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patients as well as home quarantine for exposed contacts. 
Patients are infectious until all scabs separate. A new 
vaccine, using a live pox virus called  Vaccinia , was 
approved by the FDA in 2007. Almost 200 million doses 

of this vaccine have been supplied to the U.S. Strategic 
National Stockpile. This  vaccine has multiple contraindi-
cations and potential  complications that should be 
reviewed [ 17 ].  

   Treatment 
 Treatment begins with prompt recognition of the clinical 
syndrome with immediate notifi cation of public health offi -
cials. Cidofovir has in vitro and in vivo activity against 
smallpox in animal studies but has not been licensed for use 
against smallpox in humans [ 17 ].   

    Botulinum Toxin 

 Botulinum toxin is the most poisonous substance per weight 
known, and experts have estimated that 1 kg of aerosolized 
toxin could kill 1.5 million people [ 7 ,  17 ]. Botulinum toxin, 
(there are actually seven distinct types, A-G), is a potent 
neurotoxin produced by  Clostridium butulinum , a gram-pos-
itive, spore forming anaerobic soil organism found world-
wide. Toxin can be absorbed from the gut, lung, or wounds 
but not through intact skin; aerosolization is considered the 
prime mechanism for terrorist use. The toxin prevents the 
release of acetylcholine into the synaptic cleft and causes 
irreversible inhibition of neuromuscular transmission at the 
cholinergic muscarinic and nicotinic receptors. Incubation 
period is 12–72 h for inhalational and food-borne botu-
lism, but varies based on dose of exposure [ 17 ]. Recovery 
requires regeneration of new receptors and may require 
weeks-to-months. 

   Symptoms/Signs 
 Early symptoms include cranial nerve palsies and promi-
nent bulbar signs with ptosis, blurred vision, diplopia, 
decreased oral secretions, dysphonia and dysphagia. 
Characteristic presentation is an afebrile, progressive, sym-
metrical descending fl accid paralysis. Victims remain com-
pletely alert.  

a

b

  Fig. 46.7    ( a ) This child was infected with the smallpox virus, and on 
day 8 of the rash, shows the typical lesions on his palms. ( b ) This infant 
was infected with the smallpox virus, and on day 21 of the rash, shows 
the typical lesions on the sole of his foot (Courtesy of CDC; Dr Paul B. 
Dean, 1972)       

  Fig. 46.8    Smallpox (Courtesy of Centers for Disease Control and Prevention)       
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   Diagnosis 
  C linical suspicion and epidemiological evidence of multiple 
patients with descending fl accid paralysis are diagnostic. For 
isolated cases, the differential includes stroke syndromes, 
Guillain-Barré syndromes, myasthenia gravis and tick paral-
ysis. Nerve conduction studies and electromyography results 
can be supportive evidence of exposure. Confi rmatory analy-
sis is accomplished by bioassay.  

   Decontamination/Infection Control 
 Standard decontamination and precautions are adequate.  

   Treatment 
 Supportive therapy, mechanical ventilation and use of anti- 
toxin are the cornerstones of treatment. Need for mechanical 
ventilation may be prolonged; one study reported an average 
of 97 days [ 22 ]. Early administration of an equine, tri-valent 
anti-toxin limits the severity of disease, but does not reverse 
existing paralysis.    

    Conclusion 

 It is imperative that, with increasing worldwide terrorist 
activity and threats, clinicians are familiar with various 
biologic and chemical agents that could be used by terror 
groups. Prompt disease recognition, symptom manage-
ment, and prevention of transmission are critical. Pediatric 
patients are at high risk of injury and severe illness from 
these agents and emergency preparedness plans at the 
local, state, and federal level must include resource plan-
ning for children.     

  Disclaimer   The opinions and assertions contained herein are the pri-
vate views of the authors and are not to be construed as offi cial or as 
necessarily refl ecting the views of the U.S. Department of Defense, the 
U.S. Department of Health and Human Services, or their component 
services, agencies, and institutions.  
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        Introduction 

 The 2009 infl uenza pandemic marked the fourth infl uenza 
pandemic in 91 years. While diffi cult to prove for certain, 
infl uenza pandemics have likely plagued humans for centu-
ries. The fi rst pandemic to which historians attribute to infl u-
enza occurred in 1510 [ 1 ]. In that year a respiratory illness 

causing cough and fever swept Europe, disrupting civil soci-
ety. It, like the 2009 pandemic, affected children predomi-
nantly and resulted in relatively low mortality, overall [ 2 ]. 
Five hundred years and 14 pandemics later, infl uenza 
reminded us once more of its potential impact and the impor-
tance of preparing for it. Although the 2009 pandemic 
occurred abruptly, for possibly the fi rst time in history a pan-
demic arrived with prior preparation. In 2005 the US began 
preparing offi cially for a severe infl uenza pandemic, 
prompted by the threat of the highly pathogenic avian infl u-
enza A (H5N1) virus that has caused an avian epizootic and 
that emerged among humans in 1997 with high case fatality 
ratios. With the release of the US National Strategy for 
Pandemic Infl uenza [ 3 ], the United States Government sig-
naled the importance of preparedness for pandemics. 

 Due to the unpredictable nature of pandemics, it is impor-
tant for public health and hospital emergency management 
professionals to continue to address the challenges of 
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 pandemic preparedness despite our just having lived through 
one. As learned from the past infl uenza outbreaks, patient 
fl ow is not only increased in the outpatient setting but in the 
inpatient wards and intensive care units (ICUs) as well. Here 
in the United States, healthcare providers have had the lux-
ury of practicing intensive care medicine without the con-
straints of resource scarcity but with emerging strains of 
infl uenza viruses they have been forced to plan for patient 
care in a setting of potentially limited resources. 

 This chapter will review the molecular aspects of the infl u-
enza virus and how a pandemic virus might emerge. The gov-
ernment planning process and mandates will also be discussed. 
An overview of the ethics involved in resource allocation 
including a discussion of tools used for triage will be provided. 
Finally, we will examine the differences between seasonal and 
pandemic infl uenza as well as how they differently affect 
patients with chronic disease and at various patient ages.  

    Molecular Description of the Infl uenza Virus 

 The infl uenza viruses are classifi ed into three types: A, B and C, 
all of which infect man. The type A viruses also occur in a num-
ber of wild and domestic animals, especially in swine and birds 
[ 4 ]. The infl uenza A viruses are further subdivided by their sur-
face hemagglutinin (HA) and neuraminidase (NA) glycopro-
teins. The inherent genetic lability, combined with the enormous 
host range in wild avian species and its ability to infect domestic 
animals, constitute an ideal ecology for the emergence of novel 
infl uenza A virus strains with new antigenic properties poten-
tially leading to pandemics. Infl uenza B and C viruses, in con-
trast, have not been known to cause pandemics. Infl uenza 
viruses are comprised of eight individual strands of RNA cod-
ing for 11 recognized gene products. Point mutations in the 
genome are encouraged by a relatively poor RNA polymerase 
proofreading mechanism [ 5 ]. When these point mutations occur 
in the HA and/or NA genes causing changes in the two surface 
antigens primarily responsible for immune recognition, anti-
genic drift is said to have occurred. These gradual changes in 
antigenicity, primarily of the HA gene, drive seasonal epidemics 
and require continued surveillance and annual updating of the 
infl uenza vaccine components, and thus annual immunization. 
Antigenic shift occurs when reassortment results in the swap-
ping of the HA or the HA plus NA genes. The resultant virus’s 
antigenic properties differ radically from most previous viruses 
and, if effi ciently transmitted, can result in a pandemic due to 
the relative lack of population immunity. 

 The 2009 infl uenza pandemic occurred when human, 
swine and avian genes reassorted to create the Infl uenza 
A(H1N1)pdm09 virus (previously known as Infl uenza A/
pH1N1) which had antigenic properties distinct from recent 
human seasonal infl uenza A viruses and thus spread with 
relative ease throughout the population. The 2009 H1N1 

virus that emerged from swine can be traced back to the 
H1N1 virus responsible for the 1918 pandemic. That year, 
the virus entered both the human and swine populations, 
remaining relatively stable. In 1957, the human H1N1 virus 
reassorted with an avian H2N2 virus, combining genes from 
both and causing the 1957 Asian Infl uenza A (H2N2) pan-
demic. It again reassorted with an avian H3 virus in 1968 
resulting in the emergence of the H3N2 virus which caused 
the Hong Kong infl uenza pandemic that year [ 6 ]. This H3N2 
virus has continued to circulate in humans as one of the sea-
sonal infl uenza A strains, just as the 2009 H1N1 virus dis-
placed the previous circulating human H1N1 strain to 
become the seasonal H1N1in current circulation.  

    Government Planning for Pandemic 
Infl uenza 

 The threat of avian infl uenza led to the development of a vari-
ety of governmental, regional, and local response plans around 
the globe. Although many of the plans are based on the World 
Health Organization pandemic infl uenza phases, several of the 
plans use slightly different terminology and triggers for 
responses which can lead to confusion. The overarching 
United States Homeland Security Council plan was released 
in late 2005 as previously mentioned and was based on three 
pillars: preparedness and communication, surveillance and 
detection, and response and containment [ 3 ]. Many of the cur-
rent United States governmental efforts to deal with pandem-
ics were initiated as a result of the Pandemic and All- Hazards 
Preparedness Act (PAHPA) which was passed in December, 
2006. The stated purpose of the Pandemic and All-Hazards 
Preparedness Act was “to improve the Nation’s public health 
and medical preparedness and response capabilities for emer-
gencies, whether deliberate, accidental, or natural” [ 7 ]. 

 As of June 2008, all 50 US states had completed pan-
demic infl uenza plans but several governmental reviews that 
were completed just prior to the 2009 H1N1infl uenza pan-
demic identifi ed “major gaps” in several different aspects of 
each plan [ 8 ,  9 ]. Among the gaps identifi ed were several 
critical components including community containment, 
facilitation of medical surge (adequate treatment of vastly 
increased numbers of patients under mass-casualty or pan-
demic conditions), and fatality management. 

 The concern over H1N1 led to renewed planning at all lev-
els with many of the previous predominantly strategic plans 
generating new specifi c tactical plans. A recent Presidential 
Policy Directive has again placed new emphasis on prepara-
tion, mitigation, and recovery from all types of disasters, 
including acts of terrorism, catastrophic natural disasters, and 
pandemics [ 10 ]. PAHPA (House Resolution. 2405) is being 
considered at the time of the writing of this chapter in the 
United States Congress for reauthorization with proposed 
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new language that would add the critical care system to the 
National Health Security Strategy’s medical preparedness 
goals with a goal of ensuring that critical care is included in 
federal, state and local planning efforts as well as require the 
periodic evaluation of medical surge capacity [ 11 ].  

    Critical-Care Planning for Pandemic 
Infl uenza 

 There is a growing body of literature, as well as numerous 
degree programs, that focus on the fi eld of disaster planning. 
Much of the current medical literature in this area has focused 
on an infl uenza pandemic as a template for hospital resources 
being quickly overwhelmed. In such a situation, many 
patients with potentially survivable conditions might not be 
provided with critical-care services because of limitations in 
resources such as health-care personnel, ventilators, or other 
critical resources. Resource scarcity has been demonstrated at 
both the local and regional level worldwide after a variety of 
natural disasters as well as after acts of terrorism [ 12 – 14 ]. 
Although it seems logical that advanced planning and com-
prehensive mitigation strategies could help maximize criti-
cally limited resources during an infl uenza pandemic, it is 
also logical that an epidemic, due to either magnitude or dura-
tion, could exceed even the strongest plan [ 15 ]. Due to space 
limitations, only an overview of the potential limitations and 
the strategies to mitigate these will be covered below. 

 It is estimated that there are approximately 85,000 ICU beds 
in the United States, with almost 70 % of these capable of sup-
porting a ventilated patient with signifi cant variability in geo-
graphic distribution [ 12 ,  16 ]. A 2004 report estimated that there 
were 350 PICU units but that more than half of them had eight 
or fewer beds [ 17 ]. Many adult and pediatric ICUs operate with 
high occupancy rates and often practice a modifi ed triage in 
balancing admissions and transfers with resultant delays in 
patient transfer and surgeries on a daily basis and cancellations 
in surgeries and inability to admit additional patients during 
peak periods. Augmentation of existing critical-care beds can 
occur by a variety of methods, including cancellation of elec-
tive surgeries and provision of critical care in other areas of the 
hospital would help to temporarily relieve the shortage. 

 It has been estimated that there are slightly more than 
10,000 physicians who identify their practice as critical-care 
medicine although the number may actually be less due to 
part-time practice of the specialty [ 18 ]. Although there has 
been an overall increase in critical-care trainees over the past 
decade, concerns remain about the ability to fi ll fellowship 
slots as well as the aging population of current intensivists 
[ 19 ]. Although there are approximately 1,880 board certifi ed 
pediatric intensivists in the United States [ 20 ], it is likely that 
the demand for pediatric critical-care physicians will exceed 
the supply during a pandemic. Care of the critically ill patient 

requires a multidisciplinary team including critical care 
nurses, respiratory therapists, pharmacists, nutritionists, and 
other members of the health-care team and shortages of any 
of component of the healthcare team will have signifi cant 
impact. Many health-care facilities disasters plans include 
measures to maximize personnel including adoption of crisis 
standards of care, canceling vacations, scheduling extra 
shifts, and requiring the return of administrative personnel to 
the bedside. Many of these measures will be diffi cult to sus-
tain over a long period as well as the signifi cant impact of 
staff members becoming ill or not reporting to work due to 
concerns over family and personal well-being. 

 It is diffi cult to accurately predict the number of patients 
who will need critical care interventions in a pandemic, includ-
ing those who will need mechanical ventilation due to respira-
tory failure. As with other resources, it is highly probable that 
the number of patients needing mechanical ventilation during 
a pandemic will outnumber the supply of available ventilators. 
Several studies have tried to estimate the number of available 
ventilators in the United States, with results ranging from 17 
to 35 ventilators per 100,000 population [ 12 ]. A more recent 
study estimated there were 62,188 full-feature mechanical 
ventilators available in the United States, a median of 19.7 per 
100,000 population with signifi cant interstate variability. Of 
note, the median number of pediatric-capable full-feature 
mechanical ventilators was signifi cantly higher at 52.3 per 
100,000 pediatric population (<14 years of age). The authors 
also estimated that there were 98,738 additional respiratory 
support devices other than full-feature ventilators at all US 
acute care hospitals [ 21 ]. Although the Strategic National 
Stockpile, a collection of medications and medical supplies 
maintained by the Centers for Disease Control and Prevention 
(CDC) for public health emergencies, has a supply of portable 
ventilators, this is unlikely to match the number of potential 
patients in need of respiratory support. 

 Not only will there be a probable defi cit of mechanical 
ventilators in the event of an infl uenza pandemic but there 
will also be shortages of other supplies that are routinely 
used to treat patients who are critically ill from infl uenza 
including antivirals. Other expected shortages include antibi-
otics, vasopressors, sedatives, ventilator tubing, intravenous 
fl uids, and various nutritional therapies. Most hospitals rely 
on just in time delivery of supplies with some local stock-
piles to accommodate minor surges in patients but not to the 
degree that would be needed in the event of a pandemic.  

    Pediatric-Specifi c Issues 

 Children often represent a disproportionate number of the 
patients in disaster situations, owing to both their physio-
logic differences from adults and their innate social vulner-
ability. The current literature on pediatric disaster medicine 
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planning, although more limited than the adult medical lit-
erature, is growing rapidly. Exact morbidity and mortality 
statistics for pediatric patients in the pandemics previous to 
the 2009 H1N1 pandemic were lacking but the experience 
with both H1N1 and avian infl uenza has demonstrated the 
fact that children can represent a disproportionate number of 
the patients affected [ 22 ]. Therefore, assurance of appropri-
ate pediatric planning, including age- and weight- appropriate 
vaccinations antivirals, antibiotics, and containment issues is 
crucial. Although there has been increased national emphasis 
for pediatric inclusion in disaster planning it remains vital 
that pediatricians and pediatric specialists take active roles in 
community and local health-facility disaster planning 
[ 14 ,  23 ]. Many emergency-management and disaster plans, 
including those for pandemics, still fail to fully address the 
unique needs of children [ 22 ,  24 ]. The proposed PAHPA 
reauthorization language mentioned earlier in this chapter 
includes specifi c language on the need to assess pediatric 
needs in relation to countermeasures and improve the pre-
paredness and surge capacity of hospitals for pediatric and 
other at-risk populations [ 11 ].  

    2009 H1N1 Experience 

 The fi rst cases of the 2009 H1N1 pandemic infl uenza virus 
described were from Southern California in mid-April, 2009 
although in retrospect, the epidemic in Mexico likely began 
in February. Because the timing was unusual compared to 
seasonal infl uenza outbreaks, other countries began escalat-
ing their surveillance systems. Initially cases reported in 
other countries related to travel to Mexico and the U.S [ 4 ]. 
The World Health Organization reported in January 2010 
that greater than 209 countries had reported cases of pan-
demic infl uenza H1N1 with approximately 15,000 deaths 
throughout the world [ 25 ]. 

 Here in the United States, the CDC monitored the pan-
demic utilizing data from traditional systems from the U.S. 
infl uenza surveillance system, a collaboration with state, 
local and territorial health departments, as well as through 
additional efforts by state and local health departments to 
track laboratory confi rmed hospitalizations and deaths in all 
age groups. Through this system, epidemiologists were able 
to monitor infl uenza activity in the U.S. as the pandemic 
spread worldwide. Not only did this system provide total 
number of confi rmed cases of pandemic infl uenza each 
week, it also provided data on outpatient infl uenza, hospital-
ized cases of laboratory confi rmed infl uenza, infl uenza asso-
ciated mortality, and information regarding the geographical 
spread of the virus [ 26 ]. 

 As outpatient and emergency waiting rooms began to fi ll, 
physicians were faced with the question of which patients to 
test for infl uenza A infection and with which method should 

they be tested. Four modalities are currently available for 
testing: rapid antigen testing, viral culture, direct fl uorescent 
antibody (DFA) testing, and reverse-transcription poly-
merase chain reaction (RT-PCR) [ 27 ]. Due to the substantial 
differences among these methods in turn around time, sensi-
tivity, specifi city, and unique challenges in testing every 
symptomatic patient during the pandemic, the CDC recom-
mendations for test interpretation were based on the level of 
circulating infl uenza virus levels in the community at the 
time of analysis. 

 Rapid Infl uenza diagnostic tests (RIDTs) are immunoas-
says that detect infl uenza antigens in respiratory secretions. 
They have a fast turnaround time and can be done in both 
outpatient and inpatient settings. They have poor sensitivity 
and therefore have the potential for a high number of false 
negative results. Thus during a time of high community prev-
alence of infl uenza an RIDT has a high positive predictive 
value and a low negative predictive value. Therefore in times 
of high seasonal infl uenza circulation, it is recommended to 
confi rm negative results with RT-PCR which also has the 
ability to characterize the specifi c infl uenza subtype [ 28 ]. 

 Through the years we have come to understand the impact 
of seasonal infl uenza and who will be affected. Seasonal infl u-
enza is a leading cause of respiratory infections and has high 
annual morbidity and mortality. Children contribute signifi -
cantly to the number of those infected, with the extremes of 
age and those with co-morbidities being those at greatest risk 
for infl uenza complications. Children 5 years and younger 
usually account for half of all children admitted for infl uenza 
and 80 % of those are less than 2 years of age [ 29 ]. In contrast, 
during the 2009 H1N1 pandemic, hospitalized children were 
older. Morgan et al. conducted a retrospective review of 
patients hospitalized with 2009 H1N1 as well as patients 
admitted with seasonal infl uenza the preceding 3 years. They 
found that critically ill children hospitalized with the 2009 
H1N1 virus to be roughly 3 years older than in the preceding 
years [ 30 ]. Similar differences in ages of children hospitalized 
in Canada with 2009 H1N1were also found [ 31 ]. 

 Although the 2009 H1N1 virus was highly transmissible, 
particularly in children, the overall proportion of cases with 
severe disease was low. One study comparing rates of mor-
tality in hospitalized children between previous rates of sea-
sonal infl uenza and 2009 H1N1, showed no difference [ 32 ]. 
Deaths from 2009 H1N1-associated illness tended to be 
older and were more likely to have underlying illness, most 
commonly neurologic disorders (66 %) and non- asthma pul-
monary disorders (29 %) [ 33 ]. In a study conducted by the 
CDC Emerging Infections Program, 44 % of children hospi-
talized with 2009 pandemic infl uenza versus 32 % of chil-
dren hospitalized the preceding 8 years of seasonal infl uenza 
had a history of asthma. They also found that of these 
patients, a higher proportion of those asthmatic patients 
admitted during the 2009 pandemic had pneumonia and 
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required intensive care, although the mortality was the same 
[ 34 ]. Other chronic medical conditions were also found to 
cause increased hospitalization in children, with one study 
reporting 60 % of admitted children with 2009 H1N1 had an 
underlying medical condition compared to the 31–43 % of 
those hospitalized for seasonal infl uenza [ 35 ]. Global data 
for the 2009 H1N1 Pandemic is still being published with 
varying rates of mortality but it should be pointed out that 
comparing historical rates may be diffi cult to compare due to 
likely underreporting in the past [ 32 ]. Although the 2009 
H1N1 pandemic did not see an overall rise in critically ill 
patients or deaths in most PICUs in the United States or 
Canada, it did cause severe strain on critical care resources as 
the volume of patients admitted occurred over a shorter 
period of time as compared to normal seasonal infl uenza or 
other viral respiratory pathogens effects. In a study looking 
at 57 pediatric patients admitted to Canadian ICUs, there was 
a similar proportion of patients with critical illness compared 
to previous seasonal outbreaks, but these patients were 
admitted within a 4 week period [ 32 ].  

    Ethics 

 With the preceding preparation for a potential infl uenza pan-
demic as well as analysis of the 2009 experience, increasing 
emphasis has been put on decision making about allocation 
of scarce life-sustaining resources. During a peak period of a 
pandemic, there will be signifi cant stress on hospital sup-
plies, medications, physical hospital space, mechanical ven-
tilators, and staff. Although every effort should be made to 
provide care that is functionally equal to usual practices, 
these may be insuffi cient and crisis standards of care may be 
needed [ 36 ]. A public health emergency creates a need to 
transition from individual patient-focused clinical care to a 
population-oriented public health approach intended to pro-
vide the best possible outcomes for a large cohort of critical 
care patients [ 37 ]. This is unlike the traditional medical 
mindset in which the physician is expected to advocate for 
individual patients [ 38 ]. Rationing of care does not coincide 
with the usual physician-patient relationship, and can cause 
a feeling of distrust [ 39 ]. 

 As seen in seasonal infl uenza outbreaks and past infl u-
enza pandemics, broad spans of ages are affected. When 
faced with a large patient surge one must have criteria for 
allocating scarce resources. Age has been proposed as one 
such criterion. The Ontario Health Plan for an Infl uenza 
Pandemic (OHPIP) has adopted age-based criteria with 
exclusion of patients greater than 85 to receive critical care 
treatment during periods of resource scarcity but not all tri-
age plans include age as a criterion [ 40 ]. This issue is less 
important in pediatric plans although extreme prematurity 
should be discussed for potential inclusion in such plans. 

 In a severe pandemic, when surge capacity has been 
exceeded, patients should be treated equally, except when 
unequal treatment can save more lives. Invariably there will 
be three types of patients presenting for critical care; those 
who will survive even without treatment, those that will only 
survive if given treatment, and those that will die even with 
treatment [ 36 ]. Obviously, rationing care to those who will 
only survive with treatment is the most effi cient. 
Unfortunately, quickly recognizing this population of 
patients who will only get better if given critical care 
resources at presentation is problematic. 

 The ability to objectively distinguish patients by medical 
severity is essential. The OHPIP chose the Sequential Organ 
Failure Assessment (SOFA) score to aid in selecting out those 
most likely to benefi t from the use of critical care resources. 
This score uses physiologic parameters and common labora-
tory values to produce a score, correlating to mortality rate 
[ 41 ]. This same scoring system was also utilized by the Task 
Force for Mass Critical Care’s plan for resource allocation 
[ 12 ]. The Utah Hospital and Health System Association uti-
lized the modifi ed SOFA score, which includes less labora-
tory values and equally predicts mortality [ 42 ,  43 ]. 

 Although these scores potentially provide a simple and 
quick tool in triaging patients, two signifi cant issues remain. 
These scores are not validated in children and were not devel-
oped for use on individual patients. Although pediatric sever-
ity of illness scoring systems exist, including the Pediatric 
Risk of Mortality III and Pediatric Index of Mortality 2, these 
require extensive variable collection and calculation over the 
fi rst 1 or 12 h of hospitalization respectively [ 44 ,  45 ]. Other 
scores under consideration include the Pediatric Risk of 
Hospital Admission II, Pediatric Early Warning System and 
Pediatric Logistic Organ Dysfunction scores [ 46 – 48 ]. At this 
time, none of these scores have been validated for use in criti-
cal care triage, nor have they been validated to predict the need 
for critical care resources. A simple scoring system specifi c to 
pediatric patients will need to be researched and validated 
prior to implementation into any triage system. It is important 
to note that many concerns exist with the use of severity scores 
in triage decisions [ 49 ,  50 ].  

    Conclusion 

 Although we have come a long way in identifi cation and 
treatment of infl uenza since the fi rst pandemic, many chal-
lenges still await. Despite extensive preparation, which 
began in 2005 for a potentially severe pandemic caused by 
avian infl uenza, the 2009 H1N1 pandemic created unique 
challenges. The rapid spread led to large numbers of cases 
and quickly fi lled emergency rooms and hospitals., The 
experience with this virus confi rms the need for continued 
work in all three phases of pandemic infl uenza planning; 
preparedness and communication, surveillance and detec-
tion, and response and containment.     

47 Pandemic Infl uenza



662

  Disclaimer   The fi ndings and conclusions in this textbook chapter are 
those of the author(s) and do not necessarily represent the views of the 
Centers for Disease Control and Prevention/the Agency for Toxic 
Substances and Disease Registry.  
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        Introduction 

 Drowning is an important cause of childhood morbidity and 
mortality, accounting for thousands of hospitalizations and 
deaths every year, as well as devastating grief for families. 
Submersion injury is unique in some respects, but it is a 
well-studied and common cause of asphyxial injury, and can 
serve as a model for understanding many of the prognostic, 
pathophysiologic and therapeutic aspects of all types of 
asphyxial injury in children. Although attempts at cerebral 
resuscitation for near drowning victims in the critical care 
unit have thus far been largely unsuccessful, a thorough 
understanding of the pathophysiology, effective resuscitation 
strategies, and data relevant to the prognosis after submer-
sion is key to providing timely, effective, and compassionate 
care. 

 Drowning is “the process of experiencing respiratory 
impairment from submersion/immersion in liquid,” as 
defi ned by the 2002 World Congress on Drowning and 
the World Health Organization. The term “near-drowning” is 

no longer recommended to distinguish survival from 
 non- survival. Instead, drowning outcomes are categorized 
into “death,” “morbidity,” or “no morbidity.” Those with 
morbidity may be subcategorized into “moderately dis-
abled,” “severely disabled,” “vegetative state/coma” and 
brain death” [ 1 ,  2 ]. Death is due to cardiac arrest as a result 
of hypoxic- ischemic injury. In those who survive drowning, 
morbidity results from hypoxic-ischemic injury to the brain.  

    Epidemiology 

 Drowning accounts for hundreds of thousands of deaths annu-
ally worldwide. However, there is tremendous discrepancy 
between the death rates due to drowning by region and coun-
try income. Generally submersion injuries are more common 
in warm climates. Ninety-seven percent of drowning deaths 
occur in low-and-middle income countries. Worldwide, 
drowning is the third leading cause of death in children 
5–14 years of age and the 11th leading cause of death in chil-
dren 0–4 years of age [ 3 ]. In the United States, 4,086 people 
died due to drowning in 2007 [ 4 ]. Of these, 1,033 were 
18 years of age or younger, representing 10 % of the deaths 
due to accidental injury in this age group. Males are more 
likely to die from drowning compared to females in all age 
groups (rate per 100,000 population (1.79 vs 0.49). Toddlers 
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and teenage boys have the greatest risk of drowning. Black 
males 15–19 years of age have the highest rate of drowning 
(4.15 per 100,000), followed by white males 0–4 years of age 
(3.35 per 100,000). The rates for black children over age four 
was consistently higher than that of white children, while the 
rate for black and white children 0–4 years of age was nearly 
identical, possibly refl ecting a reduced exposure of young 
black children to swimming pools [ 4 ] (Fig.  48.1 ).

   The majority of submersion events occur in fresh water. 
The location in which children drown provides some insight 
into racial and age disparities in drowning rates and may pro-
vide information for prevention measures. In 1995, Brenner 
and colleagues [ 5 ] reviewed death certifi cates of all pediatric 
victims of unintentional drownings in the US. Among 
infants, 78 % of drownings were in bathtubs and 20 % 
occurred in artifi cial pools or freshwater. Among children 
1–4 years, 56 % were in artifi cial pools and 26 % were in 
fresh water, while among older children, 63 % of drownings 
were in bodies of freshwater. Most pool submersions occur 
at the child’s own home, with nearly half occurring within 
the fi rst 6 months of pool exposure. Isolation fencing of pri-
vate pools is an important prevention strategy that has been 
well documented to reduce the risk of drowning [ 6 ]. After 
the age of 5 years, black males had a signifi cantly higher risk 

of drowning as compared with white males, with much of the 
increased risk due to swimming pool events [ 5 ]. In low-and- 
middle income countries, many drownings take place in 
buckets of water, ponds, tubs, and unprotected wells [ 3 ]. 

 Less information is available on the incidence and out-
come of drowning survivors. In 2009, the U.S. Centers for 
Disease Control reported 5,454 (0–18 years) pediatric 
drowning patients requiring treatment in an emergency 
department, with 2,273 patients hospitalized or transferred 
[ 4 ]. The World Health Organization reports non-fatal out-
comes in terms of disability-adjusted life years (DALYs) 
which account for life lost from premature death and years of 
life lived with disability. In 2000, worldwide there were over 
1.3 million DALYs lost due to drowning, with over 60 % due 
to drowning in children less than 15 years of age [ 3 ].  

    Associated Conditions 

    Associated Medical Conditions 

 While certain medical illnesses can predispose children 
to submersion injury, the precise frequency is diffi cult 
to determine. Epilepsy has been well documented to 
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increase the risk of drowning [ 7 – 9 ]. Diekama et al. [ 10 ], in 
a population based cohort study of children in King County, 
WA found that those with epilepsy had a tenfold increased 
risk of submersion injury even after children with additional 
handicaps were removed from the analysis. In prospectively 
following 245 individuals with childhood-onset epilepsy, 
there was an absolute risk of 2.4 % risk for death from 
drowning [ 11 ]. There have also been reports of drowning 
victims having previously unknown long QT syndrome, and 
the suggestion was made that swimming is an arrhythmo-
genic trigger in some patients with long QT syndrome 
 [ 12 – 15 ]. Although it is reasonable to speculate that certain 
other conditions, such as paroxysmal cardiac dysrhythmias, 
might also predispose children to drowning, the contribu-
tion of associated medical conditions probably account for 
a small minority of drowning victims [ 16 ]. The possibility 
of intentional drowning should be considered, especially 
with young children or infants who nearly drown under sus-
picious circumstances. For instance, the infant over 
12 months of age who sits and rights themselves well should 
not suffer a submersion injury in a bathtub if unattended for 
a few minutes.  

    Associated Injuries 

 Drowning in older children and adolescents is often associ-
ated with boating, diving, or water sport activities. Reports 
of cervical spine injuries among victims of diving accidents 
have led some authors to recommend cervical spine stabili-
zation for all drowning victims regardless of whether they 
have sustained a traumatic injury [ 17 ,  18 ]. There is little data 
on the frequency of cervical spine injury in strangulation and 
hanging injuries, but what is available suggest that such 
injury is rare unless there is signifi cant force involved [ 19 , 
 20 ], therefore it seems logical that cervical spine injury 
would be unlikely with submersion alone. Watson et al. [ 21 ] 
reported a review of submersion victims and found the inci-
dence of cervical spine injury to be low (0.5 %), and all those 
who sustained c-spine injury had clinical signs of serious 
injury and a history of high impact trauma prior to 
 submersion. In the event of submersion associated with 
trauma, cervical spine immobilization and evaluation is war-
ranted. Without a history of trauma, there is little evidence 
supporting cervical spine immobilization, which can make 
airway management and warming more diffi cult. 

 Because young children often drown in household bodies 
of water (tubs, buckets, etc.), the composition of that fl uid 
should be considered when evaluating the potential injuries 
these patients may have sustained. Water that has had bleach 
or other cleaning solutions may be particularly injurious to 
the upper airway and esophagus and direct visualization 
should be considered when the patient’s condition has 
stabilized.   

    Pathophysiology 

    Immersion 

 The physiologic effects of immersion in water itself are 
applicable to most drowning victims and are not widely 
appreciated but may have signifi cant impact on the events 
that occur prior to and during the drowning episode. The 
series of physiologic events that occur during drowning 
depends to some extent on the manner of submersion. Head- 
out immersion in thermo-neutral water results in physiologic 
alterations in the cardiovascular and respiratory systems that 
lead to an increase in venous return and hence cardiac out-
put, increase in right to left shunting, movement of the dia-
phragm, and a signifi cant increase in work of breathing. The 
increase in venous return results in diuresis, natriuresis, and 
kaliuresis. Immersion in cold water results in intense vaso-
constriction and further increase in right atrial pressure, 
increased heart rate, increased cardiac output, and enhanced 
urine output. Respiratory drive is increased and may account 
for diffi culties in swimming even for competent swimmers 
[ 22 ]. Young children or non-swimmers will often not experi-
ence the period of time above water that swimmers do, and 
those who fall into buckets or other unusual containers of 
water may not experience these phenomena and the effects 
associated with immersion per se. Those who do experience 
the immersion phenomena may have a greater degree of 
dehydration and electrolyte imbalance.  

    Submersion 

 The sequence of events occurring after submersion under 
water was studied extensively in animal models during the 
1930s [ 23 ,  24 ] and is thought to be similar to the events that 
occur with human drowning [ 25 ]. During the initial minutes 
after submersion, there is panic and struggle to surface. 
Small amounts of fl uid are aspirated into the hypopharynx, 
triggering laryngospasm. The victim then swallows large 
volumes of water. In 85–90 % of cases, the initial laryngo-
spasm abates and the victim aspirates large volumes of water, 
in the remainder the laryngospasm continues and there is 
little aspiration. There may also be vomiting and aspiration 
of gastric contents. Evolving hypoxemia causes neuronal 
injury and eventually leads to circulatory collapse with myo-
cardial damage as well as multiple organ system dysfunc-
tion, with further ischemic brain injury. 

 Early work in animal drowning models suggested that 
drowning induced signifi cant fl uid shifts and electrolyte 
abnormalities that were dependent on the osmolarity of the 
aspirated fl uid [ 26 ,  27 ]. Subsequent studies of human 
drowning victims have shown that electrolyte abnormalities 
are minimal [ 28 ,  29 ]. Similarly, hemoglobin concentrations 
are minimally altered. There may be slight intravascular 
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volume shifts, with increased intravascular volume after 
fresh water drowning and hypovolemia after salt water 
drowning, but these are transient and not usually clinically 
signifi cant. Patients who are in water, struggling, for long 
periods of time prior to submersion may have more exten-
sive water loss either due to the induced diuresis or insensi-
ble losses and may also go on to suffer from complications 
such as rhabdomyolysis due to overexertion, hypothermia, 
or shivering [ 30 ,  31 ].  

    Hypothermia 

 Hypothermia frequently accompanies submersion injuries 
and the relatively large surface area to body mass ratio of 
infants and children puts them at particular risk. Additionally, 
swallowing or aspiration of cold water may play an impor-
tant role in the development of core or brain cooling during 
submersion in cold water [ 22 ,  32 ]. Most organ systems are 
adversely affected by hypothermia. Moderate hypothermia 
(32–35 °C) is associated with increased sympathetic tone, 
shivering, and increased oxygen consumption. Between 
32 °C and 28 °C, shivering stops, heart rate and blood pres-
sure decline, and oxygen consumption deceases. A core tem-
perature below 28 °C puts the victim at risk of extreme 
bradycardia or spontaneous ventricular fi brillation or asys-
tole [ 30 ]. Signifi cant hypothermia also leads to clinically sig-
nifi cant coagulopathy including prolongation of clotting 
times and platelet dysfunction, and affects immune cell func-
tion [ 33 ]. 

 The mammalian “dive refl ex” is elicited by contact of the 
face with cold water and has been postulated by some to 
explain the seemingly extra-ordinary survival of some vic-
tims from prolonged submersion. The refl ex consists of 
breath-holding, intense peripheral vasoconstriction with bra-
dycardia and decreased cardiac output, and increased mean 
arterial pressure. Selective vasoconstriction and systemic 
hypertension promotes selective heart and brain perfusion 
[ 34 ]. While the diving refl ex clearly benefi ts aquatic mam-
mals, there is controversy over its role in human submersion 
[ 22 ]. Breath holding is less prominent in children when they 
are immersed in cold water [ 35 ,  36 ] and the degree of brady-
cardia is independent of water temperature.   

    Effects on End-Organs 

    Respiratory System 

 All drowning victims are hypoxemic. Those who do not 
aspirate fl uid are hypoxemic initially due to apnea but with 
time may develop increased permeability of the capillary 
endothelium and surfactant disruption leading to acute lung 

injury (ALI) or acute respiratory distress syndrome (ARDS) 
as a consequence of hypoxia and circulatory inadequacy. 
Aspiration of freshwater or seawater leads to abnormal sur-
factant function [ 37 ] causing alveolar collapse, atelectasis, 
intrapulmonary shunting, and ventilation-perfusion mis-
match. Aspiration of gastric contents or caustic materials 
may also contribute to pulmonary injury and contribute to 
the development of ALI or ARDS. Victims who drown in 
water contaminated with bacteria or fungi may go on to 
develop pneumonia or other systemic infections [ 38 ,  39 ], 
while victims who drown in sterile water but require mechan-
ical ventilation may be at risk for the development of ventila-
tor associated pneumonia. Prophylactic antibiotics do not 
appear to affect outcome however, and are not recommended 
[ 40 – 42 ].  

    Cardiovascular System 

 The cardiovascular system in drowning survivors is initially 
characterized by low cardiac index, elevated right and left 
heart fi lling pressures, and elevated systemic and pulmo-
nary vascular resistance [ 43 ]. Studies in animals show that 
the detrimental effect on the heart and cardiovascular sys-
tem from submersion injury is primarily due to hypoxia 
rather than due to hemodilution or hypo or hypervolemia 
[ 44 ,  45 ]. Associated hypothermia may lead to bradycardia, 
asystole, or ventricular fi brillation. The degree to which 
such cardiovascular dysfunction is reversible after initial 
resuscitation is related to the length of the anoxic insult as 
well as the effects of hypothermia and the effectiveness of 
resuscitation. Examination of the hearts of patients who 
died due to drowning revealed pathologic changes sugges-
tive of coronary arterial spasm and focal myocyte injury 
[ 46 ], but permanent myocardial dysfunction is rare in 
survivors.  

    Central Nervous System 

 The global hypoxic-ischemic brain injury that can occur in 
drowning survivors is the most devastating morbidity. During 
the fi rst minutes, the brain is deprived of oxygen. As the car-
diovascular system fails, cerebral blood fl ow decreases and 
ischemic injury ensues. Experimentally, hypoxia and isch-
emia have different effects on the brain. Ischemia leads to an 
elevation in extracellular glutamate concentrations, which is 
thought to be directly related to neuronal damage. However, 
severe hypoxia without ischemia does not lead to elevated 
extracellular glutamate levels [ 47 ] or pathologic changes 
[ 47 ,  48 ]. This may explain some of he variability in out-
comes among victims who suffer near fatal drowning 
episodes. 
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 Metabolic activity and selective vulnerability to 
hypoxic- ischemic injury within the brain varies between 
regions, white matter and gray matter, and is also a function 
of age. Areas of greatest susceptibility to ischemic injury 
are usually in vascular end-zones leading to so-called 
“watershed” infarctions, as well as hippocampus, insular 
cortex, and basal ganglia. Even within the hippocampus, 
important for memory and learning, there are widely vary-
ing vulnerabilities to hypoxic-ischemia damage [ 49 ]. With 
greater severity of hypoxia-ischemia, more extensive and 
global neocortical damage will occur.   

    Clinical Evaluation and Decision Making 

 Many attempts to defi ne clinical, epidemiological, or labora-
tory variables that predict which victims of submersion 
injury should be resuscitated and treated, either at the scene 
of the injury, in the emergency department, or in the inten-
sive care unit have been evaluated. While there is general 
agreement that attempts at resuscitation at the scene are 
nearly always appropriate unless the victim is clearly dead, 
the degree to which aggressive resuscitation should be pur-
sued and how long it should be continues is an ongoing 
source of debate. At all times, the potential for loss of patients 
with unpredictable good outcomes must be weighed against 
the risk of prolonging death or of survival with devastating 
neurologic outcome. For emergency departments that are not 
located in tertiary pediatric facilities, the fi nancial and emo-
tional burdens of transporting patients who clearly will have 
a very poor outcome to tertiary care centers at some distance 
must be weighted against the need for both caregivers and 
family to feel that everything possible has been done to 
ensure the best possible outcome for the victim. 

 Numerous reports and case series have documented the 
intact survival of some children who receive successful car-
diopulmonary resuscitation (CPR) in the fi eld, particularly 
those children who are submerged in cold water [ 50 ,  51 ]. 
Although reports of survival without neurologic sequelae 
after prolonged submersion in icy water are dramatic [ 50 , 
 52 – 54 ], in most children hypothermia is a poor prognostic 
sign [ 55 – 57 ]. Hypothermic protection is dependent on slow-
ing cerebral metabolism before irreversible hypoxic- 
ischemic injury has occurred and is thought to occur only in 
the most frigid water. Generally victims have fallen through 
ice or have remained above water for a time while being 
cooled. 

 Small children have a large surface area to mass ratio and 
will cool more quickly than adults, so they may become 
hypothermic in more moderate waters. Additionally, tem-
perature variability in various regions should be considered, 
as there are some reports of intact survival after prolonged 
submersion in usually temperate climates [ 58 ]. Given the 

diffi culty of predicting outcome of hypothermic victims in 
the fi eld, most authors recommend attempting resuscitation 
of all victims of drowning despite initial presentation unless 
they are clearly dead. 

 Various attempts at defi ning which children should be fur-
ther resuscitated in the emergency department have failed to 
clearly discriminate intact survivors from non-survivors and 
severely impaired survivors [ 59 ,  60 ]. Demographic charac-
teristics (age and gender), historical factors (duration of sub-
mersion, time to resuscitation, CPR at scene), and clinical 
parameters (Glasgow Coma Score, arterial pH, serum glu-
cose, need for continued CPR or cardiotonic medications) 
have been examined as possible factors that might discrimi-
nate those children who will survive with a good outcome 
from those who will be severely neurologically damaged or 
dead. The presence of coma or fi xed and dilated pupils in the 
emergency department has been suggested by some to accu-
rately discriminate those patients who died or had severe 
neurologic injury from intact survivors [ 61 ,  62 ], but this fi nd-
ing has proven unreliable in other studies and case reports 
[ 51 ,  58 ,  63 ]. Similarly, although the Glasgow Coma Score 
(GCS) assigned in the emergency department is low in 
patients who do poorly, it does not reliably discriminate 
between intact survivors and those with poor outcome [ 51 , 
 58 ,  64 ]. The need for continued CPR in the emergency 
department was reported to accurately predict poor neuro-
logic outcome [ 62 ,  65 ], but other series document intact sur-
vival in some patients who receive CPR in the emergency 
department [ 51 ,  63 ]. The need for continued CPR after warm 
water submersion is associated with a higher likelihood of 
poor neurologic outcome than is the need for CPR after icy 
coldwater submersion [ 51 ,  56 ,  61 ,  62 ]. 

 Orlowski described a scoring system which combined 
age, submersion time, time to resuscitation, coma on admis-
sion to the ED, and pH, and found it could reasonably predict 
a group of patients who would do well and a group who 
would do poorly [ 59 ,  66 ]. The score relied on knowledge of 
length of submersion and time to resuscitation, historical 
factors which are frequently not accurately known. In a large 
retrospective review of data from the emergency department 
of 274 near drowning patients, Christensen et al. [ 67 ] con-
structed a clinical classifi cation system comprised of a physi-
cal exam score (apnea and coma), need for CPR in the ED, 
and pH (<7.0) which had a 93 % overall accuracy. However, 
no combination of variables they examined could accurately 
discriminate all intact survivors from all those with poor 
outcomes. 

 Extrapolating from studies of pediatric out-of-hospital 
cardiac arrests, there is increased survival observed when 
CPR is not needed after arrival to the hospital, no atropine is 
needed, three or fewer doses of epinephrine are used, and 
shorter duration of CPR [ 57 ,  68 ]. Among all children with 
HIE-related arrest, the PPV for poor neurologic outcome 
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with initial CPR > 10 min has been reported as high as 91 % 
[ 68 ]. Because there is no one factor or combination of factors 
which have been identifi ed to reliably predict good versus 
poor outcome with a high degree of certainty, some have 
advocated that resuscitation be attempted, at least briefl y, in 
all patients who arrive in the emergency department after 
submersion injury [ 51 ,  63 ,  69 ]. All known clinical variables 
should be taken into account when deciding how aggres-
sively to resuscitate. It is generally recommended that resus-
citation be continued until the victim has been rewarmed to 
33–35 °C.  

    Treatment 

    Scene 

 At the scene, mouth-to-mouth breathing of an apneic victim 
should be attempted even while the victim is in the water, 
and the victim should be removed from the water as quickly 
as possible. If possible, victims should be removed from the 
water in a horizontal position [ 22 ]. No attempts to drain 
water from the lungs should be made before pulmonary 
resuscitation begins. The Heimlich maneuver should not be 
performed except where airway obstruction is suspected 
[ 70 ]. Once the victim is on solid ground, chest compressions 
should be begun if there is no palpable pulse. Because of the 
intense vasoconstriction that may be present in the hypother-
mic victim, the carotid pulse should be sought. Further 
advanced life support measures such as tracheal intubation, 
defi brillation, or intravenous or intraosseous medications or 
fl uids should be undertaken as indicated if personnel capable 
of performing such interventions are present. In the presence 
of core temperature <28 °C defi brillation may not be effec-
tive. Further heat loss should be avoided en route to a hospi-
tal and all equipment and fl uids in contact with the victim 
should be warmed. Severely hypothermic victims (tempera-
ture <32 °C) should not be placed in a warm shower or bath 
in attempts to re-warm them.  

    Emergency Department 

 In the emergency department, standard airway, ventilatory, 
and cardiovascular resuscitative measures should be insti-
tuted as indicated, and particular attention paid in the near 
drowning patient to the possibility of trauma and to re- 
warming if necessary. As the patient is being re-warmed, 
close attention should be paid to acid-base status, electro-
lytes, and cardiac rhythm and overall cardiovascular status. 
Hypothermic patients who are hemodynamically stable may 
be re-warmed slowly via external means—warmed humidi-
fi ed inspired gas, warmed intravenous fl uids (40–42 ºC), and 

warm cloth blankets or convective or radiant warming 
systems. 

 Hypothermic patients in cardiac arrest or with an otherwise 
unstable cardiovascular system should be warmed more 
aggressively. Such methods include bladder irrigation, gastric 
lavage, pleural lavage, or peritoneal lavage with warmed iso-
tonic fl uid. Extracorporeal re-warming (cardiopulmonary 
bypass or extra-corporeal membrane oxygenation) may be 
performed and there are several reports of extra-ordinary sur-
vival after near drowning using such a strategy [ 50 ,  54 ,  71 ,  72 ]. 

 There are large case series of severely hypothermic 
patients being re-warmed with cardiopulmonary bypass with 
a survival of 45–60 % [ 73 ] and generally favorable neuro-
logic outcome [ 73 ,  74 ]. Although these large series represent 
a heterogeneous group of patients, most of them adults who 
were the victims of exposure hypothermia, near drowning 
victims had a similar outcome to the overall group and the 
data thus suggest that extracorporeal re-warming may be a 
valuable strategy in certain circumstances. 

 If high impact trauma is suspected, cervical spine immo-
bilization should be instituted as quickly as possible in the 
fi eld or the emergency department. Assessment of neuro-
logic status during therapy, including brainstem refl exes, 
Glasgow Coma Score, and a detailed examination if possible 
may aid in delineating the individual patients prognosis and 
will serve as a reference later in the course of care. 

 The clinical course of the drowning victim is determined 
primarily by the duration of hypoxic-ischemic injury and by 
the adequacy of initial resuscitation. Some children with 
brief submersions will begin breathing as soon as they are 
removed from the water or after brief positive pressure ven-
tilation, and arrive in the Emergency Department alert and 
awake. Others will require more aggressive intervention. 
Children who appear well but who have sustained signifi -
cant submersion and possible aspiration should be observed 
closely for at least 6–12 h for respiratory distress. Those 
discharged from the emergency department should be 
instructed to return if they develop respiratory distress, 
cough, or fever as some may develop bronchospasm or 
pneumonia.  

    Intensive Care Unit 

 Children who are admitted to the ICU should be monitored 
for the presence or development of lung injury or cardiovas-
cular instability. Pulmonary dysfunction in the immediate 
post-injury period is the result ventilation-perfusion (V/Q) 
mismatch due to atelectasis, aspiration, or pulmonary 
edema. Pulmonary edema may result from increased capil-
lary  permeability, aspiration, massive fl uid overload, or 
 myocardial failure. Increasing inspired oxygen concentra-
tion alone may not resolve hypoxemia if signifi cant V/Q 
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mismatch is present, and prolonged use of high inspired 
 oxygen  concentrations may worsen pulmonary injury. 
Children who are alert and ventilating adequately may ben-
efi t from mask continuous positive airway pressure (CPAP) 
with a nasogastric tube to prevent gastric distention. Ongoing 
hypoxemia or impaired ventilation requires endotracheal 
intubation and mechanical ventilation. Pulmonary sequelae 
of near drowning may include bronchospasm, fulminant but 
transient pulmonary edema, aspiration or infectious pneu-
monia, or acute respiratory distress syndrome (ARDS), alone 
or in combination. Although there is general concordance 
between the severity of the lung injury with the severity of 
the neurologic injury sustained in many patients, victims 
may develop signifi cant pulmonary pathology and not have 
suffered neurologic injury. 

 Ventilation strategies that are used in the setting of trau-
matic brain injury may be detrimental to those with hypoxic- 
ischemic brain injury. Hypercapnia may be avoided in 
potentially brain-injured children, though there is not evi-
dence to suggest that mild or moderate hyperventilation 
improves neurologic outcome after hypoxic-ischemic brain 
injury. Since most evidence suggests that the neurologic 
insult after hypoxic-ischemic injury is primarily determined 
by the initial primary insult and that increased ICP after 
hypoxic-ischemic injury is uncommon but ominous, the 
strategy of mechanical ventilation should focus on prevent-
ing ventilator induced lung injury. 

 In the ICU, cardiovascular instability may be the result of 
impaired myocardial contractility due to the hypoxic- 
ischemic event; ongoing hypoxemia, hypothermia, or acido-
sis; low intravascular volume, or electrolyte abnormalities. 
Fluid resuscitation and inotropic or pressor agents may be 
required to restore adequate tissue perfusion. Invasive moni-
toring, such as an arterial catheter, central venous catheter, or 
echocardiography should be tailored to the needs of the indi-
vidual patient. 

 The majority of long-term morbidity and mortality after 
drowning is due to hypoxic-ischemic brain injury. Neuro- 
resuscitative strategies that have been applied to victims of 
hypoxic-ixchemic brain injury have included ICP monitor-
ing and management, barbiturates, hypothermia, calcium 
channel blockers, free-radical scavengers, and others. 

 Conn [ 75 ] proposed a therapy based on observations that 
submersion victims were hyperhydrated, hyperventilating, 
hyperexcitable, and hyper rigid. HYPER therapy included 
fl uid restriction, hyperventilation, hypothermia, barbiturate 
coma, glucocorticoids, muscle paralysis, and monitoring and 
treatment of elevated ICP. Subsequent reviews or prospective 
evaluations of hypothermia and barbiturate therapy in drown-
ing failed to show improvement in outcome with these thera-
pies [ 76 ,  77 ]. 

 Despite early animal data supporting the use of barbitu-
rates in global ischemia [ 78 ], the use of barbiturates after out 

of hospital cardiac arrest has not been benefi cial in humans 
[ 79 ]. Corticosteroids were advocated in the past to treat 
 cerebral edema after submersion injury [ 28 ,  75 ] but subse-
quent data in both humans and animals failed to demonstrate 
any benefi t of steroids in hypoxic ischemic brain injury but 
did suggest an increased incidence of infection [ 40 ,  69 ]. 

 Despite early enthusiasm for its use, intracranial pressure 
(ICP) monitoring and aggressive treatment of intracranial 
hypertension has proven not to be of benefi t to victims of 
drowning [ 63 ,  76 ,  80 – 82 ]. While prognostically, high ICP 
correlates with poor neurologic outcome or death, initial 
ICPs of less than 20 do not indicate good outcome [ 63 ,  80 ] 
and ICP monitoring has fallen out of favor for victims of 
hypoxic-ischemic brain injury. Connors et al. [ 83 ] extended 
monitoring to include global cerebral blood fl ow, cross-brain 
oxygen content difference (CBO 2 D), cerebral metabolic rate 
for oxygen (CMRO 2 ), ICP, and cerebral perfusion pressure 
(CPP) and evaluated the relationship of these parameters to 
outcome in 12 nearly drowned children. They found no dif-
ferences in global CBF, ICP, or CPP between normal survi-
vors and those who died or were severely affected. Those 
who survived with functional neurologic outcome had higher 
CBO 2 D at 24 h and higher CMRO 2  at 48 h, though neither 
measurement completely discriminated between those with 
good and those with poor outcome. 

 Recent data on the therapeutic benefi t of mild hypother-
mia on adult victims of cardiac arrest [ 84 ,  85 ] has renewed 
interest in the potential benefi ts of this therapy. In two promi-
nent studies, patients who had been successfully resuscitated 
from ventricular fi brillation were randomly assigned to 
undergo therapeutic hypothermia (target 32–34 °C) or stan-
dard treatment. The treatment was associated with higher 
survival to hospital discharge and improved neurologic out-
come. An earlier trial of hypothermia after traumatic brain 
injury did not demonstrated any benefi t [ 86 ], but there were 
some methodological concerns regarding this trial, and a 
trial of therapeutic hypothermia after cardiac arrest in pediat-
ric patients is currently in progress. Current temperature 
management of pediatric patients with severe submersion 
injury includes avoidance of hyperthermia, however, use of 
therapeutic hypothermia not currently standard of care and 
there are theoretical potential risks associated with its use, 
including infection and coagulopathy. 

 In summary, the precise outcome for victims of a signifi -
cant drowning event may be diffi cult to determine in the fi rst 
hours of treatment, although prolonged cardiopulmonary 
resuscitation, fi xed and dilated pupils, and GCS of 3 suggest 
a poor outcome. Attention to general supportive measures, 
including adequacy of oxygenation with optimal ventilator 
strategies to minimize lung injury, cardiovascular support, 
and avoidance of iatrogenic complications may help to 
 minimize secondary brain injury. Attempts at manage-
ment of intracranial pressure or specifi c neuro-resuscitative 
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strategies have been unsuccessful in improving outcomes. 
Therapeutic hypothermia may be benefi cial but as yet we 
have no data that is specifi c to hypoxic-ischemic brain injury 
in the pediatric population.   

    Predicting Long-Term Outcome 

 Prediction of the long-term neurologic outcome of drowning 
victims is a common and often diffi cult problem in the inten-
sive care unit. Prediction of functional independence versus 
death or severe disability becomes more reliable with time as 
the child is treated and recovery or response or lack of 
response to therapy is observed. The key sources of informa-
tion for prognostication come from clinical exam fi ndings, 
radiographic data, and neurophysiologic studies. No indi-
vidual piece of data has suffi cient positive predictive value or 
specifi city to warrant decision-making without consideration 
of other contextual information. 

 The neurologic examination, including pupillary 
response, best motor response, and GCS, often provides very 
reliable information to predict neurologic outcome within 
the fi rst 24–72 h. In general, these clinical features have 
greater positive predictive value for poor neurologic out-
comes (typically defi ned as death, persistent vegetative state, 
or disability requiring signifi cant dependence). The absence 
of these fi ndings does not necessarily predict good neuro-
logic outcome. Much of the current information regarding 
neurologic prognostication in children with severe brain 
injury is derived from heterogeneous studies, where hypoxic- 
ischemic encephalopathy (HIE) (including drowning) may 
make up only one third to one half of the study population. 
Study fi ndings are only included in this chapter if there were 
no identifi able differences in subset evaluation between HIE- 
related brain injury and other causes (most notably traumatic 
brain injury). 

    Clinical Neurologic Examination 

 Absent pupillary response at 24 h portends a poor prognosis 
in adults, and this is the earliest clinical feature included in 
the American Academy of Neurology’s Practice Parameter 
[ 87 ] for prognostication after post-cardiac arrest coma. 
While absent pupillary response has not been validated 
across different age groups within pediatrics, smaller pro-
spective studies suggest that this may be a predictive sign. 
Absent pupillary response has a predictive value ranging 
from 96 % to 100 %, although the time point at which it is 
reported varies (range 24 h–9 days post-injury) [ 68 ,  88 ]. 
A bilaterally absent, pupillary response is helpful to the cli-
nician when it is observed; however, this fi nding is not as 
common as an abnormal motor response. 

 Absent motor response or extensor posturing to noxious 
stimuli at 72 h has been well demonstrated to predict poor 
outcome in adults, and is one of the clinical criteria used by 
the AAN for prognostication of comatose survivors [ 87 ]. In 
a retrospective series of 44 warm-water near drowning vic-
tims admitted to a PICU, all survivors with good neurologic 
outcome had spontaneous, purposeful movement within 24 h 
after submersion [ 64 ]. All children without spontaneous, 
purposeful movements within 24 h had severe neurologic 
defi cits or died. Additional studies are less defi nitive. In addi-
tional pediatric studies of brain injury from multiple causes, 
the fi nding of absent motor response to noxious stimuli at 
24 h or later had PPV ranging from 80 % to 100 % [ 88 ,  89 ]. 
A best motor response of fl exor or extensor posturing is more 
nebulous, and there is insuffi cient data about the predictive 
value of this fi nding. 

 While a number of investigators have noted that a GCS 
≤5 on presentation to the ED identifi ed patients at high risk 
for poor outcome [ 51 ,  63 – 65 ], that observation may not be 
suffi ciently discriminatory to support the decision to with-
hold or withdraw treatment. Lavelle [ 51 ] and Allman [ 63 ] 
noted that GCS ≤5 on arrival in the PICU was more predic-
tive of poor neurologic outcome than was GCS in the emer-
gency department, though again perhaps still not suffi ciently 
discriminatory to withhold or withdraw treatment. Lavelle 
noted 3 of 20 patients with a GCS of 5 on arrival in the ICU 
had a good outcome (no patients with GCS of 3 or 4 had 
good outcome), and Allman noted that while no patients 
admitted to the ICU with a GCS of 3 had a good outcome, 12 
of 24 patients with a GCS or 4 or 5 survived neurologically 
intact. The GCS has been reported to have its highest posi-
tive predictive value at 24 h after admission in a single pro-
spective study of children with HIE-related coma, with 
scores of <5 having a PPV of 100 % for poor neurologic out-
come [ 68 ]. A GCS of greater than 5 on arrival in the ED or 
ICU is highly predictive of good neurologic outcome [ 51 , 
 63 – 65 ]. Children who sustain signifi cant pulmonary injury 
and require mechanical ventilation and signifi cant sedation 
or muscle relaxation pose a diffi cult challenge. Interpretation 
of clinical information can be limited while patients remain 
on these medications. Additional neurophysiologic testing or 
imaging may be appropriate if decisions regarding continua-
tion or withdrawal of treatment are being considered.  

    Neuroradiology 

 Neuroimaging may aid in prognostication in the ICU setting. 
While computed tomography (CT) of the brain and neck is 
indicated in the ED or ICU if there is a history or suggestion 
of trauma, the role of CT in the early evaluation of hypoxic- 
ischemic injury in the drowning victim is limited. In a study 
of CT among children admitted to the ICU after drowning, 
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18 % were noted to have abnormal CT scans within the fi rst 
24 h, mostly consisting of diffuse absence of cortical grey- 
white differentiation, basal ganglia edema, or basal ganglia 
infarct. All of these patients had a GCS of 3 and subsequently 
died [ 90 ]. Edema related to hypoxic-ischemic damage may 
not be initially present and abnormalities may only emerge 
on subsequent imaging. A normal CT scan within the fi rst 
24 h does not have predictive value. Although abnormal CT 
may identify some of those who have sustained severe injury, 
the majority of patients will initially have normal studies 
regardless of outcome [ 91 ,  92 ]. 

 Magnetic Resonance Imaging (MRI) may be more useful 
than CT in predicting prognosis [ 93 ,  94 ] though it must be 
used in conjunction with clinical and physiologic data [ 87 ]. 
The use of diffusion weighted imaging (DWI) sequences 
along with standard T2-weighted images, has become a stan-
dard for early evaluation of infarction (hours after injury 
until 7–10 days post-anoxia). Regions of vulnerability to 
ischemic damage include the watershed regions and basal 
ganglia. The watershed lesions occur mainly in the arterial 
border zones of major cerebral arteries, generally in vessel 
end zones in the depth of the sulci. Lesions appear hyperin-
tense on T2-weighted imaging. Besides obvious signal 
change, other radiographic features include basal ganglia 
edema and indistinct margins of the grey matter, which may 
be better seen on T1-weighted images. In the chronic phase 
(> 2 weeks from initial injury), MRI may show other mor-
phologic changes, including parenchymal atrophy, laminar 
necrosis, ventriculomegaly, and enlargement of the cisterns 
and sulci. Dubowitz et al. [ 94 ] performed serial brain MRI 
on 22 children admitted to the ICU after drowning, and 
Christophe et al. [ 95 ] studied MRI in 40 comatose children 
with any non-traumatic brain injury. Both found a high posi-
tive predictive value (92–100 %) for poor outcome when 
there were radiographically defi nite signs of watershed and/
or basal ganglia infarct in both the acute (day1–3) or sub-
acute (day 4–7) periods. There were fewer false negatives 
with MRI when imaging was performed on day 4 or later 
[ 95 ]. MRI retained high predictive value in the subgroup of 
infants. Infants additionally were more likely to also have 
edema and necrosis of white matter, suggesting a particular 
vulnerability of areas still undergoing active myelination. 
Magnetic resonance spectroscopy (MRS) can show an 
increased lactate or glutatamine/glutamate peak or decreased 
NAA or creatine peak after signifi cant ischemic damage. 
MRS showed good correlation with the above MR fi ndings 
[ 94 ] when completed at least 3 days after injury, although it 
has not been demonstrated that MRS enhances the overall 
accuracy compared to MRI alone. 

 In summary, routine MRI with diffusion weighted imag-
ing is the preferred radiologic modality to help with prognos-
tication. The presence of abnormal fi ndings in the fi rst 3 days 
has signifi cant predictive value, but deferring MRI until 

4 days after injury will decrease the likelihood of falsely 
reassuring families.  

    Neurophysiology 

 The early role of EEG is often limited due to use of seda-
tives, analgesics, and muscle relaxants during resuscitation 
and early treatment, especially if there is signifi cant pulmo-
nary injury. A single EEG lacks specifi city and needs to be 
interpreted within the full clinical context. While a fl at, 
severely attenuated EEG or burst suppression record is often 
a poor prognostic indicator, during the initial 24 h it more 
commonly refl ects the initial insult and resuscitation. 
Repeating an EEG after 24–48 h, or performing an extended 
study, may help to establish the persistence of abnormal fi nd-
ings and help determine if favorable features, such as normal 
environmental reactivity and sleep-wake changes emerge. 
Persistent burst suppression, severe attenuation, or electro-
cerebral silence are predictive of a poor neurologic prognosis 
[ 96 ]. Additionally, the fi nding of discontinuity (alternating 
pattern of severe background attenuation with periods of 
relatively preserved activity) and lack of reactivity are pre-
dictive of poor outcome [ 68 ,  97 ]. Discontinuous activity and 
loss of reactivity on sequential EEGs had high predictive 
value for poor outcome (96–100 %) [ 68 ]; however, this has 
not been replicated and the sensitivity of these diagnostic 
fi ndings are relatively low. There is signifi cant intra-study 
variability about the predictive value of various EEG fi nd-
ings for poor outcome, ranging from 50 % to 100 % [ 98 ]. 
This likely refl ects differences in timing of EEG, intervals 
between repeated EEGs, and differences in subjective inter-
pretation. Additional obstacles to the interpretation of EEG 
include scalp edema or subdural collections, particularly 
when trauma has been associated with drowning. 

 Somatosensory evoked potentials (SEPs) may be more 
accurate in predicting outcome in children who have suffered 
hypoxic-ischemic brain injury [ 99 ,  100 ]. SEP interpretation 
is not affected by co-administration of sedating or analgesic 
agents, which offers a potential advantage to relying on clini-
cal exam fi ndings, EEG, or other evoked potentials. The fi nd-
ing of a bilaterally absent N20 peak on SEP has shown high 
predictive value (83–100 %) for poor outcome in children 
with severe brain injury of all causes. The predictive value of 
SEPs increases on subsequent studies (PPV 92–100 % on 
fi nal study) [ 68 ,  88 ,  89 ], although the PPV has been demon-
strated to be >80 % within the fi rst 2 days. Normal SEPs also 
show good predictive value (93–100 %) for favorable out-
come at any time point [ 88 ,  89 ]. Absent N20 was more sensi-
tive than absent motor response or pupillary response for 
predicting poor outcome [ 88 ]. Intermediate results of SEP 
(increased latency of N20, unilateral absence of N20 peak) 
do not have predictive value. False positive results from SEP 
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have resulted from structural barriers to electrical recording, 
such as subdural fl uid collections or following decompres-
sive craniotomy. A normal N13 peak must be confi rmed to 
exclude that the possibility that an absent signal results from 
a peripheral lesion. 

 The use of brainstem auditory-evoked response (BAER) 
in hypoxic-ischemic brain injury remains controversial. 
BAER testing has been investigated as a method of quantify-
ing global cerebral injury after drowning [ 101 ] as well as 
pediatric coma from any cause [ 68 ], but the predictive value 
is limited. While it may be useful in differentiating survival 
from death, it is less useful in predicting poor neurocognitive 
outcome among survivors. There are reported cases of chil-
dren with eventual persistent vegetative state who had nor-
mal BAER with bilaterally absent N20 on SEP. Furthermore, 
BAER can be altered by both central and peripheral auditory 
disorders and there is some evidence that BAERs are particu-
larly vulnerable to hypoxia in young patients [ 102 ]. 

 One of the greatest challenges in caring for the drowning 
victim is identifying reliable early predictors of either good 
or poor neurologic prognosis to aid in clinical decision mak-
ing. Serial neurologic examination remains one of the most 
accurate and reproducible methods available for assessment. 
There is an inherent dichotomy between fi nding the earliest 
clinical predictors and the most accurate ones, sometimes 
necessitating additional time and further reassessment. When 
the clinical course is uncertain by clinical examination alone, 
adjunctive tests are often helpful. MRI, and when available, 
SEP can be particularly useful to clinicians when the physi-
cal examination is inconsistent or obscured by medication 
effect.      
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        Thermoregulation 

 The human body has the remarkable ability to maintain a 
constant internal temperature despite wide and often extreme 
variations in environmental temperatures. Humans have tol-
erated brief exposure to extreme heat (documented tempera-
tures ranging from 220 °F to 260 °F) [ 1 ] yet cultured 
mammalian cells show cellular destruction at 107 °F after 

only a few minutes [ 2 – 4 ]. The clinical consequences of ther-
moregulatory failure are often dramatic and catastrophic. 
Individual heat waves have caused over 10,000 deaths in 
brief periods overwhelming available medical resources, and 
children left in enclosed automobiles for even brief periods 
are found with organ necrosis at autopsy. 

 Effective thermoregulation requires balancing heat pro-
duction (thermogenesis) and heat absorption with heat loss. 
Thermogenesis is the sum of exothermic metabolic reactions 
and mechanical heat generation through muscle activity. 
Variations in metabolic activity occur through changes in the 
basal cellular metabolic rate; thyroxine, adrenaline and 
growth hormone induced cellular metabolism; cellular sym-
pathetic stimulation; temperature-induced changes in chemi-
cal activity; and the thermogenic effects of food [ 5 ]. This 
heat gain is balanced with heat loss by varying the tempera-
ture gradient from the body core to the skin, regulating the 
quantity and content of sweat production, and modifying 
behaviors that alter energy transfer to the surrounding 
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 environment. Anatomic and physiologic adaptations have 
evolved to allow regulation of all of the above variables in a 
fi nely tuned process to maintain strict internal body tempera-
ture [ 6 ]. 

 Thermoregulatory inputs include surface skin tempera-
ture sensation through the transient receptor potential (TRP) 
family of ion channels that are located on free nerve endings 
in dorsal root ganglia (DRG) sensory neurons as well as in 
keratinocytes [ 7 ,  8 ]. Deep body temperature is sensed in the 
spinal cord, abdominal viscera, and around the great veins in 
the abdomen and thorax. Nerve conduction is sent through 
the DRG by A-delta and C fi bers to cross at the level of the 
spinal cord to the lateral spinothalamic tract and to the ven-
troposterolateral (VPL) nucleus and eventually to the hypo-
thalamus [ 9 ]. Processing of afferent inputs occur in the 
thalamus, hypothalamus, cortex and parts of the limbic sys-
tem (Fig.  49.1 ).

   Core body temperature is detected separately by receptors 
located in the preoptic/ anterior hypothalamus which con-
tains an ‘internal thermostat’ that initiates the physiologic 
responses required for normothermia. Normal individual 
body temperatures range from 36 to 38 °C. As body tempera-
ture increases over 37 °C sweat production begins, periph-
eral vasodilatation increases and arteriovenous (AV) shunts 
are maximally contracted to optimize heat loss [ 10 ]. A drop 
in core and skin temperature by only 0.2 °C below 37 °C ini-
tiates vasoconstriction and AV shunting and eventually shiv-
ering to drive body temperature back up to its set point. The 
threshold from sweating to shivering is only 1.4 +/− 0.6 °C, 
refl ecting the body’s tight thermoregulatory control [ 11 ,  12 ]. 

 The efferent limb of this thermoregulatory feedback loop 
includes cutaneous blood vessels innervated by sympathetic 
vasodilator and vasoconstrictor nerves responding to core 
temperature sensation. Sensory afferent nerves in the skin 
respond to local temperature changes and combined with 
temperature dependent releases of nitric oxide are responsi-
ble for regional variations in blood fl ow. Sympathetic vaso-
constriction utilizes release of norepinephrine and 
neuropeptide Y while sympathetic vasodilator nerves use an 
as of yet unidentifi ed neurotransmitter that appears to be 
responsible for 80–90 % of cutaneous vasodilatation during 
heat stress. Sensory afferent nerves release a calcitonin gene- 
related peptide, substance P and neurokinin A for vasodilata-
tion [ 10 ]. The above vasoregulation varies the amount of 
body heat transferred to the skin and available for transfer to 
the environment. 

 Heat transfer with the environment relies on conduction, 
convection, radiation, and evaporation.  Conduction  is the direct 
transfer of heat between two objects in contact and is of pri-
mary importance during water immersion.  Convection  
describes the dissipation of heat from the movement of air or 
liquid across the surface of an object as seen with increased 
heat loss during windy conditions.  Radiant heat  is 

 electromagnetic waves conducting heat away from an object or 
absorbed from the environment.  Evaporative heat loss  relates 
to energy consumption from the conversion of liquid water to a 
gas state and is the primary means of heat loss during condi-
tions of high ambient temperature and low humidity. 

 All of the mechanisms of heat transfer with the exception 
of evaporation require ambient temperature be lower than 
body temperature to provide cooling. Once this criterion is 
no longer met, as is usually the case with environmental heat 
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  Fig. 49.1    Thermoregulation. Temperature sensation occurs peripher-
ally from receptors located in skin keratinocytes, in deep receptors of 
the deep viscera and spinal cord, and centrally in hypothalamic core 
temperature receptors. Signals from skin and visceral receptors travel 
through A-delta and C fi bers to the thermoregulatory center located in 
the thalamus, hypothalamus and limbic system. Inputs are processed 
with signals from the hypothalamic ‘thermostat’ to trigger the efferent 
response. Surface skin reception primarily affects behavioral responses 
while deep visceral inputs have a greater effect on physiologic 
responses. Temperature sensation above the hypothalamic set point 
triggers sweating, vasodilatation, and decreased arteriovenous shunt-
ing. Low temperatures trigger increases in muscle tone leading to shiv-
ering, increased metabolic activity, peripheral vasoconstriction and AV 
shunting. Regional vasomotor tone is also regulated directly by local 
skin temperature sensation       
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injuries, evaporation is the only available method for heat 
loss. Excessive clothing and high relative humidity impair 
effective heat loss via evaporation. Guidelines for heat injury 
prevention therefore are based on heat index or wet bulb 
globe temperatures (WBGT), which combine air tempera-
ture with humidity and in the case of WBGT, wind speed and 
solar radiation [ 13 ]. 

 Children are considered at higher risk for heat illness 
because of a greater body surface area to mass ratio, lower 
cardiac output per mass, and a diminished sweating capacity. 
The actual contribution of these factors to heat illness is 
uncertain. Infants are known to have a lower concentration of 
salts in sweat than adults but can have perspiration rates 
around 50 mL/kg/day [ 14 ]. Increased risk of thermal injuries 
is also related to immature behavioral defenses and lower 
energy required to heat a smaller mass [ 15 ]. 

 Neuronal pathways process afferent inputs in a manner 
similar to the primitive behavioral responses to pain, thirst, 
hunger and suffocation, refl ecting the fact that behavioral 
defenses against thermal changes have a much greater effect 
on temperature regulation than do physiologic defenses [ 16 ]. 
The anatomical basis for this fi nding is that surface skin tem-
perature receptors have a greater effect on the perception of 
temperature and trigger a greater behavioral response than 
temperature sensed at core receptors. Conversely, core tem-
perature sensation has between 3 and 20-fold greater effect 
on physiologic changes than do skin receptors. Thus, initial 
changes in temperature are sensed in the skin and lead to 
early behavioral changes while more severe temperature 
changes affecting core temperature trigger autonomic 
responses such as sweating or shivering [ 17 ]. Despite devel-
opmental limitations, primitive behavioral changes are even 
seen in infants where exposure to elevated environmental 
temperatures lead to an increased preference for water intake 
over milk and a tendency to hold a more open exposed body 
posture [ 18 ,  19 ]. Failure of behavioral defenses lead to heat 
stroke as seen in infants that are left in overheated automo-
biles, over wrapped during febrile illness or not supplied 
adequate fl uid intake. The failure of the above thermoregula-
tory mechanisms leads to the pathophysiologic events of 
thermal illness.  

    Heat Illnesses 

    Classifi cation 

 Clinical syndromes of heat related illnesses include mild 
forms of heat edema, prickly heat, heat cramps, and heat 
syncope as well as the more severe forms of heat exhaus-
tion and heat stroke. Heat exhaustion presents with a core 
body temperature between 38 and 40 °C, mild mental sta-
tus changes including confusion, dizziness and fatigue and 

varying  fi ndings of headaches, cramps, chills, and emesis. 
Tachycardia, tachypnea and postural hypotension are typical 
fi ndings and patients usually have fl ushed skin with active 
sweating. Effective treatment includes preventing further 
excessive heat exposure, aggressive rehydration and cor-
rection of electrolyte abnormalities. These are key steps to 
prevent progression to heat stroke. The transition from heat 
exhaustion to heat stroke is poorly understood and there may 
be genetic predispositions for development of heat stroke 
due to impaired thermoregulation [ 20 ,  21 ]. 

 Heat stroke is defi ned as a core body temperature over 
40 °C with an altered mental status and a history of heat 
exposure or signifi cant exertion. It is differentiated from heat 
exhaustion based on more severe alterations of mental status 
including lethargy, obtundation, seizure activity, and/or 
coma with a temperature elevation above 40 °C. Additional 
symptomatology can be quite variable and severe cases prog-
ress to multi organ failure. Evidence of hyperthermia, 
although considered essential to the diagnosis may be absent 
at the time of presentation, likely because of incorrect or 
delayed measurements. Based on a better understanding of 
the natural history and pathophysiology of heat stroke, a 
defi nition of “a form of hyperthermia associated with a sys-
temic infl ammatory response leading to a syndrome of multi- 
organ dysfunction in which encephalopathy predominates” 
may be more accurate [ 22 ].  

    Pathophysiology 

 The pathophysiologic basis of heat illness/injury involves 
biochemical, cellular, and systemic alterations, which lead to 
progressive systemic infl ammation, disseminated intravascu-
lar coagulation (DIC), and multi-organ failure. 

    Biochemical and Cellular Alterations 
 Heat stress causes activation of endothelial, epithelial, local 
and circulating immune cells and triggers release of cyto-
kines and acute phase proteins [ 23 ]. Anti-infl ammatory Th2 
cytokines are also increased in heat illness, likely as a 
counter- regulatory mechanism. As the balance of this acute 
phase system tips to favor progressive infl ammation, the 
pathological sequela of a systemic infl ammatory response 
develops. Increased levels of proinfl ammatory, Th1 cyto-
kines and chemokines appear to be related to disease severity 
[ 24 ,  25 ]. 

 Contributing to this infl ammatory response are elevated 
levels of lipopolysaccharide and other endotoxins. Likely 
translocated from an impaired gut integrity, increases endo-
toxin levels occur in humans during strenuous exercise and 
in animal models during heat stress [ 26 – 28 ]. Impaired hemo-
dynamics and severe hypovolemia during heat illness likely 
further exacerbate impaired gut integrity [ 29 ]. Evidence for 
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this endotoxin model has been demonstrated in many studies 
including evidence that anti-endotoxin antibodies improve 
outcomes in animal models of heat stroke [ 26 ]. 

 Heat shock proteins (HSP) are highly conserved proteins 
thought to act as chaperones to stabilize cellular proteins and 
attenuate their propensity to denature under thermal stress. A 
72 kD protein, HSP-72, is increased in moderate and severe 
heat illness in baboons. Its extracellular release correlated 
with other markers of cellular injury and was found to be 
statistically higher in non-survivors [ 22 ]. The HSP response 
appears to be protective as transgenic mice that over express 
HSP-72 confer protection against heat stress induced hyper-
thermia, circulatory shock, and cerebral ischemia [ 30 ]. 
Details of the protein alterations found in the HSP response, 
endotoxin release and infl ammatory response can be found 
in several reviews [ 31 ]. 

 Direct thermal injury also contributes to tissue and organ 
dysfunction heat illness. Cellular injury occurs at or above 
a critical thermal maximum, initially through apoptosis fol-
lowed by protein denaturation. In humans, this occurs at 
temperature exposure of 41.6–42 °C for between 8 and 
45 min [ 4 ]. Central nervous system (CNS) injury is often 
severe in severe heat illnesses, such as heat stroke, likely a 
refl ection of neurons sensitivity to direct thermal injury. 
Autopsy fi ndings of infants and children with heat stroke 
reveal liver necrosis among those that survived at least 6 h 
potentially as result of prolonged direct thermal exposure 
of an organ with its own high heat generation [ 32 ]. Evidence 
of elevated circulating inter-cellular adhesion molecule 1 
(ICAM-1), endothelin, and von Willebrand factor-antigen 
in heat stroke victims suggest a possible pathophysiologic 
link between direct thermal endothelial injury and the trig-
gered systemic infl ammatory response and progression to 
DIC [ 33 ].  

    Systemic Alterations 
 On a systemic level, peripheral vasodilatation and altered 
AV shunting as a response to hyperthermia lead to an 
increase in venous capacitance and decreased systemic 
venous resistance (SVR) with increases in cutaneous blood 
fl ow up to 16-fold [ 34 ,  35 ]. As fl uid losses from sweating 
and increased insensible losses increase, volume depletion 
leads to hypotension and refl exive peripheral vasoconstric-
tion. An increase in cardiac work load combined with 
increasing afterload leads to impaired myocardial function, 
potentially compounded by direct thermal injury to the 
myocardium [ 36 ,  37 ]. Experiments with healthy children 
exposed to heat stress show a drop in diastolic blood pres-
sure within 10 min, primarily diastolic. Cardiac output was 
shown to increase except in children under 5 years old who 
had a drop in stroke volume [ 38 ]. Hemodynamic measure-
ments of critically ill children with heat stroke are not well 
described. 

 Changes to regional circulation, systemic hypotension, 
and altered perfusion can lead to multi-organ injury from 
inadequate oxygen delivery and clearance of metabolic 
byproducts. These hemodynamic changes, systemic infl am-
mation, DIC and direct cellular injury lead to progressive 
multisystem organ dysfunction. Finally, exertional heat 
stroke victims are further affected by skeletal muscle injury 
and rhabdomyolysis with resulting renal injury and electro-
lyte derangements.   

    Epidemiology 

 Heat illnesses encompasses a continuum of disorders that 
range in severity from very mild entities such as  heat cramps  
and  heat exhaustion  to the more serious and potentially 
 life- threatening entity known as  heat stroke.  In the pediatric 
population, exertional heat stroke (EHS) is primarily seen in 
teenagers involved in athletics or recreation. Cases outside of 
this population can occur with illicit drug use, a confounding 
effect of medications such as anticholinergics, or impaired 
sweat production [ 39 – 46 ]. Most classical heat stroke (CHS) 
in children occurs in infants or incapacitated patients often 
because care-givers fail to provide the necessary behavioral 
adaptations to environmental exposure necessary for thermo-
regulation such as infants left in automobiles or improperly 
cared for during heat waves. Heat related injuries have also 
been described in infants that were over wrapped, placed 
under electric blankets, and in conditions such as familial 
dysautonomia and cystic fi brosis. 

 Hemorrhagic shock encephalopathy syndrome (HSES) is 
a separately described entity that has a presentation nearly 
identical to heat stroke but without evidence of an apparent 
environmental exposure. Patients are typically found in the 
morning during winter months occasionally with a history of 
being over wrapped. The classifi cation of HSES and classic 
heat stroke as separate entities has been hotly debated but it 
appears that they have a common pathological endpoint with 
some form of failed thermoregulation leading to systemic 
injury [ 42 ,  47 – 52 ]. 

 The true incidence of heat stroke is not known as there is 
no current tracking database. Epidemiologic data is derived 
from case series and public safety databases that gather 
information from news stories and police reports. Heat 
related illnesses show temporal and geographical variation. 
The incidence of heat stroke range from 17.6 to 26.5 per 
100,000 with about 250 deaths per year in the United States 
[ 53 – 57 ]. Up to tenfold higher rates are reported in countries 
with more extreme climates [ 58 ]. The increase in heat-
related illnesses during heat waves is substantial [ 59 – 64 ]. A 
2003 heat wave in France reportedly caused 14,800 excess 
deaths which overwhelmed medical resources [ 65 ]. Most 
cases of CHS involve the elderly or disabled, especially 
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 during heat waves, although infants are also considered at 
higher risk. A survey of emergency room visits estimated 
about 26,000 cases of exertional heat-related injuries in 
patients ≤19 years of age with an incidence of 4.3 cases per 
100,000 [ 66 ] although less than 10 % of these required hos-
pitalization and less than 2 % were diagnosed with heat 
stroke. Participation in football accounted for almost half of 
male cases. 

 Despite the relatively low incidence of pediatric heat 
stroke, mortality is high, most cases completely preventable 
and extremely tragic. There are about 30 deaths per year in 
the United States from EHS in children [ 67 ]. A survey of 
media reports from 1995 to 2002 found 171 childhood fatali-
ties in the US related to being unattended in automobiles 
[ 68 ]. More than half involved caregivers that had uninten-
tionally left the child in the car, 27 % were reported as inten-
tional accidents where the caregiver was unaware of the 
inherent risks. The Centers for Disease Control (CDC) 
reported an annual death rate in children between 0.1 and 
0.5/1,000,000 [ 69 ]. Tracking by the Department of 
Geosciences at San Francisco State University found an 
average annual rate of 38 deaths in the United States from 
hyperthermia in motor vehicles [ 64 ].  

    Clinical Manifestations 

 Details of the clinical presentation of pediatric heat stroke 
are primarily from case series or case reports [ 70 – 79 ]. Most 
patients with heat stroke have a core temperature over 40 °C, 
although this is not a universal fi nding, which may lead to 
delays in diagnosis and treatment [ 72 ,  80 – 83 ]. Higher core 
temperatures appear to correlate with the severity of neuro-
logic symptoms at presentation in adults although this may 
not be appreciated in infants [ 72 ,  80 ]. Peak temperatures in 
infants suffering from CHS and HSES can exceed 42.3 °C 
[ 72 ,  84 ]. 

    CNS Manifestations 
 The sensitivity of the brain to hyperthermia is apparent in the 
universal presence of CNS dysfunction in heat stroke, which 
can range from agitation to confusion or coma. For infants 
with CHS, mental status may be more related to the initial 
state of dehydration than to hyperpyrexia [ 72 ]. Many cases 
show improvement in mental status shortly after initial treat-
ment of shock and hyperpyrexia. About 40 % of patients 
with heat stroke have seizure activity, often severe. Seizures 
are also very commonly described in patients diagnosed with 
HSES. Pupillary response is often sluggish and may range 
from pinpoint to fi xed and dilated [ 85 ]. Evidence of cerebral 
edema may be present at the time of admission in severe 
cases although many rapidly fatal cases of CHS did not have 
cerebral edema when autopsied [ 72 ,  86 ].  

    Cardiovascular Manifestations 
 Varying degrees of dehydration are present in nearly all cases 
of heat stroke and are related to any combination of increased 
insensible losses, gastrointestinal losses and poor intake. 
Children with CHS have required between 80 and 260 mL/
kg fl uid resuscitation in the fi rst 12 h [ 72 ]. Depending on the 
severity of hyperthermia and dehydration, patients present 
with a range of fi ndings from bounding pulses and fl ash cap-
illary refi ll to weak pulses and poor peripheral perfusion. 
Hemodynamic studies in adults show a presentation ranging 
from an elevated cardiac index with low SVR to a hypody-
namic state with a low cardiac index and elevated SVR. 
Patients with HSES are commonly described with relatively 
normal blood pressure on presentation with hypotension 
developing within the fi rst 24 h. While cardiac conduction 
disturbances are reported in adult patients this is not reported 
in children independent of electrolyte abnormalities [ 87 ,  88 ].  

    Respiratory Manifestations 
 Acute respiratory failure is common and can be related to 
hyperthermia, CNS injury, increased ventilatory demands, 
acute respiratory distress syndrome (ARDS), or aspiration. 
Tachypnea is a common response to hyperthermia and ele-
vated carbon dioxide production/acidosis, thus a hyperther-
mic patient with normal or slowed respirations may be an 
ominous fi nding. Metabolic oxygen demands are elevated 
and low arterial oxygen saturations may be due to an inade-
quate compensation, primary respiratory disease or may be 
spurious from poor peripheral perfusion. Signs of a viral 
upper respiratory illness are often present in HSES.  

    Skin Manifestations 
 Infants with CHS typically have poor peripheral circulation 
and warm ‘doughy’ skin. 

 Many patients with EHS present with fl ush, warm dry 
skin implying a state of dehydration resulting from an 
exhaustion of skin sweating capabilities. The presence of dry 
skin is commonly mistaken as a necessary feature of EHS, 
yet patients often have active sweating at presentation [ 89 ].  

    Gastrointestinal Manifestations 
 Emesis and/or watery diarrhea are common in CHS and 
HSES and the onset of vomiting may precede a rapid deterio-
ration. Hepatomegaly is present in more than half of patients 
with HSES [ 84 ]. Most patients have transaminitis with mild 
to moderate impairments in liver function. This typically 
worsens over several days and resolves in 1–2 weeks. About 
5 % of adults cases develop acute liver failure although this 
may be under-estimated [ 90 – 96 ].  

    Renal Manifestations 
 Oliguria or anuria is common in heat stroke. It usually refl ects a 
state of dehydration although progression to renal failure is 
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observed in 25–30 % of patients with EHS from hypoperfusion, 
rhabdomyolysis and/or direct thermal injury but is also common 
with CHS [ 97 – 100 ]. Patients with EHS and some patients with 
HSES have rhabdomyolysis with myoglobinuria. Most patients 
have improvement in renal function within 1–2 days.   

    Diagnosis and Clinical Evaluation 

 Diagnosis is usually straightforward with presenting history 
and examination although in unclear cases other conditions 
must be considered (Table  49.1 ). Metabolic acidosis is typi-
cal in HSES. Patients with heat stroke most commonly have 
metabolic acidosis but often present with respiratory alkalo-
sis or mixed acid base disturbances. Metabolic acidosis 
severity at presentation is often related to the severity of 
hyperthermia. Elevated lactate levels are common and often 
increase early during treatment with prolonged elevation for 
several days (Table  49.2 ).

    Salt losses from prolonged heat exposure lead to electro-
lyte derangements – typically hyponatremia and hypochlore-
mia. Hyperkalemia may be present with EHS likely in 
relation to rhabdomyolysis [ 70 ,  101 ]. Development of hyper-
kalemia later in the course of illness often is related to acute 
renal failure. Alterations of other electrolytes are typically 
mild and quite variable although the presence of hypophos-
phatemia (<0.5 mmol/L) with liver dysfunction has been 
shown to be an independent predictor of developing acute 
liver failure. 

 Patients that suffer from EHS typically have laboratory 
fi ndings of rhabdomyolysis including increased CPK, myo-
globinuria, AST, ALT, and bilirubin. Elevations in CPK and 
liver enzymes are also common in patients with HSES and 
CHS, showing a consistent pattern of initial worsening then 

rapid improvement [ 84 ]. Most blood counts are normal at the 
time of presentation although moderate to signifi cant ane-
mia, thrombocytopenia and profound DIC can be expected 
within the fi rst 24 h, which should be taken into consider-
ation when planning invasive procedures. Peripheral smears 
may reveal neutrophils with radially hypersegmented nuclei 
(botryoid neutrophils) early in the disease course [ 102 ]. C 
reactive protein is relatively normal in heat stroke at the ini-
tial presentation and any more than modest elevations should 
warrant an evaluation for infection. Although gut integrity is 
typically impaired with heat stroke this has not been reported 
as a source of bacteremia.  

    Treatment 

 The most severe victims of heat stroke require treatment of 
shock with support of the airway, ventilation and restoration 
of a perfusing cardiac rhythm in accordance with basic life 
saving measures. Elective tracheal intubation for severe pedi-
atric cases may be prudent as this will facilitate tolerance of 
cooling methods. Care must be taken in the administration of 
electrical cardioversion to patients with profuse sweating or 
those undergoing active treatment of hyperthermia with resid-
ual surface moisture. Remaining care should focus on early 
rapid cooling, support of active or impending organ dysfunc-
tion and monitoring/preventing complications. 

    Cooling 
 Out of hospital providers and transport teams should be 
instructed to focus on rapid cooling by any means available 
once life-saving measures have been addressed. Prolonged 
transport without addressing cooling measures may lead to 
poor outcomes despite adequate in-hospital care. Patients 
should be fully exposed, core temperature documented, intra-
venous access obtained and oxygen administered. Attention 
to the transport environment is necessary as humid enclosed 
vehicles impair effi ciency of evaporative cooling. Immersion 
therapy is impractical during transport and conductive meth-
ods such as application of ice packs may be the best option. If 
not completed in the pre-hospital environment patients must 
be emergently cooled on arrival as time to adequate cooling 
directly impacts development of multi-organ failure, length 
of hospitalization and survival [ 103 ]. Although limited data 
exists for children, several reports of adult patients support 
this fi nding. A review of 39 adult patients with CHS showed 
a trend towards improved survival in patients that were cooled 
to below 38.9 °C within 60 min of presentation [ 104 ]. Case 
reports of military members with heat stroke suggest improved 
outcome in those cooled in <40 min and worse outcome in 
those not cooled within 3 h [ 88 ,  105 ,  106 ]. 

   Table 49.1    Differential diagnosis of heat stroke in children   

 Meningitis/encephalitis 
 Sepsis 
 Hypothalamic infarction, hemorrhage or infection 
 Neurogenic fever from traumatic brain injury 
 Status epilepticus 
 Thyroid storm 
 Drug overdose or toxicity 
  Anticholinergics, cocaine, PCP, amphetamines, MDMA, salicylates 
 Serotonin syndrome 
 Malignant hyperthermia 
 Neuroleptic malignant syndrome 
  N -methyl-D-aspartate receptor antibody-associated encephalitis 

  Abbreviations:  PCP  Phencyclidine,  MDMA  3,4-Methylenedioxymetham-
phetamine  
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 The optimal method for in-hospital cooling will vary 
based on available resources, environment, and patient’s 
clinical condition. Commonly used methods include ice- 
water immersion, evaporative cooling with various wetting 
and fanning methods, ice-pack application, and administra-
tion of cooled intravenous fl uids (Table  49.3 ). Ice or cool 
water immersion and evaporative methods have shown the 
most consistent results for cooling [ 107 – 109 ]. Although the 
most effi cient method is a subject of continued debate, no 
randomized studies comparing methods have been per-
formed to date. Whichever cooling method is selected, accu-
rate continuous or frequent intermittent temperature 
measurements is essential and any patient with an inadequate 
response requires more aggressive therapy. Evaporative 

cooling is an attractive option for cooling pediatric patients 
as it requires equipment that is often readily available and 
can be easily adapted. Application of fl uids to the skin can be 
done using misting, poured water, moist gauze or sheets. 
Care must be taken that administered fl uids are not ice-cold 
which will slow the rate of evaporation and may cause local 
vasoconstriction. Optimizing heat loss requires warm, dry 
air, large amounts of airfl ow, and maximal involvement of 
body surface area [ 110 ]. Immersion therapy has proven to be 
effect and is considered the gold standard by many. Criticisms 
of this method have included impaired access to the patient, 
potential for impaired cooling if signifi cant vasoconstriction 
occurs, and potentially unsanitary conditions especially in 
pediatric patients who often have diarrhea [ 111 ].

   Table 49.2    Laboratory fi ndings in heat stroke   

 Laboratory test  Findings  Comments 

 Blood gas  Respiratory alkalosis alone in mild cases  Increased acidosis with higher body temperatures 
 Metabolic acidosis typical in HSES 
 Mixed metabolic acidosis and respiratory alkalosis 
common 
 Low PaO 2  with development of ARDS 

 WBC  Normal to modest elevations  Botryoid nuclei commonly seen early 
 Hemoglobin  Normal to mildly low  Rapid decline in 24–48 h especially with HSES 
 Platelets  Normal to low at presentation  Expected decrease over 18–36 h 
 Lactate  Usually normal in CHS  May be slow to resolve 

 Moderate to severe elevations in EHS and HSES 
 Glucose  Commonly elevated 
 Sodium  Variable with level of dehydration and salt depletion 
 Potassium  Normal or low in CHS   

 Progressive elevation in EHS with rhabdomyolysis 
 Calcium  Normal to low  Aggressive replacement in EHS may lead to muscle deposition 
 Phosphate  Variable  Hypophosphatemia may predict acute liver failure 
 Urea nitrogen  Moderate to severe elevation  Usually resolves in 24–48 h 
 Creatinine  Elevated in about 50 % of CHS  Usually resolves in 24–48 h 

 Usually elevated in EHS 
 Normal to mild elevations in HSES 

 Creatinine kinase  Mild elevations in CHS  Prolonged elevations in EHS, peaks in 1–2 days in HSES 
 Marked elevations in EHS and HSES 

 Myoglobin  Usually absent in CHS  Prolonged elevations in EHS 
 Commonly present in EHS and HSES 

 Uric acid  Mild elevation in CHS 
 Marked elevation with EHS 

 AST/ALT  Mild to moderate elevations  Worsens over 48–72 h with resolution 1–2 weeks 
 Bilirubin  Mild to moderate elevations 
 Ammonia  Normal  Late elevations seen with hepatic injury 
 DIC Panel  Mild to moderately elevated at presentation  Worsens over 48–72 h. Clinical bleeding uncommon 
 CSF WBC  Normal 
 CRP  Normal to mild elevations  Signifi cant elevations may suggest infection 

  Abbreviations:  CHS  Classic heat stroke,  EHS  Exertional heat stroke,  HSES  Hemorrhagic shock and encephalopathy syndrome,  ARDS  Acute respi-
ratory distress syndrome,  PaO2  Partial pressure of arterial oxygen,  DIC  Disseminated intravascular coagulation,  AST  Aspartate aminotransferase, 

 ALT  Alanine aminotransferase,  CSF  Cerebral spinal fl uid,  WBC  White blood cell count,  CRP  C-Reactive protein  
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   A non-randomized trial of ice-water immersion cooling 
versus ambient air exposure with wet towels for the fi eld 
treatment of EHS in long distance runners showed that both 
cooling methods had statistically similar cooling rates [ 112 ]. 
Cooling in cold water vs. temperate water is slightly more 
effective [ 113 ]. Endovascular cooling using temperature 
exchange catheters have been reported for use in adult 
patients but available catheter sizes limit their use in infants 
and children [ 114 ,  115 ]. Other methods to reduce body tem-
perature have been proposed. Antipyretics are ineffective 
and potentially harmful as severely affected patients at high 
risk of hepatic and renal injury and coagulation abnormali-
ties. Dantrolene is used in malignant hyperthermia to attenu-
ate hyperthermia related to calcium induced muscle 
contraction but it has not been shown to have consistent ben-
efi t in heat stroke [ 116 ,  117 ]. A randomized, prospective 
double- blinded, placebo controlled study in adults showed 

no change in cooling time or hospital stay with 2 mg/kg of 
intravenous dantrolene [ 118 ].  

    End-Organ Support 
 Assessment should be made as to the patient’s hemodynamic 
and fl uid status. Many patients will show some degree of 
hypovolemia, although fl uid resuscitation should be moni-
tored closely as excessive fl uids in patients with multi-organ 
failure complicate management. Fluid resuscitation with iso-
tonic saline or lactated ringers is appropriate although clini-
cians should be mindful of signifi cant hepatic impairment 
and renal failure when using fl uids with added lactate and 
potassium. Patients that present with impaired cardiac func-
tion or severely altered vascular tone may require vasoactive 
medication support. Administration of alpha-adrenergic 
agents early during cooling may theoretically delay cooling. 
Respiratory care is supportive, about 25 % of adult patients 

   Table 49.3    Cooling techniques for heat stroke   

 Technique  Cooling rate (°C/min)  Advantages  Disadvantages  References 

 Evaporative  0.07–0.31  Readily available  Labor intensive  [ 108 ,  110 ,  112 , 
 181 – 185 ]  Non invasive 

 Easy patient access 
 Rapid cooling 

 Immersion  0.11–0.35  Non invasive  Diffi cult patient access  [ 107 ,  108 ,  110 , 
 112 ,  186 – 190 ]  Rapid cooling  Patient discomfort 

 More frequent shivering 
 Partial immersion  0.11–0.16  Improved patient access  Slower cooling  [ 186 ,  191 ] 
 Ice packing  0.028–0.11  Non invasive  Patient discomfort  [ 182 ,  192 ] 

 Readily available  Slower cooling 
 Easy patient access  Risk of frostbite 

 Wet towels  0.11  Minimal resources needed  Slower cooling  [ 112 ] 
 Readily available 
 Easy patient access 

 Peritoneal lavage  0.11  Combine with other methods
Easy patient access 

 Invasive  [ 193 ] 
 Slower cooling 

   Minimally researched 
 Cold water and ice massage  0.14  Easy patient access  Slower cooling  [ 108 ] 

 Labor intensive 
 Minimally researched 

 Cold intravenous fl uids  0.04–0.076  Minimal resources needed  Invasive  [ 105 ,  194 ] 
 Fluid replacement  Limited by fl uid load 
 Combine with other methods  Electrolyte disturbances 
 Easy patient access  Minimally researched 

 Intravascular cooling device  0.01  Combine with other methods
Volume exchange 

 Minimally researched 
Expensive 

 [ 114 ] 

   Invasive 
 Gastric lavage  0.018  Minimal resources  Invasive  [ 105 ] 

 Combine with other methods  Slower cooling 
 Patient access  Minimally researched 

 Cold hemodialysis  0.012  Potentially rapid cooling rates
Concurrent therapy for MODS 

 Invasive  [ 195 ] 
 Delays in initiation 

   Expensive 
 Minimally researched 

  Abbreviations:  MODS  Multiple organ dysfunction syndrome  
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will go on to develop ARDS [ 119 ]. Evidence of a focal pneu-
monia at presentation may be related to aspiration. 

 Initial treatment of seizure activity should include initial 
administration of benzodiazepines followed by a longer act-
ing antiepileptic drug chosen in part by organ dysfunction. 
Ineffective core temperature reduction can contribute to 
refractory cases and patients with refractory seizures may 
benefi t from continued cooling to mild hypothermia [ 72 ]. 
Although clinicians should beware of shivering during cool-
ing therapy being confused with seizures, benzodiazepines 
may be effective in treating shivering as well and preventing 
a rebound hyperthermia [ 12 ]. 

 Development of cerebral edema is quite variable in heat 
stroke. It is seen more common in HSES than CHS and EHS. 
Evidence of cerebral edema may be present clinically or 
radiographically and treatment should provide normother-
mia and avoid hyponatremia, hypercarbia and hemodynamic 
instability. However, there is no evidence for effi cacy of 
intracranial monitoring devices to direct therapies to lower 
intracranial pressure or elevate cerebral perfusion pressure, 
although this has not been adequately studied. Severe cases 
of heat stroke likely will have neuronal injury from direct 
thermal injury in which case cerebral edema will likely be 
severe and refractory. 

 Renal failure is a common fi nding in severe heat stroke 
patients [ 120 ]. Patients with EHS or prolonged status epi-
lepticus may develop rhabdomyolysis. Maintaining ade-
quate renal perfusion and urine output is essential. Case 
reports document successful treatment of hyperuricemia 
from heat stroke related rhabdomyolsis in two pediatric 
patients using rasburicase [ 121 ]. Most patients with HSES 
show quickly resolving renal dysfunction with supportive 
care. Many patients present with a moderate transaminitis 
with rare progression to fulminate liver failure. Medical 
management of hepatic dysfunction appears to be prudent. 
Transplantation should only be considered in patients who 
are cognitively intact after heat stroke, published outcomes 
are poor. 

 Animal studies have shown no benefi t of glucocorticoids 
[ 122 ]. It is unclear if steroids or IVIG in human cases are of 
benefi t although they have been used in reported cases [ 123 ]. 
Animal studies of administration of activated protein C in 
heat stroke showed a cytoprotective effect but no antithrom-
botic effect and no change in survival [ 124 ].   

    Prognosis 

 As stated above, reported mortality rates for pediatric heat 
stroke are high and vary from 10 % to 34 % with some 
reported rates as high as 70 % [ 106 ,  125 – 127 ]. Mortality 
rates for patients with HSES are reported between 35 % and 
82 % with only 10–20 % surviving without neurologic sequ-
lae [ 49 ,  128 – 130 ]. Studies in adults report temperatures 

above 40–42 °C, elevated troponin I over 1.5 ng/ml, hypo-
tension requiring vasoactive medications, altered coagula-
tion studies, GCS <12, and the need for intubation are 
associated with increased risk of mortality [ 104 ,  106 ,  125 , 
 131 – 133 ]. Seizures may be associated with mortality in chil-
dren [ 72 ].   

    Cold Injury 

 Injury due to cold exposure presents with both systemic 
manifestations of hypothermia, and regional frostbite. 
Though induced hypothermia as a therapeutic modality has 
been studied extensively in vitro and in vivo, accidental cold 
injury remains less well understood. In uncontrolled cooling, 
core body temperature may decrease at rates greater than 
6 °C per hour and shivering is uncontrolled [ 134 ]. Lactic aci-
dosis develops as circulatory collapse ensues and oxygen 
delivery becomes inadequate to sustain metabolic demands 
of tissue [ 135 ]. Biochemical derangements occur as thermo-
regulatory mechanisms fail [ 136 ]. 

    Classifi cation 

 Hypothermia is defi ned as an abnormally low core body tem-
perature, typically less than 35 °C. The degree of hypother-
mia is somewhat arbitrarily qualifi ed as mild 32–35 °C, 
moderate 28–31.9 °C, or severe <28 °C based on core body 
temperature; however the numeric thresholds for each level 
vary between different studies [ 135 ]. Frostbite, also known 
as  congelatio,  is injury to skin occurring secondary to cold 
exposure as water freezes in tissue. Frostbite may be classi-
fi ed as superfi cial or deep, or may be classifi ed by degrees of 
injury, similar to burn injury. Superfi cial frostbite affects 
only skin and subcutaneous tissue. Deep frostbite involved 
bones, joints, and connective tissues [ 137 ]. “Afterdrop” 
defi nes a drop in temperature that occurs after application of 
warming therapies that may be due to reperfusion of cold 
extremities as cardiac output improves [ 138 ]. “Rewarming 
collapse” describes a constellation of decreased cardiac out-
put and hypotension that occurs after application of warming 
therapies.  

    Pathophysiology 

    Molecular and Cellular Alterations 
 As temperature decreases metabolism slows with correspond-
ing decreased oxygen utilization and changes in redox state. 
Cellular stresses develop including (1) protein denaturation, 
(2) slowing of cell division, (3) inhibition of transcription and 
translation, (4) disruption of the cellular cytoskeleton, and (5) 
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changes in cellular permeability to cations [ 139 ]. Additional 
cellular stress and increased expression of HSP, occurs upon 
rewarming [ 140 ]. Depending on the severity of injury, cells 
may survive, enter apoptosis, or die by necrosis. 

 DNA microarray analysis reveals alterations in gene 
expression across a number of functional categories includ-
ing cell growth and differentiation, growth factors, immune 
function, membrane transport, metabolism, post- translational 
processing, protein degradation, and signal transduction. 
Changes in gene expression occur via several mechanisms. 
Cold directly inhibits transcription and translation, as well as 
slows RNA degradation in some species. Conversely, 
increases in transcription may be mediated by cold-shock 
proteins, such as the cold-inducible RNA-binding proteins 
[ 141 ]. RNA binding motif 3 can mediate enhanced effi ciency 
of translation for some proteins at lower temperatures [ 142 ]. 
Changes in enzyme function and ATP generation and utiliza-
tion have also been reported in vitro.  

    Systemic Alterations 
 Animal models enhance our understanding of the physio-
logic changes that occur during accidental hypothermia and 
rewarming. Multiple animal models describe low cardiac 
output due to depression of myocardial contractility after 
severe hypothermia. In dogs, left ventricular systolic pres-
sure, aortic pressure, heart rate, and cardiac output decreased 
signifi cantly at 25 °C [ 143 ]. The effects of hypothermia 
mediated cardiac dysfunction are a systolic phenomenon 
caused by disruption of excitation-contraction coupling and 
the effects on actin-myosin interaction [ 144 ]. With the excep-
tion of heart rate, these changes continued after rewarming. 

 Hypothermia also produces changes in tissue vascular 
beds as well as decreased cardiac output. Peripheral vaso-
constriction occurs in response to sympathetic activation, 
causing depressed tissue blood fl ow during hypothermia. 
After rewarming, blood fl ow to skeletal muscle is restored 
before perfusion to internal organs. Plasma volume decreases 
and capillary leak occurs in the context of altered regional 
blood fl ow. These changes may further contribute to circula-
tory collapse after hypothermia [ 145 ]. In trauma, the effects 
of hypothermia on the microcirculation may be augmented. 
Changes in red blood cell rheology may exacerbate microcir-
culatory dysfunction at these temperatures [ 146 ]. 

 Cerebral metabolic oxygen consumption (CMRO 2 ) is 
commonly thought to decrease by approximately 6–10 % for 
each 1 °C decrease in temperature, though studies show this 
relationship is more complicated than often portrayed [ 135 , 
 147 ]. In addition, hypothermia shifts the oxyhemoglobin- 
dissociation curve towards the left, maintaining greater oxy-
gen content in arterial blood [ 148 ]. The combination of 
increased arterial oxygen content with decreased CMRO 2  
may provide the cerebral protection that accounts for some 
dramatic unexpected good outcomes. 

 Hypothermia produces a brisk diuresis that complicates 
the microvascular dysfunction previously noted. In rats, glo-
merular fi ltration rate decreases despite signifi cantly 
increased urine output and decreased urine osmolality. This 
was associated with decreased endogenous vasopressin 
secretion as well as a loss of the renal medullary concentra-
tion gradient [ 149 ]. This occurs as peripheral vasoconstric-
tion mobilizes fl uid back to the central vasculature, 
augmenting cardiac preload and initially improving renal 
perfusion. This process, with microvascular dysfunction, is 
responsible for rewarming shock after prolonged periods of 
hypothermia [ 141 ].   

    Epidemiology 

 The incidence of accidental cold injury in the pediatric popu-
lation is not well documented. In the United States, hypo-
thermia plays a role in approximately 600 deaths per year, or 
0.23 deaths per 100,000 persons [ 150 ]. Cold injuries occur 
most commonly in the northern latitudes, with Alaska and 
Montana having the highest risk of hypothermic associated 
mortality in the United States [ 139 ]. Both rural and urban 
populations can be affected. Though the association between 
age >65 and hypothermia-related mortality has been statisti-
cally validated, an association with young age has not been 
consistently demonstrated in the United States. Other factors 
associated with environmental cold injury include substance 
abuse, ingestion, altered mental status, and immersion [ 151 ]. 
Adolescents engaging in outdoor activities, such as skiing 
and snowboarding, are also more commonly affected. 
Though infants and children are physiologically predisposed 
to hypothermia due to their relatively large body surface 
area, and inability to secure shelter if accidentally subjected 
to cold exposure they comprise a minority of patients affected 
by isolated hypothermia [ 152 ]. 

 Although hypothermia as an isolated mechanism of injury 
may be uncommon in pediatrics, its impact on trauma out-
comes should be appreciated. A review of pediatric trauma 
patients admitted to a rural, tertiary medical center revealed 
that 182 of 1,629 (11.1 %) patients admitted also had an 
admission temperature <36 °C. In this cohort, hypothermia 
on admission was associated with mortality [ 153 ].  

    Clinical Manifestations 

    CNS Manifestations 
 As core body temperature falls below 35 °C, patients become 
confused, may experience mild amnesia, and dysarthria 
[ 154 ]. Continued decreases in temperature lead to apathy 
and impaired judgment such as inappropriately removing 
clothing despite the extreme environmental conditions. 
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Though shivering initially occurs as the body attempts to 
maintain thermogenesis, this response is lost between 24 °C 
and 35 °C. Unconsciousness typically ensues between 28 °C 
and 30 °C. Deep tendon refl exes become diminished, then 
absent. As temperature continues to decline in severe hypo-
thermia, EEG amplitudes decrease until activity is absent at 
approximately 20 °C [ 151 ]. At this time, ocular refl exes are 
lost. Patients with severe hypothermia have stiffened joints 
and muscles and appear in a death-like state.  

    Cardiovascular Manifestations 
 Mild hypothermia initially produces an adrenergic response 
with increased heart rate and blood pressure. Peripheral 
vasoconstriction occurs, decreasing capillary refi ll and mak-
ing the skin cool to touch [ 154 ]. Cardiac output initially 
increases but as moderate hypothermia occurs, atrial brady-
cardia develops leading to a drop in cardiac output. Though 
cooling may initially cause increased myocardial contractil-
ity in mild hypothermia, this compensation fails in the mod-
erate hypothermia range. 

 Cardiac rhythm abnormalities develop with falling tem-
peratures. Repolarization abnormalities appear initially, as 
demonstrated by the appearance of a “J” or “Osborn” wave 
on the ECG (Fig.  49.2 ), occurring most commonly in the lat-
eral precordial leads [ 155 ]. As the temperature falls further, 
conduction delays develop. The PR interval becomes pro-
longed and second or third-degree atrioventricular block 
may occur with lower temperatures. Heart rates decrease 
with falling temperature. In severe hypothermia, at tempera-
tures <28 °C, ventricular fi brillation may occur spontane-
ously, followed by asystole at temperatures <24 °C [ 156 ].

      Respiratory Manifestations 
 Stress in the setting of mild hypothermia causes adrenergic 
stimulation and results in an increase in minute ventilation 
and pulmonary vasodilatation that theoretically can hasten 
cooling. Both cold induced depression of the respiratory cen-
ters and depressed cerebral oxygen utilization slow minute 
ventilation [ 157 ]. Apnea typically occurs around 24 °C. 
Bronchospasm and bronchorrhea also occurs with a resulting 
decrease in mucosal function. In severe hypothermia, severe 
lung endothelial injury from cold may cause pulmonary 
edema [ 158 ].  

   Renal Manifestations 
 As described above, peripheral vasoconstriction from sym-
pathetic nervous system stimulation redistributes blood vol-
ume to the central vasculature increasing renal blood fl ow 
with a resultant diuresis. As body temperature falls, renal 
tubules become resistant to vasopressin, which maintains 
inappropriate urine output. This cold-induced diuresis causes 
both volume and electrolyte loss. As hypovolemia ensues in 
the context of decreased cardiac output, glomerular fi ltration 
decreases and oliguria develops.  

   Hematologic Manifestations 
 Cold-induced hypovolemia leads to hemoconcentration and 
increased blood viscosity [ 159 ]. Platelet count and white 
blood cell counts may decrease in moderate to severe hypo-
thermia [ 160 ]. The most clinically concerning hematologic 
derangements are coagulopathies, particularly with co- 
existing trauma. Hypothermia causes direct inhibition of the 
clotting-cascade. Careful regard must be given to the tem-
perature at which lab work is performed as coagulation stud-
ies from a coagulopathic, hypothermic patient may be falsely 
normal if the blood is warmed to room temperature prior to 
assessment.   

    Diagnosis and Clinical Evaluation 

 Measurement of a true core body temperature in the hypo-
thermic patient, essential to initiate and guide therapy, may 
be challenging due to technical limitations of available 
equipment. A core body temperature should be obtained with 
placement of rectal or esophageal temperature probes. 
Measurement of skin temperature should obviously be 
avoided. 

 Laboratory studies should include an arterial blood gas to 
document initial acid-base status, oxygenation, and ventila-
tion. Of note, two different paradigms for interpretation of 
arterial blood gasses in the setting of hypothermia exist. As 
temperature decreases, pH naturally rises. At a temperature 
of 20 °C, the pH of neutrality is 7.70. The alpha-stat strategy 
focuses on maintaining a neutral pH at the patient tempera-
ture. In pH-stat management, the PaCO 2  is allowed to rise, 
compensating for the alkalosis of temperature with a respira-
tory acidosis to maintain a pH appropriate for 37 °C. 
Controlled ventilation guided by pH-stat measurements 
leads to higher arterial PaCO 2  and leads to signifi cantly 
higher cerebral blood fl ows at hypothermic temperatures. 

 The two management strategies are used during cardio-
pulmonary bypass without a clearly preferred method. A 
recent meta-analysis noted among pediatric patients pH-stat 
management was superior, while alpha-stat management 
was preferred for adult bypass, which uses less extreme 
hypothermia [ 161 ].  

J wave

  Fig. 49.2    J-Wave ( arrow ). Identifi ed by a prominent bulge at the take- 
off point of the ST segment from the QRS complex. Also called an 
Osborn wave, this early ECG fi nding in hypothermia is due to differ-
ences in epicardial and endocardial repolarization. Amplitude and dura-
tion appear to be inversely related to the degree of hypothermia       
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    Treatment 

 Aggressive treatment of accidental hypothermia has resulted 
in good outcomes at body core temperatures as low as 
13.7 °C in an adult and 14.7 °C in a child, even in the setting 
of circulatory arrest [ 162 ]. Due to the infrequency of hypo-
thermia as an isolated injury and the variety of available 
treatments, only anecdotal evidence is available to support 
the administration of one warming therapy over another. A 
single center study reported 14 different rewarming tech-
niques applied to 84 patients with a variety of warming rates 
and complications [ 163 ]. Current treatment guidelines are 
based largely on expert opinion [ 164 ]. 

 The initial treatment of the hypothermic patient is focused 
on stabilization of the airway, breathing, and circulation with 
cardiopulmonary resuscitation administered to arrested 
patients. Intravenous or intraosseous access should be rap-
idly attained and fl uid expansion with isotonic crystalloid 
initiated. In concert with stabilization, measures to prevent 
further hypothermia should begin. Passive external rewarm-
ing, removal of cold, wet clothing and placement of dry blan-
kets around the patient, is fi rst tier of therapy. These initial 
measures can rewarm at a rate of 0.5–4 °C per hour [ 165 ]. 
Particular attention must be provided to insulating the head, 
which can account for 75 % of heat loss at −15 °C. [ 141 , 
 159 ] In mild hypothermia, patients have intact shivering 
mechanisms and passive external rewarming may be 
suffi cient. 

 The degree to which an unstable hypothermic patient 
should be rewarmed in the pre-hospital setting remains con-
troversial. Though prevention of further heat loss via passive 
external rewarming is generally accepted, more aggressive 
measures may precipitate circulatory collapse prior to the 
availability of cardiopulmonary bypass or extracorporeal 
membrane oxygenation (ECMO). External active rewarm-
ing, including warming blankets, radiant heat lamps, and 
forced air rewarming, may be delayed until arrival at a ter-
tiary care center where equipment for active internal rewarm-
ing is available, at the treatment team’s discretion. 

 Modalities for active internal rewarming for accidental 
hypothermia include administration of warmed intravenous 
fl uids, gastric lavage, pleural lavage, peritoneal lavage, 
hemodialysis, and cardiopulmonary bypass or ECMO. 
Choice of rewarming method may depend on availability of 
equipment at the treating hospital. Generally, rewarming is 
performed as quickly as possible. Faster rates of rewarming 
using invasive rewarming catheters are associated with lower 
early mortality compared to traditional non-invasive warm-
ing methods in one study [ 166 ]. 

 At centers that frequently manage patients who present in 
circulatory arrest from severe hypothermia, cardiopulmo-
nary bypass followed by ECMO is often used [ 164 ]. 
Cardiopulmonary bypass has the advantage of restoring 

 cardiac output simultaneously with rewarming. Rewarming 
after therapeutic hypothermia is commonly done at a slow, 
controlled rate, but little evidence to support this practice 
exists in the setting of accidental hypothermia. 
Cardiopulmonary bypass followed by ECMO provides addi-
tional support for patients with cardiorespiratory failure 
developing during resuscitation. Numerous case series docu-
ment the potential for survival of the post-arrest or hemody-
namically unstable accidental hypothermia victim. A large, 
single-center study examining outcomes of cardiopulmonary 
bypass as treatment for circulatory arrest after accidental 
hypothermia reported long-term survival of 15 out of 46 
patients, who had good quality of life on long-term follow-
 up [ 167 ,  168 ]. 

 Portable, percutaneous catheters for cardiopulmonary 
bypass have been used in the last decade at some centers 
with faster rewarming and a shorter time to reaching 34 °C 
than conventional rewarming methods [ 169 ]. In addition, the 
percutaneous cardiopulmonary bypass system was associ-
ated with a lower rate of ventricular fi brillation during 
rewarming. The use of endovascular rewarming catheters 
and percutaneous cardiopulmonary bypass catheters in the 
pediatric population is limited by the availability of appro-
priate catheter size. 

 In settings where CPB and ECMO are unavailable, con-
tinuous venovenous hemodialysis (CVVHD) may provide a 
safe, effective rewarming method for both pediatric and adult 
patients. Rewarming rates of 1–3 °C per hour have been 
reported [ 170 ,  171 ]. Use of intermittent hemodialysis for 
rewarming has been described in case reports of adult 
patients [ 172 ]. Peritoneal dialysis and peritoneal lavage with 
warmed dialysate remains a standard method for rewarming 
in the setting of accidental hypothermia [ 173 ]. Though case 
reports have used gastric lavage, this technique should be 
used with caution in the pediatric patient due to the risk of 
vomiting and aspiration. If concomitant ingestion is sus-
pected, warmed fl uids may be used with gastric lavage to 
facilitate rewarming [ 174 ]. 

 Despite the recent emphasis on cardiopulmonary bypass 
and ECMO, a number of studies have demonstrated success 
with active, external rewarming alone [ 175 – 177 ]. These 
studies have used humidifi ed, heated air via ventilator and 
forced air delivery systems (Bair Hugger devices) together in 
patients with profound hypothermia. In addition, isotonic 
crystalloids warmed to 40 °C will both expand intravascular 
volume and warm the patient.  

    Prognosis 

 Mortality of accidental hypothermia varies widely between 
different series, ranging between 12 % and 80 % [ 178 ]. In 
1987, a party of 13 mountain climbers (three adults, ten 
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 adolescents) became victims of severe hypothermia on Mt. 
Hood, OR. In this group, no survivor had a temperature less 
than 20 °C, [ 179 ] though reports of survivors with tempera-
tures as low as 13.6 °C have been subsequently reported. In 
this group, all patients underwent aggressive rewarming. A 
serum potassium >10 mEq/dL was predictive of mortality. 
Although arrhythmias and hyperkalemia have documented 
associations with increased mortality, it is diffi cult to predict 
outcomes based on individual characteristics at the time of 
admission. Good outcomes have been documented, in both 
adults and children, with periods of asystole as long as 3 h 
and CPR as long as 4 h [ 180 ].      
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        Introduction 

 Even with public heightened awareness for potential home 
toxin exposures, poisonings continue to occur and pose a 
signifi cant challenge to the pediatric intensivist. In 2009, 
United States Poison Control centers reported 1,613,272 

toxin exposures in children less than 20 years of age [ 1 ]. 
This represented 65 % of all reported human exposures. 
Children younger than 3 years were involved in 38.9 % of 
exposures and children younger than 6 years accounted for 
just over half of all human exposures (51.9 %). The three 
most common exposures in children age 5 years or younger 
were cosmetics/personal care products (13.0 %), analgesics 
(9.7 %), and household cleaning substances (9.3 %). Despite 
the majority of human exposures being in the pediatric age 
group, only 79 (6.8 %) of the 1,158 human deaths were in 
those less than 20 years of age. As expected, unintentional 
toxin exposures were more prevalent in children younger 
than 13 years of age (99.2 %) compared to teenagers (47 %) 
[ 1 ]. The intensivist must be prepared to care for the children 
who have serious and sometimes life-threatening exposures. 
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Much of the current clinical practices for treating the poi-
soned patient are based on anecdotal reports because there 
are limited evidenced-based clinical trials that provide guid-
ance for treatment, safety, and outcome.  

    Evaluation 

 Initial history of the ingestion can provide valuable infor-
mation to direct treatment. The toxin, quantity, and time 
ingested are vital pieces of information. Caregivers can 
frequently provide this information in ingestions involving 
young children as well as a list of possible toxins available to 
the child at the place of ingestion. Teenagers are less reliable 
historians, especially if their mental status is altered. In this 
case, the physician must rely on physical examination fi nd-
ings, the history, and laboratory results to guide treatment. 

 The physical examination always begins with an initial 
assessment of airway, breathing and circulation. Mental sta-
tus, pupillary response and vital signs are invaluable in a poi-
soned pediatric patient. Altered mental status or coma are 
often clues to an ingestion, although head trauma, cerebro-
vascular accident, diabetic ketoacidosis, hyperammonemia, 
central nervous system (CNS) infection, hypoxia, hypogly-
cemia, and renal failure must all be considered. Evaluation 
and treatment for hypoxia and hypoglycemia in the altered 
mental status patient is essential to prevent CNS injury. Many 
toxic ingestions alter the autonomic nervous system and pro-
vide clues to the potential toxin through abnormalities or 
changes in vital signs, physical examination and pupillary 
responses (so-called “toxidromes”) (Table  50.1 ).

       Antidotes 

 Antidotes are chemical or physiological antagonists that 
prevent or reverse the toxic effects of specifi c toxins and 
are principle in treatment of the exposed patients. Specifi c 

antidotes may be indicated when there is an ingestion of a 
toxin that may be life-threatening or a toxin that has seri-
ous adverse effects [ 2 – 4 ]. There may be signifi cant risks 
associated with some antidotes, therefore the healthcare 
provider must consider the risk versus benefi t of therapy 
on an individual basis. Supportive care may be insuffi -
cient in some patients, thus antidote administration may 
be indicated and life-saving. Antidotes for specifi c toxins 
are addressed in Table  50.2  and in latter discussion of the 
individual toxin.

   Ingestion of certain products may produce “toxidromes” 
which are clinical syndromes consistently associated with 
the same clinical signs and symptoms after toxin exposure 
(Table  50.3 ). Recognition of a toxidrome can help narrow 
the potential toxic exposure and guide therapy. The treatment 
for the specifi c toxidromes is discussed in later sections but 
the anticholinergic toxidrome bears mentioning because of 
its frequent occurrence in toxic ingestions. Anticholinergic 
 toxicity may occur alone (jimson weed) or be associ-
ated with multiple toxicities (Tricyclic Antidepressants 
(TCAs)). Anticholinergic treatment focuses on supportive 
care. Benzodiazepines are effective for CNS effects includ-
ing seizures and help control the cardiovascular side effects. 
Physostigmine, an acetylcholinesterase inhibitor, has his-
torically been an antidote for anticholinergic syndrome. 
However, the toxicities of physostigmine administration can 
be signifi cant including induction of a cholinergic syndrome, 
seizures, and cardiac toxicity [ 5 ]. The authors recommend 
avoiding physostigmine if possible, but especially in patients 
with TCA ingestions, seizures or abnormal electrocardio-
grams (ECGs).

   Laboratory evaluation and point-of-care testing can help 
direct treatment in the poisoned patient. Essential studies 
in most poisoned patients include blood chemistries, bed-
side glucose, pulse oximetry, 12-lead ECG, serum osmolal-
ity, urine and serum drug screens, and female pregnancy 
testing when the patient is of child bearing age. Optional 
tests that may provide further information depending on the 

    Table 50.1    Toxidromes based on physical examination fi ndings   

 Physical examination  Drug association 

 Miosis  Opioids, cholinergics, organophosphates, clonidine, phenothiazines 
 Mydriasis  Sympathomimetics, anticholinergics, antihistamines 
 Bradycardia  Opioids, β (beta)-blockers, calcium channel blockers, clonidine, cholinergics, digoxin 
 Tachycardia  Amphetamines, dextromethorphan, “bath salts,” anticholinergics, antihistamines, caffeine, cocaine, tricylclic 

antidepressants (TCAs), phencyclidine (PCP), ketamine, theophylline, carbon monoxide, sympathomimetics 
 Bradypnea  Benzodiazepines, barbiturates, opioids, gamma-hydroxybutyrate, ethanol 
 Tachypnea  Methanol, ethylene glycol, salicylates, ketamine, PCP, sympathomimetics, iron, theophylline, cholinergics, 

carbon monoxide, cyanide, ethanol, cocaine, amphetamines 
 Hypertension  Cocaine, amphetamines, PCP, ketamine, sympathomimetics, pseudoephedrine, clonidine, dextromethorphan 
 Hypotension  β-blockers, calcium channel blockers, clonidine, gamma-hydroxybutyrate, TCAs, opioids, benzodiazepines, 

antiepileptic sodium channel blockers, iron, nitrates, barbiturates, theophylline, diuretics, angiotensin converting 
enzyme inhibitors, cholinergics, iron, cyanide 

 Hyperthermia  Amphetamines, anticholinergics, antihistamines, “bath salts,” cocaine, TCAs, ketamine, PCP, salicylates, 
dextromethorphan, theophylline 

 Hypothermia  Opioids, benzodiazepines, ethanol 
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toxin and clinical fi ndings include complete blood count, 
hepatic enzymes, blood gas analysis, prothrombin time 
(PT), Computerized Tomography (CT) scan of the head, 
chest or abdominal x-rays, and toxicologic blood levels. 
When the overdose substance is unknown, blood ethanol, 

salicylate, and acetaminophen levels should routinely be 
measured. Note that serum and urine drug testing is not 
universally similar, therefore healthcare providers need to 
familiarize themselves with the drug testing that is available 
at their institution and if there are known products that may 

   Table 50.2    Antidotes for selected toxins   

 Toxin  Antidote 

 Acetaminophen  N-Acetylcysteine (NAC) 
 Anticholinergics  Physostigmine salicylate-not generally recommended 
 Arsenic  Dimercaprol 
 Benzodiazepines  Flumazenil (use with caution as it may lower the seizure threshold) 
 β-blockers  Glucagon 
 Botulism (infantile)  Botulism immune globulin (Baby BIG) 
 Calcium channel blockers  Calcium chloride, glucagon, dextrose, insulin 
 Carbon monoxide  Oxygen, Hyperbaric oxygen 
 Cyanide  Hydroxocobalamin (Cyanokit®) or Amyl nitrite, Sodium nitrite, and Sodium 

Thiosulfi te (Cyanide Antidote Kit) 
 Digoxin  Digoxin Immune Fab 
 Ethylene glycol  Fomepizole or ethanol 
 Fluoride  Calcium chloride 
 Heparin  Protamine sulfate 
 Iron  Desferoxamine mesylate 
 Isoniazid, hydrazine and derivatives  Pyridoxime hydrochloride 
 Lead  Dimercaprol, Calcium Disodium EDTA, Succimer 
 Lidocaine, bupivacaine (local anesthetic systemic toxicity)  Intravenous lipid emulsion 
 Mercury  Dimercaprol 
 Methanol  Fomepizole or ethanol 
 Nitrites/Nitrates (Methemoglobinemia)  Methylene blue 
 Opiates  Naloxone hydrochloride 
 Organophosphate and N-methyl carbamate insecticides  Atropine sulfate 
 Organophosphorus insecticides  Pralidoxime hydrochloride 
 Snake envenomation  Crotalidae Polyvalent immune Fab 
 Sulfonylurea-induced hypoglycemia  Octreotide acetate 
 Thyroid radioiodine protection  Potassium iodide 
 Tricyclic antidepressants  Sodium bicarbonate 
 Warfarin  Vitamin K 

       Table 50.3    Toxidromes based on signs and symptoms   

 Toxidrome  Drug or toxin  Signs and symptoms 

 Anticholinergic  Antihistamines, atropine, scopolamine, TCAs,
belladonna alkaloids, jimson weed,
phenothiazines, mushrooms 

 Tachycardia, hypertension, hyperthermia, mydriasis, altered 
mental status, confusion, seizures, coma, dry mucous membranes, 
fl ushing, urine retention 

 Cholinergic (muscarinic
and nicotinic) 

 Organophosphates, carbamates, insecticides  SLU DD GE BBB (salivation, lacrimation, urination, defecation, 
diaphoresis, gastric emesis, bronchorrhea, bradycardia, 
bronchoconstriction), or  DD UM BBB ELS (defecation, diaphoresis, 
urination, miosis, bronchorrhea, bradycardia, bronchoconstriction, 
emesis, lacrimation, salivation). Also may include agitation, 
confusion, coma, seizures, muscle weakness, muscle fasiculations 

 Opioid  Heroin, morphine, methadone, fentanyl,
meperidine, oxycodone, codeine, hydrocodone 

 Bradycardia, hypotension, miosis, respiratory depression, 
confusion, lethargy, coma, ataxia, pulmonary edema 

 Sedative-hypnotic  Barbiturates, benzodiazepines, ethanol  Bradycardia, hypotension, confusion, stupor, coma, respiratory 
depression, hypothermia 

 Sympathomimetic  Amphetamines, cocaine, caffeine, ephedrine,
methamphetamines 

 Tachycardia, hypertension, tachypnea, hyperthermia, mydriasis, 
excitation, agitation, seizures, diaphoresis 

 Serotonin  Methamphetamines, selective serotonin
reuptake inhibitors, dextromethorphan, lithium,
TCAs, monamine oxidase (MAO) inhibitors 

 Tachycardia, hypertension, tachypnea, hyperthermia, mydriasis, 
trismus, myoclonus, diaphoresis, confusion, seizures, agitation, 
coma 
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cross react and give a false positive test for a substance. 
Table  50.4  lists common urine and blood toxin levels that 
may be ordered if available.

   The osmolal and anion gaps should be calculated for 
all unknown ingestions and in the presence of metabolic 
acidosis. One commonly used mnemonic for remember-
ing the causes of anion gap metabolic acidosis is CUT 
DIMPLES (cyanide, uremia, toluene, diabetic ketoacidosis, 
isoniazid/iron, methanol, propylene glycol, lactic acidosis, 
ethylene glycol, salicylates). The osmolal gap is a rapid 
approximation of the unmeasured, osmotically active con-
stituents in the serum based on the difference between the 
measured osmolality and the calculated osmolarity [ 6 ]. A 
normal osmolal gap is less than or equal to 10 mOsm/kg. 
Osmolarity is calculated using the formula: [(2xNa + ) + (BU
N/2.8) + (Glucose/18)]. Common toxins that may increase 
the osmolal gap include ethanol, methanol, acetone, iso-
propyl alcohol, ethanol and propylene glycol. Mannitol and 
medications containing propylene glycol may also increase 
serum osmolality.  

    Decontamination 

 Indications for decontamination are determined by the type 
of exposure and may include skin, ocular or gastrointesti-
nal contamination. Decontamination is usually initiated 
prior to a child being transferred to the PICU but frequently 
continuation of this process is necessary. There are ongoing 
 discussions about the indications and best methods of decon-
tamination as there is very little evidenced-based research 
on which to base current recommendations. The healthcare 
practitioner must determine the toxic agent, its potential tox-
icity, the status of the patient and the risk-benefi t ratio of the 

intervention for resolution of signs/symptoms and improved 
patient outcome. If indicated, healthcare providers should 
wear protective gear including gowns, gloves, mask and eye-
wear to protect themselves from toxic exposure. 

    Surface Decontamination 

 Both skin and ocular exposure require surface decontami-
nation. Immediate removal of clothing and irrigation with 
copious amounts of water are essential to prevent corro-
sive agents from injuring the skin and to minimize systemic 
absorption and exposure. Following irrigation, a thorough 
cleansing with soap and water to all exposed areas includ-
ing behind the ears, under nails and in skin folds is critical 
to prevent ongoing skin injury and absorption with subse-
quent systemic exposure. Neutralization of a substance is 
generally not recommended because heat may be generated 
from chemical neutralization resulting in additional injury 
to the skin. 

 Ocular contamination is an emergency. The cornea is 
especially sensitive to corrosive agents and hydrocarbon 
solvents that may lead to corneal damage and permanent 
scarring. Irrigation should begin immediately with copious 
amounts of normal saline with a minimum of 1 L to each 
exposed eye. Instillation of a topical anesthetic agent may 
minimize discomfort and facilitate irrigation. The pH of the 
eye should be checked after irrigation if the exposure is an 
acid or a base. Irrigation should continue until the pH is nor-
mal (7.5–8.0). Contact lenses should be removed if present. 
Ophthalmology should be consulted to assess corneal injury 
and recommend treatment if use of fl uorescein suggests cor-
neal injury.  

    Gastric Decontamination 

 Historically syrup of ipecac, activated charcoal (AC), gastric 
lavage and cathartics have been used for gastric contamina-
tion, however syrup of ipecac has not been recommended for 
over a decade [ 7 ]. Gastric lavage is also considered ineffec-
tive unless it occurs within 60 min of ingestion. In addition, 
even with placement of an Ewald tube (40 Fr) in an adult 
sized patient, it is very diffi cult to lavage tablets or capsules 
from the stomach. There is even less of a role for gastric 
lavage in the pediatric patient. Exceptions may include 
ingestion of highly toxic agents, drugs or substances not 
adsorbed to activated charcoal, massive amounts of drugs, 
corrosive liquids, and sustained release or enteric coated 
products. Patients who are obtunded or at risk for becom-
ing obtunded should be tracheally intubated with a cuffed 
endotracheal tube to protect their airway prior to performing 
gastric lavage. 

   Table 50.4    Urine and serum tests for drugs and toxins   

 Serum drug tests  Urine drug tests 

 Acetaminophen  Amphetamines 
 Carbamazepine  Barbiturates 
 Carboxyhemoglobin level  Benzodiazepines 
 Digoxin  Cocaine 
 Ethanol  Cannabinoids 
 Ethylene glycol  Opiates 
 Iron  Phencyclidine 
 Lithium  Tricyclic antidepressants 
 Methanol 
 Methemoglobin level 
 Phenobarbitol 
 Phenytoin 
 Salicylates 
 Theophylline 
 Tricyclic antidepressants 
 Valproic acid 
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    Activated Charcoal (AC) 
 Administration of an aqueous preparation of AC is the 
most utilized and probably most effective method of gas-
tric decontamination, however there is no clinical evidence 
that it improves clinical outcome [ 8 ]. AC is an insoluble, 
nonabsorbable, fi ne carbon powder that is made through 
distillation (exposure to oxidizing gases) of wood pulp and 
decomposed organic material. One gram of AC has a sur-
face area of 950–2,000 m 2  that will adsorb organic products. 
AC is indicated only in those patients that have ingested 
a potentially toxic amount of medication and should be 
administered within 60 min of ingestion [ 8 ]. Although his-
torically the initial dose of AC was administered using the 
combination product with the cathartic sorbitol, the current 
recommendation is that AC without sorbitol be adminis-
tered. The most common method of administration is hav-
ing the patient take it orally, however if the patient has an 
altered state of consciousness or is unable to take it orally, 
placement of a nasogastric tube for administration may be 
necessary. Patients who are obtunded, or at risk for becom-
ing obtunded, should be tracheally intubated with a cuffed 
endotracheal tube to protect their airway prior to the per-
formance of nasogastric tube placement and administration 
of AC. Radiographic verifi cation of correct placement of 
the nasogastric tube prior to AC administration is recom-
mended. The dose of AC is 1 g/kg with a maximum single 
dose of 100 g. A recent meta-analysis suggests that the 
optimal ratio of activated charcoal to drug may be closer 
to 40:1 (dose of AC:amount of drug ingested) rather than 
the current accepted ratio of 10:1, particularly for ingestions 
with greater toxic effect [ 9 ,  10 ]. Repeated doses of AC may 
be utilized following ingestion of certain substances such 
as carbamazepine, phenobarbital, phenytoin, salicylates, 
TCAs, and theophylline for enhanced elimination through 
enterohepatic and enterogastric circulations. The usual dose 
is 0.5–1 g/kg up to 50–100 g every 3–4 h with no more than 
a dose equivalent to 6.25 g/h in children less than 13 years 
of age and 12.5 g/h for children 13 years and older. An 
antiemetic may be administered if the patient experiences 
nausea or vomiting. The dose of AC should be reduced or 
discontinued if the patient is vomiting. It is advised that the 
healthcare provider contact the regional poison control cen-
ter for current recommendations for repeated doses of AC. 
There are few adverse events reported in the literature, how-
ever aspiration pneumonitis, bezoar formation and bowel 
obstruction are the primary concerns. Aspiration pneumo-
nitis and chronic lung disease have been reported [ 11 ]. With 
repeated doses of AC there may be fl uid and electrolyte 
abnormalities due to diarrhea and fl uid shifts. Products that 
are not adsorbed by charcoal include lithium, alcohols, mala-
thion, petroleum distillates, iron, heavy metals, strong acids/
alkalis, boric acid, inorganic salts, and cyanide although AC 
is usually administered with cyanide  ingestions as it will 

adsorb a suffi cient amount of cyanide and decrease the risk 
of cyanide poisoning if it is administered early following 
exposure.  

    Whole Bowel Irrigation (WBI) 
 WBI has been utilized with increased frequency to enhance 
gastrointestinal elimination. A nonabsorbable polyethyl-
ene glycol in a balanced electrolyte solution (PEG-ES) 
may be taken orally or administered via a nasogastric tube. 
Indications for WBI include large ingestions of drugs/
substances poorly adsorbed to AC, sustained-release or 
enteric- coated tablets, drug-fi lled packet/condoms (e.g. body 
packers) or ingestion of large amounts of potentially toxic 
agents. The PEG-ES dose is 20–40 mL/kg/h with a maxi-
mum of 500 mL/h in children. It is administered until the 
rectal effl uent is clear or the drug-fi lled packets are passed 
which usually takes 4–8 h. Patients who are obtunded or at 
risk for becoming obtunded should be tracheally intubated 
with a cuffed endotracheal tube to protect their airway prior 
to the performance of nasogastric tube placement and admin-
istration of PEG-ES. The head of the bed should be elevated 
to decrease the risk of vomiting and aspiration. Should vom-
iting occur, the rate of administration of PEG-ES should 
be decreased. The patient should be monitored for signs of 
intolerance which may include nausea, vomiting, bloating or 
signs of an ileus. WBI is contraindicated if there is evidence 
of a bowel obstruction.  

    Cathartics 
 The use of cathartics is generally not recommended although 
the fi rst dose of AC is frequently administered as a combi-
nation product with sorbitol in many institutions. Cathartics 
such as 10 % magnesium citrate (4 mL/kg up to 250 mL) 
or 70 % sorbitol (1–2 mL/kg) have been used but generally 
have no role in gut decontamination. The most commonly 
associated adverse effects of cathartics are dehydration, 
hypernatremia and hypermagnesemia.   

    Enhanced Elimination 

 Although rapid elimination of potential toxins is desirable, 
there is little evidence that this practice improves the out-
come of patients or that it is feasible and safe. Methods of 
enhanced elimination include forced diuresis, urine alka-
linization, hemodialysis and hemoperfusion. One’s approach 
must begin with determining if the patient will benefi t from 
enhanced elimination and if the toxin is able to be removed 
through enhanced elimination. Factors to consider are the 
volume of distribution, protein binding and the molecular 
size of the toxin. Drugs that have a large volume of distri-
bution or that are highly protein bound are not amenable to 
enhanced elimination. 
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    Forced Diuresis 
 Renal clearance must be the primary route of elimination 
for the toxin if this methodology is to be of potential benefi t. 
The goal is to produce volumes of urine up to 1 L/h through 
the administration of a large volume of fl uid and osmotic 
or loop diuretics. There is no evidence that this practice is 
effective, therefore forced diuresis is generally not recom-
mended [ 12 ].  

    Urine Alkalinization 
 Urine alkalinization (ion trapping) through the administra-
tion of intravenous fl uids containing sodium bicarbonate 
increases the elimination of certain toxins by increasing and 
maintaining the urine pH ≥ 7.5. This applies to drugs that 
have signifi cant renal clearance. Most drugs exist partly as 
undissociated molecules at a physiologic pH. The extent of 
dissociation is a function of the ionization constant (Ka) of 
the drug and the pH of the fl uid in which it is dissolved. 
The ionization constants are expressed by pKa (form of 
their negative logarithms) therefore the stronger an acid, the 
lower its pKa. When pH = pKa, the concentrations of ion-
ized and non-ionized drug are equal. Cell membranes are 
more permeable to substances that are lipid soluble and in 
the non- ionized form. By increasing the urine pH, the ion-
ized form of an acidic drug increases, therefore the rate of 
diffusion from the renal tubular lumen back into the blood 
is decreased and renal excretion of that drug is increased. 
Because pKa is a logarithmic function, a small change in 
urine pH may result in a disproportionally larger effect 
on renal clearance. Urinary alkalinization is indicated in 
patients with moderate to severe salicylate poisoning and 
methotrexate ingestions. Although urine alkalinization is 
effective in phenobarbital toxicity, AC is preferred because 
it is much more effi cacious. For patients with salicylate 
poisoning, urine alkalinization in addition to dialysis may 
shorten the half-life of the drug. The most common com-
plication associated with urine alkalinization is hypokale-
mia requiring potassium supplementation. Alkalemia may 
occur, but serious adverse effects from short term therapy 
have not been reported. The primary contraindication is 
existing or impending renal failure [ 12 ].  

    Hemodialysis 
 Patients with ingestions that have signifi cant toxicity or 
are potentially fatal may be candidates for hemodialysis. 
Substances effectively removed by hemodialysis are rela-
tively small (<500 Da), water soluble, and have low protein 
binding. Poison clearance through dialysis is dependent on 
the fl ow rate achieved, therefore the higher the fl ow rate, the 
higher the clearance. Hemodialysis should be considered 
in patients with methanol, ethylene glycol, salicylate, the-
ophylline, carbamazepine, phenobarbital, valproic acid and 
lithium poisonings (Table  50.5 ). Fluid status and electrolytes 
should be monitored closely with supplementation as indi-
cated to avoid adverse events. Anticoagulation is required 
with hemodialysis which may place the patient at risk for 
bleeding events. Peritoneal dialysis is less effective due to 
poor extraction ratios and lower fl ow rates, therefore it has 
limited use in patients with signifi cant toxic exposure.

       Hemoperfusion 
 Hemoperfusion is a process similar to hemodialysis however 
the blood is pumped directly through a column containing 
an adsorbent material (charcoal or Amberlite™). Drug size, 
water solubility and protein binding have less impact on 
toxin removal because the drug or toxin becomes in direct 
contact with the adsorbent material. Systemic anticoagula-
tion is required. Complications include the risk of bleed-
ing secondary to anticoagulation and thrombocytopenia. 
Although hemoperfusion may be indicated in patients who 
are toxic from phenobarbital, theophylline, phenytoin and 
carbamazepine, it is rarely performed because many centers 
do not have the required equipment.  

    Intravenous Lipid Emulsion (ILE) 
 Multiple effective animal studies have led to local anes-
thetic systemic toxicity being successfully treated with ILE. 
ILE has been used to treat human cardiac and CNS toxic-
ity in multiple case reports after toxicity associated with 
local anesthetic administration [ 13 ]. Possible mechanisms 
of action include creating a “lipid sink” where equilibra-
tion pulls the lipophilic medication out of tissue, overcom-
ing mitochondrial carnitine acyltransferase inhibition, and 

   Table 50.5    Indications for hemodialysis for applicable toxins and drugs   

 Toxin  Indication for hemodialysis 

 Carbamazepine  Seizures, severe cardiotoxicity; serum level > 60 mg/L 
 Ethylene glycol  Intractable acidosis, serum level > 50 mg/dL 
 Lithium  Severe symptoms; level > 4 mEq/L more than 12 h after last dose. Note: dialysis of uncertain value; CVVHD

may be preferable; consult with medical toxicologist 
 Methanol  Intractable acidosis, serum level > 50 mg/dL 
 Phenobarbital  Intractable hypotension, acidosis despite maximal supportive care 
 Salicylate  Severe acidosis, CNS symptoms, level > 100 mg/dL (acute overdose) or >60 mg/dL (chronic intoxication) 
 Theophylline  Serum level > 90–100 mg/L (acute) or seizures and serum level > 40–60 mg/L (chronic) 
 Valproic acid  Serum level > 900–1,000 mg/L or deep coma, severe acidosis 
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increased  myocardial calcium levels from fatty acids which 
may improve inotropy [ 13 – 15 ]. In the lipid sink theory, not 
only does the newly formed lipid sink sequester lipophilic 
drugs, but also renders the drug inactive [ 15 ]. Successful 
treatment of local anesthetic toxicity has led to the use of 
ILE with other lipophilic drug ingestions. Potential targets 
include calcium channel blockers, β (beta)-blockers, bar-
biturates, TCAs, antipsychotics and amiodarone [ 16 ]. The 
optimal amount of ILE, rate of infusion, and time elapsed 
following ingestion to have effect are unknown. A typical 
treatment dose is 1.5 mL/kg bolus of ILE 20 % followed by 
a drip at 0.25–0.5 mL/kg/h for 30–60 min with additional 
boluses as needed [ 14 ,  17 ]. The literature supports the use 
of ILE use for local anesthetic systemic and cardiac toxicity. 
However, there is a paucity of data on the risk of adverse 
effects in humans. The authors recommend a trial of ILE 
be considered in life threatening lipophilic ingestions after 
basic management of ingestions with cardiac toxicity [ 14 ].    

    Specifi c Toxic Ingestions 

    Recreational Drugs 

 The recreational use of drugs continues to be a potential 
cause of morbidity and mortality in the teenage population. 
Cocaine and “ecstasy” are still abused but are now the older 
recreational drugs. Newer recreational drugs such as “bath 
salts” and phenethylamines continue to emerge being newly 
produced and thus evading illegal status. Users continue to 
modify the molecule of existing recreational drugs to pro-
duce less expensive, readily available and legal designer 
drugs [ 18 ]. 

    Cocaine 
 Cocaine, still used as a medical local anesthetic, is a power-
ful stimulant that has remained a drug of abuse for decades. 
It is commonly sold as a fi ne white powder that can be 
abused intranasally, orally, intravenously, or through inhala-
tion. “Crack” cocaine is the solid freebase form of cocaine 
produced for the purpose of inhalation when heated. Cocaine 
can produce a sense of euphoria, increased energy, well- 
being, sociability, anxiety, and paranoia. Clinical CNS effects 
occur from altered monoamine reuptake. Peak effect from 
intravenous or inhaled cocaine use occurs between 5 and 
11 min while nasal use requires 30–60 min for effect [ 19 ]. 
Elimination half-life ranges between 40 and 60 min [ 19 ]. 
Cocaine testing is routinely available on urine drug screens. 
Cocaine and multiple cocaine metabolites cause hyperten-
sion and vasoconstriction [ 19 ]. Signifi cant complications 
may result with the use of cocaine including a sympathomi-
metic toxidrome, myocardial infarction, hypertension, dys-
rhythmias, sudden cardiac death, seizures,  rhabdomyolysis, 

renal failure, pulmonary edema, and multiple pulmonary 
complications. Complications can be severe as a result of 
packet rupture in “body packers.” 

 Cardiac toxicity results from the α 1  receptor stimulation 
from norepinephrine release, endothelin-1 release and the 
effect of cocaine metabolites [ 19 ]. Resulting tachycardia, 
hypertension and vasoconstriction of the heart vasculature 
increases myocardial oxygen demand, limits myocardial 
blood fl ow and puts the patient at risk for myocardial infarc-
tion. Cocaine also blocks sodium channels, inhibits potas-
sium channels and enhances calcium channel activity which 
all increase the likelihood of a cardiac dysrhythmia [ 19 ]. 
Sudden cardiac death from cocaine can occur and may be 
related to cocaine toxicity coupled with existing medical 
conditions. Seizures, usually generalized tonic-clonic in 
nature, are rare but may occur with cocaine abuse [ 20 ]. The 
exact mechanism is unknown, but may be related to hyper-
tension, hyperthermia, or altered monoamine levels in the 
CNS. Increased activity, dehydration and vasoconstriction 
may lead to varying degrees of hyperthermia, rhabdomy-
olysis, and renal failure [ 21 ]. A wide variety of pulmonary 
complications have been described and include barotrauma, 
acute respiratory distress syndrome, cardiogenic or noncar-
diogenic pulmonary edema, pulmonary hemorrhage, pneu-
monia and pulmonary hypertension [ 22 ]. Noncardiogenic 
pulmonary edema may be secondary to increased permeabil-
ity in damaged pulmonary capillaries [ 22 ]. 

 Treatment of cocaine toxicity starts with evaluation of 
airway, breathing, and circulation. Respiratory symptoms 
should be addressed with supplemental oxygen and addi-
tional interventions if necessary. Respiratory distress war-
rants radiographic imaging and appropriate intervention. 
ECG, electrolytes and cardiac enzymes are indicated for 
evaluation of cardiac abnormalities. Hypertension should 
be addressed fi rst with benzodiazepines to control agita-
tion. If hypertension persists, calcium channel blockers or 
vasodilators such as nitroprusside may be used, but exclu-
sive β-blockade should be avoided because of the subse-
quent unopposed α 1 -receptor vasoconstriction. If a β-blocker 
must be used, labetolol, a combined α and β-blocker, would 
be a reasonable choice. There is no specifi c treatment for 
cocaine induced dysrhythmias, but class Ia (sodium chan-
nel inhibitors) and class III antiarrhythmics should be 
avoided because of the prolonged QT interval experienced 
in cocaine ingestions [ 19 ]. Tachycardia may be controlled 
with benzodiazepines or calcium channel blockers if needed. 
Ventricular tachydysrythmias have been treated success-
fully with sodium bicarbonate and lidocaine, a class Ib anti-
arrythmic [ 19 ]. Amiodarone cannot be recommended for 
cocaine cardiotoxicity at this time. Activated charcoal will 
bind cocaine and should be administered if they present 
early after ingestion. For body packers, whole bowel irriga-
tion has been successfully utilized. Seizures are best treated 
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with  benzodiazepines. Hyperthermia should be treated with 
benzodiazepines, cooling techniques, and evaluation of myo-
globin and creatine phosphokinase (CPK).  

    Gamma-hydroxybutyrate (GHB) 
 GHB is a naturally occurring breakdown product from 
gamma-hydroxybutyric acid (GABA) that was fi rst manu-
factured for use as a potential anesthetic agent over 35 years 
ago [ 23 ,  24 ]. It became popular in health food stores in the 
United States in the 1980s. It was marketed as a dietary 
supplement and was used by bodybuilders for its anabolic 
properties related to growth hormone release. Subsequently, 
it became a recreational drug because of reported euphoric 
and sexual effects [ 25 ,  26 ]. The FDA banned over-the-
counter sales in 1990 and made GHB a schedule I illegal 
narcotic in 2000 with the passage of Hillory J. Farias and 
Samantha Reid Date-Rape Drug Prohibition Act of 1999 
[ 27 ]. However, GHB has been diffi cult to police because 
of the existence of the precursors 1, 4-butanediol (1,4-BD) 
and gamma- butyrolactone (GBL). These are available in 
industrial solvents, chemical laboratories, cleaning prod-
ucts, and through internet suppliers. GHB is also avail-
able as an FDA approved sleep aid under the name sodium 
oxybate (Xyrem®) with the indication for narcolepsy with 
cataplexy [ 28 ]. 1,4-BD is metabolized to GHB in the liver 
in a two-step process including the enzyme alcohol dehy-
drogenase [ 23 ]. This conversion may be competitively 
inhibited with ethanol or fomepizole. GBL is metabolized 
by serum lactonases to GHB [ 23 ]. GHB usually exists in a 
liquid form but is also available as a powder. Generally, the 
liquid is clear, tasteless and odorless. These properties have 
prompted the use of GHB as a date rape drug and have led 
to accidental lethal ingestions when the drug is mistaken 
for water [ 29 ]. Once a popular drug of choice at rave and 
dance parties, poison center reports of GHB exposures in 
the pediatric population have decreased by 50 % from 2005 
[ 1 ,  30 ,  31 ]. 

 Evidence suggests that most of the physiologic and phar-
macologic effects of systemically administered GHB are 
mediated by the GABA B  receptor [ 24 ]. In addition, evidence 
exists of effects on other pathways including alterations of 
dopamine levels, serotonin levels, acetylcholine levels and 
N-methyl-D-aspartate (NMDA) receptor binding [ 24 ]. The 
onset of effects is usually between 10 and 20 min with a peak 
plasma concentration at 30–90 min. Average elimination 
half-life is 30–50 min [ 29 ]. Resolution of symptoms depends 
on the dose ingested. Sedation may result from as little as 
25 mg/kg and coma from 60 mg/kg of GHB. Exact levels can 
be measured by gas chromatography or mass spectroscopy 
[ 29 ]. GHB is not detected on routine toxicology tests. 

 Clinical symptoms include CNS depression, altered men-
tal status, seizures, hypotonia, myoclonic jerking, respira-
tory depression, bradycardia, hypotension, incontinence, 

 vomiting, and death [ 26 ]. CNS depression can be severe with 
a Glasgow Coma Scale (GCS) as low as 3 [ 23 ,  29 ]. Care of 
the patient with an acute GHB ingestion is largely supportive. 
Treatment includes cardiorespiratory monitoring, vasoactive 
support and mechanical ventilation if necessary for airway 
protection or respiratory insuffi ciency. Mortality from GHB 
exposure is frequently due to unrecognized respiratory failure 
and subsequent cardiorespiratory arrest [ 29 ]. Physostigmine, 
fl umazenil, and naloxone are not effective antidotes [ 32 – 34 ]. 
Because of the rapid absorption of GHB, activated charcoal is 
usually reserved for suspected co-ingestions.  

    3,4-Methylenedioxymethamphetamine (MDMA) 
 MDMA is a hallucinogenic, synthetic methamphetamine 
commonly referred to as “ecstasy.” Other psychedelic 
methamphetamines include 3,4-methylenedioxyamphet-
amine (MDA) and 3,4-methylenedioxy-N-ethylamphet-
amine (MDEA). MDMA is a releaser and reuptake inhibitor 
of serotonin, dopamine and norepinephrine [ 35 ]. Users of 
MDMA report euphoria, well-being, happiness, sociability, 
mild visual perception alteration, a sense of “closeness,” 
increased empathy, and occasional visual hallucina-
tions. Other effects include mydriasis, dry mouth, brux-
ism, tachycardia, hypertension and a sympathomimetic 
toxidrome [ 35 ,  36 ]. Maximum effect occurs within 2 h of 
exposure and the elimination half-life is 8–9 h [ 35 ,  37 ]. 
Ecstasy is usually ingested orally with tablet forms reveal-
ing a personalized insignia of the manufacturer. Ecstasy 
can also be crushed and used nasally, intravenously or by 
inhalation through smoking. Because ecstasy is produced 
in an uncontrolled environment, the end product is often 
not MDMA [ 38 ]. Only 26 % of ecstasy tablets tested in 
2010 contained 100 % MDMA whereas 54 % were com-
pletely devoid of MDMA and contained other combina-
tions of inexpensive medications, usually stimulants [ 39 ]. 
Toxicological screens will frequently be positive for 
amphetamines, however this is not specifi c to MDMA and 
gas chromatography or mass spectroscopy must be utilized 
to determine the presence and concentration of MDMA. 

 In general, treatment is supportive. Although there is 
rapid GI absorption, activated charcoal may be considered 
for patients who present less than 1 h after ingestion and 
for those suspected of co-ingestions. Severe intoxication 
or overdose from MDMA can cause multi-system organ 
dysfunction. MDMA ingestions may cause CNS, cardiac, 
and hepatic dysfunction as well as hyperthermia. Intense 
physical activity and dehydration combined with amphet-
amine use predispose users to hyperthermia. This toxicity 
resembles that seen with heat stroke and includes rhabdo-
myolysis, myoglobinemia, renal failure, liver damage and 
disseminated intravascular coagulopathy [ 37 ]. Because of 
the similarity to heat stroke, MDMA hyperthermia has been 
treated with dantrolene. A review of 71 cases of MDMA 
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related  hyperpyrexia indicates dantrolene may be benefi cial 
in  treating hyperthermia secondary to MDMA [ 40 ]. The 
patient should be aggressively cooled and provided support-
ive care as indicated by organ dysfunction. 

 MDMA CNS effects include headache, mydriasis, blurred 
vision, dizziness, seizures, coma, and cerebral edema [ 41 –
 43 ]. Hyponatremia secondary to SIADH has been associated 
with MDMA use [ 42 ]. Seizures should be treated aggres-
sively with benzodiazepines. If present, hyponatremia and 
hyperthermia need to be identifi ed early and addressed to 
avoid complications. Cerebral imaging should be considered 
in the patient with altered mental status. 

 Cardiac toxicity from MDMA ingestion may include 
chest discomfort, ST elevation, cardiac enzyme elevation, 
and cardiac dysfunction [ 44 ,  45 ]. The exact mechanism of 
injury is unknown although animal studies indicate decreased 
contractility from MDMA and two MDMA metabolites [ 46 ]. 
Dysrhythmias, myocardial infarction, and cardiomyopathy 
may occur in severe MDMA ingestions [ 47 ]. 

 The mechanism of hepatotoxicity is unclear, but isch-
emia from hyperthermia and drug hypersensitivity have been 
entertained. Eosinophilia has been identifi ed from the portal 
tract biopsies which would support the latter [ 48 ]. Recovery 
from acute liver failure with or without hyperthermia is vari-
able ranging from full recovery to the need for transplant 
[ 49 ]. Clinically, patient symptoms mimic viral hepatitis and 
conservative treatment is usually effective.  

    “Bath Salts” 
 “Bath salts” are a relatively new synthetic cathinone drug of 
abuse. The designer drugs are currently purchased legally via 
the Internet or through smoke houses, gas stations and con-
venience stores. They are frequently marketed as bath salts, 
plant food, or insect repellants, but not intended for such 
use. Recreational manufacturers continue to produce cathi-
none derivatives, which evade the illegal status of specifi c 
methamphetamines. There appears to be a rapid increase in 
the use of bath salts. There were 302 calls to poison cen-
ters in 2010 about these products, however over 2,200 calls 
had already been reported in the fi rst trimester of 2011 [ 50 ]. 
In September of 2011, the Drug Enforcement Agency took 
emergency federal action and made bath salts illegal to sell 
or possess in the United States. 

 Cathinones contain a ketone group on the β carbon which 
causes decreased CNS penetration and less potency, which 
may lead to overdose or increased adverse effects [ 18 ]. These 
products usually contain either methylenedioxypyrovalerone 
(MDPV) or 4-methylmethcathinone (mephedrone) which 
release and inhibit the reuptake of serotonin, dopamine and 
norepinephrine [ 51 ]. The substances are taken orally, nasally 
or intravenously [ 52 ]. Cathinone chemical relatives differ 
in their receptor activities with mephedrone, showing simi-
lar release of serotonin but increased dopamine release in 

rats when compared to MDMA [ 53 ]. Clinical effects mimic 
drugs that are structurally similar to methamphetamines and 
thus produce a sympathomimetic toxidrome. Symptoms 
include euphoria, empathy, bruxism, agitation, tachycardia, 
delusions, increased sexual desire, panic and hallucinations 
[ 52 ,  54 ]. 

 Patients who have ingested bath salts should be treated 
using the same approach as patients with toxic MDMA 
exposure [ 51 ]. Activated charcoal may be considered for 
patients who present less than one hour after ingestion and 
for those suspected of co-ingestions. Specifi c treatment may 
be necessary for hyperthermia, cardiac toxicity, liver toxic-
ity and changes in CNS status. Hyponatremia secondary to 
SIADH can also occur [ 55 ]. Benzodiazepines are useful to 
calm these patients and for treatment of seizures [ 56 ].  

    Ketamine 
 Ketamine is an arylcyclohexylamine similar to phencyclidine 
(PCP) used for sedation and anesthesia, but also abused as a 
recreational drug. Street use of ketamine (K, cat tranquilizer, 
super K, special K, vitamin K) has existed since the 1970s. 
Ketamine is available in a liquid or powder and is snorted, 
smoked, ingested or injected. Ketamine, a NMDA recep-
tor antagonist, has less binding affi nity to the receptor and 
a shorter duration of action than PCP [ 57 ]. Users describe 
a fl oating feeling, a dreamy state, hallucinations, a sense of 
detachment from the body, and sometimes severe dissocia-
tion with reality referred to as a “k-hole” [ 57 ,  58 ]. Ketamine 
is metabolized by hepatic cytochrome P-450 isoenzymes and 
has an elimination half-life of 2.1 h [ 59 ]. Toxicology testing 
for ketamine and its major metabolites is not routinely avail-
able, however, quantitative results can be obtained by gas 
chromatography, mass spectroscopy, or high-performance 
liquid chromatography [ 60 ]. 

 GI decontamination is usually not indicated because most 
illicit methods of ingestion do not involve the GI tract and if 
orally ingested, absorption is usually complete by the time 
of presentation. Activated charcoal should be considered if 
co- ingestion is suspected. 

 Supportive care is the primary treatment for ketamine 
ingestions with particular attention to maintaining ade-
quate respiratory status, circulation and temperature con-
trol. Clinical symptoms may include abdominal pain, chest 
pain, dizziness, vomiting, and dysuria [ 61 ,  62 ]. Physical 
fi ndings may include agitation, tachycardia, altered mental 
status, slurred speech, hallucinations, hypertension, anxiety, 
abdominal tenderness and nystagmus [ 61 ,  62 ]. Potential risk 
exists for liver injury, hyperthermia and/or rhabdomyolysis 
[ 61 ]. Adverse cardiovascular effects and hypertension may 
require intervention. Respiratory deterioration and other 
complications may occur from co-ingestions. If severe lower 
urinary tract symptoms occur, interstitial cystitis treatment 
methods seem to be effective [ 63 ]. Conservative treatment, 
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benzodiazepines for sedation and IV hydration have been 
effective in the treatment of symptomatic patients following 
ketamine ingestions [ 62 ].  

    Dextromethorphan 
 Dextromethorphan, an antitussive ingredient in over-the- 
counter medications, continues to cause frequent poison 
control center consultations with a prevalence of abuse in 
the teen population [ 1 ,  64 ,  65 ]. Slang names include triple 
C, CCC, skittles, dex, red hots, sheets and robo [ 64 ,  65 ]. 
Dextromethorphan is the D-isomer of the codeine analogue 
levorphanol. It is metabolized by cytochrome CYP2D6 
which has great variability due to genetic polymorphisms 
resulting in fast or slow metabolizers. Approximately 
15 % of the population are slow metabolizers and may 
need to ingest larger amounts to achieve the same desired 
“high.” The active metabolite dextrophan binds to NMDA 
and opioid σ (sigma)-receptors. Dextromethorphan is 
also a serotonin re-uptake inhibitor [ 66 ]. NMDA recep-
tor stimulation causes ketamine and PCP-like dissociative 
effects. High doses bind to the opioid σ receptor specifi -
cally avoiding μ (mu)-receptor effects such as respiratory 
depression [ 67 ,  68 ]. 

 Dextromethorphan is ingested by liquid, gel caps or tab-
lets. Abusers prefer the pill form because of the increased 
dextromethorphan content and avoidance of the unpalatable 
taste of the syrups [ 68 ]. Because over-the-counter dextro-
methorphan formulations include other medications, physi-
cians should consider co-ingestions such as acetaminophen, 
aspirin, phenylephrine, pseudoephedrine and antihistamines 
[ 64 ]. The combination of dextromethorphan with sero-
tonergic drugs may result in a serotonin toxidrome [ 69 ]. 
Neurobehavioral effects begin at 30–60 min post-exposure 
and last up to 6 h. There are several ‘plateaus’ of effect based 
on ingested dose. Ingestions of 1.5–2.5 mg/kg give a mild 
euphoric effect while 2.5–7.5 mg/kg produce mild hallucina-
tions and an intoxicated phase. Amounts of 7.5–15 mg/kg 
create an ‘out-of-body’ state and a full dissociative experi-
ence occurs with doses over 15 mg/kg [ 65 ,  70 ]. 

 Testing for dextromethorphan is not routinely available 
and dextromethorphan does not cross react with opiate 
screening. False-positive testing for phenylcyclidine from 
high dose dextromethorphan has been reported but limited 
data exist to support this [ 71 ]. Quantitative levels may be 
obtained through gas chromatography or high pressure liquid 
chromatography. Clinical symptoms include GI symptoms, 
altered mental status, tachycardia, hypertension, diaphoresis, 
hyperthermia, dizziness, lethargy, hallucinations, seizures, 
dystonic reactions, complete CNS dissociation and coma [ 67 , 
 72 ]. Other symptoms may occur if there are co-ingestions 
and may include anticholinergic symptoms (anti-histamines) 
or serotonin syndrome (MDMA, MAO inhibitors, SSRIs, 
lithium, TCAs, and meperidine) [ 66 ,  73 ]. Acetaminophen 

and aspirin concentrations should be  determined depending 
on what dextromethorphan preparation was ingested. 

 Supportive care is generally the mainstay of therapy. 
Activated charcoal should be administered within 1 h of 
ingestion and strongly considered especially if co-ingestions 
have occurred. Anticholinergic and serotonin symptoms may 
improve with benzodiazepine administration. Hypertension, 
tachycardia and hyperthermia may require interventional 
treatment. Naloxone should be considered if coma and respi-
ratory depression are present, however, there are confl icting 
reports on its effectiveness [ 74 ].  

    2-C Phenethylamines 
 The 2-C phenethylamines are hallucinogenic designer drug ana-
logues of the hallucinogen 3,4,5-trimethoxy- phenethylamine 
(mescaline). The 2C synthetic drugs share the 2,5 dimethoxy-
phenethylamine building block which allows the common 
binding to serotonin receptors [ 75 ]. Slight alterations to the addi-
tional branch of the 2,5 dimethoxyphenethylamine compound 
help manufactures evade the legal system. Common 2cs include 
4-bromo-2,5- dimethoxyphenethylamine (2C-B), 4-iodo-2,5-di-
methoxyphenethylamine (2C-I), 4-methyl-2,5-dimethoxy-
phenethylamine (2C-D), 4-ethyl- 2,5-dimethoxyphenethylamine 
(2C-E), 4-ethylthio-2,5- dimethoxyphenethylamine (2C-T-2), 
and 4-(n)-propylthio-2,5-dimethoxyphenethylamine (2C-T-7) 
although numerous other analogues exist. Although closely 
related to amphetamines, the 2Cs are not picked up on routine 
drug screens. Quantitative analysis is typically obtained by gas 
chromatography and mass spectrometry. The 2C series exist 
in tablet and powder form and may be ingested or insuffl ated. 
The 2C series are catabolized by deamination through MAO 
A and B making patients susceptible to greater 2-C effects 
when exposed to MAO inhibitors [ 76 ]. Duration of effect is 4 
to over 24 h, depending on the amount ingested and which 2C 
phenethylamine is involved. Clinical effects include euphoria, 
sociability, mydriasis, strong visual hallucinations, altered men-
tal status, dizziness, paranoia, anxiety, insomnia, nausea and 
vomiting [ 77 ]. Supportive care is the mainstay of treatment. 
Activated charcoal should be administered within 1 h of inges-
tion and strongly considered if co- ingestions are suspected.   

    Alcohols 

   Ethylene Glycol 
 Ethylene glycol (EG) is a sweet tasting alcohol that contin-
ues to remain a cause of morbidity and mortality in the pedi-
atric age group with over 1,000 exposures reported to poison 
centers in 2009 [ 1 ]. EG is most commonly found in anti-
freeze and de-icing solutions. It is metabolized by alcohol 
dehydrogenase (ADH) and aldehyde dehydrogenase leading 
to production of toxic metabolites including  glycoaldehyde, 
glycolic acid, glyoxylic acid and oxalic acid [ 78 ]. Animal 
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studies have led to a quoted minimum lethal dose of 
1–1.5 mL/kg, although patients ingesting over 1 liter have 
survived with immediate treatment [ 78 ]. The most clinically 
signifi cant toxins are glycolic acid and oxalic acid. Glycolic 
acid is responsible for the metabolic acidosis following EG 
ingestion. Oxalic acid readily binds to calcium producing 
calcium oxalate crystals. Deposition of these crystals occur 
throughout the body including the kidney, brain, liver, lungs, 
and spleen [ 78 – 80 ]. 

 Clinical presentation, ensuing EG ingestion, follows three 
stages. The neurological stage occurs less than 12 h follow-
ing ingestion and consists of initial inebriation similar to 
ethanol ingestion. As EG metabolism progresses, neurologi-
cal symptoms can progress to altered mental status, ataxia, 
nystagmus, seizures, hypotonia, coma, and cerebral edema 
[ 78 ]. EG alone is a gastric irritant and may cause vomiting 
which puts the patient with altered mental status at risk for 
aspiration. Stage 2 occurs 12–24 h following ingestion and 
involves cardiopulmonary toxicity with potential develop-
ment of tachycardia, hypertension, compensatory hyperven-
tilation, hypoxia from aspiration, congestive heart failure 
and acute respiratory distress syndrome (ARDS) [ 78 ]. The 
last stage, occurring 24–72 h following ingestion, involves 
the kidneys and is characterized by oliguria, renal failure 
from acute tubular necrosis, anuria and the need for hemo-
dialysis [ 78 ]. Demonstration of calcium oxalate crystals in 
the urine with a Wood’s lamp helps confi rm the presence of 
EG. Acute tubular necrosis occurs as a result of accumula-
tion of calcium oxalate monohydrate (COM) crystals [ 81 ]. 
Laboratory studies are signifi cant for an anion gap metabolic 
acidosis, an osmolal gap, and renal failure. Hypocalcemia 
may occur from chelation by oxalate. An EG level should be 
obtained, but treatment should not be delayed for suspected 
or known ingestions. Head CT and brain MRI may be help-
ful in evaluating suspected cerebral edema and sudden neu-
rological changes. Increased ICP secondary to EG ingestion 
has been described, but data supporting ICP monitoring does 
not exist at this time [ 82 ]. 

 Initial management focuses on airway, breathing and 
circulation. Competitive inhibition of ADH should be the 
initial focus of treatment. Historically, ethanol was used to 
inhibit breakdown of EG by ADH, but 4-methylpyrazole 
(fomepizole) is now the antidote of choice for EG toxicity 
[ 83 ]. Fomepizole has an affi nity for ADH 500–1,000 times 
greater than ethanol and its use is associated with less medi-
cation errors when compared to ethanol [ 84 ,  85 ]. Fomepizole 
should be given as soon as possible following toxic EG 
ingestions because prognosis will depend on the amount 
of toxic metabolites already accumulated. Fomepizole may 
obviate the need for hemodialysis in EG ingestions if given 
to patients with normal renal function at the time of presen-
tation [ 86 – 88 ]. Fomepizole also appears to be safe in chil-
dren [ 83 ,  87 ,  89 ]. If ingestion occurred less than 1 h prior 

to  presentation, gastric aspiration and lavage may be con-
sidered. Activated charcoal may be considered if a toxic co-
ingestion is suspected. 

 Hemodialysis is useful in severe ingestions. Indications 
for hemodialysis include severe acidosis, acidosis despite 
bicarbonate therapy, renal failure, EG concentration > 50 mg/dL, 
and hemodynamic instability [ 84 ]. During hemodialysis, it 
is important to continue fomepizole at a shortened dosing 
interval to maintain plasma levels to continue ADH inhibi-
tion. Thiamine and pyridoxime can be given in an attempt 
to prevent oxalic acid formation, however, data supporting 
this is lacking [ 78 ]. Thiamine facilitates the conversion of 
glyoxylic acid to harmless α hydroxy-β ketoadipic acid and 
pyridoxime converts glyoxylic acid to glycine, which is non-
toxic [ 90 ].  

   Methanol 
 With nearly 300 pediatric exposures reported to US poison 
control centers in 2009, methanol continues to pose a risk 
to children because it is generally readily accessible [ 1 ]. 
Methanol ingestion results from household availability of 
windshield wiper fl uid, cleaning solutions, paint remov-
ers, some antifreeze agents, fuel additives, and “moon-
shine.” Methanol is metabolized by ADH to formaldehyde, 
then rapidly to formic acid. Levels of formic acid corre-
late with arterial pH, toxicity and clinical outcome [ 91 ]. 
Formic acid may cause hypoxia by effecting cytochrome 
oxidase activity in mitochondria [ 6 ,  92 ]. Metabolic acidosis 
results directly from formic acid as well as a lactic acidosis. 
Neurotoxicity may occur from either formic acid itself or 
secondary hypoxic injury targeting the basal ganglia and 
specifi cally the putamen [ 6 ]. Formic acid also causes direct 
ocular toxicity [ 6 ]. 

 Clinical presentation usually involves the CNS, gastroin-
testinal (GI) tract, kidneys and eyes. CNS involvement can 
produce headache, altered mental status, seizures, coma and 
signs of cerebral edema. GI symptoms include vomiting and 
abdominal pain. Renal dysfunction results in oliguria, anuria, 
and renal failure. Vision dysfunction manifests as blurred 
vision, decreased acuity, or even blindness. Laboratory 
evaluation should include evaluation of electrolytes, anion 
gap, osmolal gap, renal function, pancreatic enzymes, liver 
enzymes, and a methanol level [ 6 ]. Treatment should not be 
delayed for methanol level results. Head CT and brain MRI 
may be used to evaluate possible cerebral edema, sudden 
neurological changes, and basal ganglia involvement. Data 
supporting ICP monitoring does not exist at this time. 

 Airway, breathing and circulation should be assessed and 
addressed initially. Focus then should be directed toward the 
likelihood and quantity ingested because a minimum lethal 
dose is 1.2 mL/kg [ 84 ]. Activated charcoal may be consid-
ered for toxic co-ingestions. Acidosis of a pH < 7.30 should 
be treated with sodium bicarbonate which will help reduce 
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the effect on cytochrome oxidase activity [ 6 ]. A methanol 
level > 20 mg/dL indicates a need for further treatment. If a 
level is not immediately obtainable, known methanol inges-
tion with an osmolal gap > 10 mOsm/L is suffi cient to start 
treatment. Otherwise, treatment may ensue for clinical sus-
picion of methanol ingestion with two of the following cri-
teria: pH ≤ 7.3, serum bicarbonate < 20 mmol/L, and osmolal 
gap > 10 mOsm/L [ 6 ,  83 ]. Fomepizole is the drug of choice 
for methanol poisoning and should be given as soon as pos-
sible to stop formic acid production. Early administration of 
fomepizole to patients without metabolic acidosis may obvi-
ate the need for hemodialysis [ 92 ]. Folinic acid is a safe drug 
that enhances formic acid metabolism and may be consid-
ered in the methanol poisoned patient [ 6 ]. 

 Hemodialysis still plays an important role in methanol 
poisoning because of the slow elimination of formic acid. 
Indications for hemodialysis include severe metabolic acido-
sis (base defi cit > −15 mM), vision disturbance, renal failure, 
hemodynamic instability and a methanol level > 50 mg/dL 
[ 6 ,  92 ]. Lack of a methanol level should not delay treatment 
because the degree of acidosis correlates better with prognosis 
and permanent visual impairment [ 6 ]. During hemodialysis, 
it is important to continue fomepizole at a shortened dosing 
interval to maintain plasma levels to continue ADH inhibi-
tion. Hemodialysis is continued with a goal to resolve acido-
sis and achieve methanol levels < 25 mg/dL [ 6 ]. Following 
redistribution, methanol levels may rebound within 36 h and 
repeat hemodialysis may be needed. Therefore, pH, osmolal 
gap, electrolytes, and methanol levels should be monitored 
36 h following cessation of hemodialysis [ 6 ].  

   Isopropyl Alcohol (Isopropanol) 
 Isopropanol is a bitter alcohol used in automotive and clean-
ing products as well as being the solvent in rubbing alcohol. 
It is metabolized to acetone in the liver. Toxic effects are 
secondary to isopropanol, not acetone. The minimal lethal 
dose for children has not been described, but approximately 
100 mL may be lethal in an adult [ 93 ]. Levels are not rou-
tinely available, but can be useful. Levels > 400 mg/dL indi-
cate a need for hemodialysis [ 93 ,  94 ]. Hemodialysis should 
also be considered for isopropanol levels > 200 mg/dL, espe-
cially when hypotension and coma exist [ 95 ]. Isopropanol 
is absorbed rapidly and elimination half-life is 3–7 h [ 96 ]. 
Clinical signs of isopropanol may include a fruity order, 
altered mental status, coma, vomiting, abdominal pain, 
hematemesis, and hypotension. Isopropanol should be 
strongly suspected when laboratory studies show an elevated 
osmolal gap and a positive serum acetone test accompanied 
without a metabolic acidosis. Other clues to the diagno-
sis include the presence of urine ketones, renal failure and 
hypoglycemia [ 93 ]. Activated charcoal may be considered 
for toxic co-ingestions. Supportive treatment is usually suf-
fi cient if coma and hypotension are not present.  

   Ethanol 
 Ethanol exposures accounted for over 3,500 calls to 
American poison centers in 2009 [ 1 ]. Alcoholic beverages, 
mouthwashes containing ethanol, aftershaves, colognes, and 
perfumes allow children access to ethanol in the home [ 97 ]. 
Oxidation of ethanol in the liver by alcohol dehydrogenase 
produces acetaldehyde which leads to the production of 
ketone bodies [ 95 ]. Ethanol ingestion may produce intoxica-
tion, altered mental status, coma, vomiting and hypothermia. 
Metabolic acidosis, ketosis, hypoglycemia, hypokalemia, 
hypernatremia, hypochloremia, and osmolal gap may also 
occur [ 98 ]. Ethanol is rapidly absorbed and activated char-
coal should be reserved for toxic co-ingestions. Ethanol lev-
els are readily available and supportive care is the mainstay 
of treatment. Management should focus on maintenance 
of airway, breathing and circulation. Vomiting with aspira-
tion pneumonitis may occur. Hypoglycemia and hypoten-
sion should be appropriately addressed. Treatment usually 
includes volume replacement and dextrose containing fl uids 
until the patient returns to baseline. Currently, a threshold on 
when to perform hemodialysis does not exist for the severely 
intoxicated ethanol patient.   

    Psychoactive Drugs 

   Antipsychotics 
 Small amounts of antipsychotics can cause signifi cant tox-
icity in children. The antipsychotics exert their effects over 
a large number of different receptors: serotonin, dopamine, 
histamine, α-adrenergic, and muscarinic. Classes of antipsy-
chotics include the phenothiazines, butyrophenones, and the 
newer atypical antipsychotics. An aliphatic phenothiazine, 
chlorpromazine, produces CNS depression, profound seda-
tion, and miosis in overdose. Extrapyramidal symptoms 
(EPS), neuroleptic malignant syndrome (NMS), dystonic 
reactions, and seizures may also occur. Thioridazine, a piper-
idine phenothiazine, is the most cardiotoxic antipsychotic 
in overdose in adults. Strong sedation effects, miosis and 
QT prolongation have been seen with pediatric ingestions. 
Trifl uoperazine, perphenazine and fl uphenazine are pipera-
zine phenothiazines and cause dystonic reactions, EPS, and 
CNS depression following overdose. The most widely used 
butyrophenone antipsychotic is haloperidol. Drowsiness, 
tremor, dystonic reactions, and EPS are found most com-
monly with overdose. Olanzapine is an atypical antipsy-
chotic classifi ed as a thienobenzodiazepine. CNS depression, 
tachycardia and agitation are common, but EPS, miosis, 
hypersalivation and anticholinergic effects also occur. The 
atypical antipsychotic risperidone in overdose may cause 
altered mental status, EPS, tachycardia and hypotension 
[ 99 ]. Ziprasidone is another atypical antipsychotic that usu-
ally causes drowsiness, lethargy and tachycardia. Rarely, 
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QTc prolongation may be seen [ 100 ,  101 ]. Aripiprazole, 
an atypical antidepressant and antipsychotic, causes CNS 
depression, vomiting, tachycardia and hypotension in over-
dose. And fi nally pimozide, an antipsychotic drug with a 
special indication to treat tics and Tourette syndrome, may 
cause seizures, EPS, dystonic reactions, CNS depression and 
hypotension with overdoses. 

 Symptomatic care is the mainstay of treatment for all anti-
psychotic overdoses. Severe CNS depression may necessitate 
the need for intubation. Hypotension usually resolves with 
fl uid administration. Activated charcoal should be admin-
istered within 1 h to the non-sedated patient. Benzatropine 
or diphenhydramine should be administered to patients with 
dystonic reactions or EPS. Antipsychotic EPS may require 
days of treatment before resolving [ 99 ]. The combination of 
fever, tachycardia, muscle rigidity and altered mental status 
in patients exposed to atypical antipsychotics requires CPK 
evaluation and NMS consideration. Of note, children and 
adolescents with atypical antipsychotic NMS had a shorter 
duration of illness when treated with bromocriptine when 
compared to dantrolene [ 102 ].  

   Selective Serotonin Reuptake Inhibitors (SSRIs) 
 Increased use of SSRIs in depression can be traced to less 
toxicity following overdoses and an improved adverse effect 
profi le in comparison to TCAs [ 103 ]. Commonly used SSRIs 
include sertraline, paroxetine, fl uvoxamine, fl uoxetine, and 
citalopram. SSRIs take approximately 4 h to reach peak 
serum concentration after ingestion [ 104 ]. In general, SSRI 
ingestions are well tolerated in children [ 105 ]. There is poten-
tial for a clinical serotonin syndrome to occur consisting of 
tachycardia, hyperthermia, mydriasis, myoclonus, hyper-
refl exia, shivering, diaphoresis, diarrhea, muscle rigidity, 
delirium, and agitation [ 69 ]. Activated charcoal is indicated 
for the non-sedated patient following ingestion. Serotonin 
toxidromes are generally treated with supportive care. Do 
not confuse serotonin syndrome with NMS. NMS will lack 
mydriasis, will show lead pipe rigidity and have a history 
of exposure to neuroleptics. Nonspecifi c serotonin receptor 
antagonists (β-blockers, cyproheptadine, methysergide, and 
chlorpromazine) have been studied in animals, but routine 
use in humans cannot be recommended at this time [ 106 ]. 
However, a case using cyproheptadine in a 24 month old for 
a SSRI induced serotonin syndrome has been reported [ 107 ].  

   Tricyclic Antidepressants (TCAs) 
 TCAs continue to be widely available because of continued 
clinical use treating a wide variety of disorders including 
depression, anxiety, chronic pain, headache, and attention 
defi cit hyperactivity disorder. TCAs include amitriptyline, 
clomipramine, desipramine, dosulepin, doxepin, imipra-
mine, lofepramine, nortriptyline, protriptyline and trimip-
ramine. A dose of 5 mg/kg for all TCAs is a signifi cant 

ingestion warranting evaluation. Desipramine, nortripty-
line, and trimipramine may cause toxicity with 2.5 mg/kg 
and a dose of 1 mg/kg of protriptyline warrants evaluation 
for toxicity [ 108 ]. TCAs exert their toxicity through anti-
cholinergic effects, antagonism of peripheral α 1  receptors, 
blockade of cardiac and CNS sodium channels, and by 
blocking CNS monoamine reuptake. Within 6 h of inges-
tion, the presence of hypotension, respiratory depression, 
altered mental status, seizures, cardiac dysrhythmias, or a 
QRS duration > 100 milliseconds (ms) puts the patient at 
high risk for complications [ 109 ]. 

 Cardiac toxicity from TCA poisoning results from block-
ade of cardiac sodium channels. ECG changes include wid-
ened QRS interval, prolonged PR and QT intervals, right 
axis deviation, abnormal T waves and ST segments, and 
atrioventricular (AV) block. Sinus tachycardia is the most 
common rhythm observed, although supraventricular tachy-
cardia, ventricular tachycardia, and bradydysrhythmias asso-
ciated with AV block can also occur. Torsades de pointes is 
uncommon. A QRS duration > 100 ms and right axis devia-
tion appear to be the strongest predictors of cardiac toxicity. 
A QRS > 160 ms should prompt immediate attention to pre-
vent a ventricular dysrhythmia. ECG changes usually occur 
within the fi rst 6 h and may last for days. Serious cardiac 
complications most commonly occur within 24 h of inges-
tion and rapid deterioration can be common [ 109 ]. 

 Hypotension from TCA ingestion may occur because 
of cardiac toxicity as well as α 1  adrenergic receptor block-
ade. Systemic anticholinergic effects are often present. 
Norepinephrine and serotonin reuptake blockade, sodium 
channel inhibition, anticholinergic effects, and hypotension 
may all have direct effects on the CNS. Agitation, altered 
mental status, seizures and coma can all result from TCA 
poisoning and are signs of a signifi cant TCA ingestion. 
Glasgow Coma Scale (GCS) levels < 8 predict serious com-
plications [ 110 ]. 

 Initial treatment of the TCA poisoned patient should focus 
on airway, breathing, circulation and neurological status. 
Gastric decontamination should be performed with activated 
charcoal. Enterohepatic recirculation accounts for 15 % of 
TCA elimination [ 111 ]. Because activated charcoal is well 
tolerated, the authors recommend multiple dose activated 
charcoal for TCA poisonings. However, intubation with a 
cuffed endotracheal tube should be considered prior to the 
administration of activated charcoal if the patient has altered 
mental status and may not be able to protect their airway. 
Gastric lavage, hemodialysis and charcoal hemoperfusion 
are not indicated. Again, QRS duration of >100 ms, right 
axis deviation and abnormal heart rhythm on ECG indicate 
potential cardiac toxicity. TCA toxicity seems to be wors-
ened by acidosis. Treatment centers on sodium loading and 
alkalinization by the administration of sodium  bicarbonate 
with a goal blood pH of 7.5–7.55. Hyperventilation may be 
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used to alkalinize the patient in the short term if bicarbonate 
alkalinization is delayed. Alkalinization increases the pro-
portion of nonionized drug because TCAs are weak bases. 
This may decrease the cardiac toxic effects. Hypotension is 
treated with fl uid resuscitation and the addition of α  1  adren-
ergic agonists (norepinephrine, phenylephrine) when neces-
sary [ 112 ]. 

 Anticholinergic effects are managed symptomatically. 
Benzodiazepines may be used to control agitation. Seizures 
may be treated with benzodiazepines or barbiturates. Sodium 
channel blockers should theoretically be avoided because of 
the potential to worsen cardiac and CNS toxicity, although 
both lidocaine and phenytoin have been used for TCA seizure 
treatment and have lower cardiac sodium channel blocking 
activity being class 1B antiarrhythmic agents.   

    Antihypertensives 

   Calcium Channel Blockers (CCBs) 
 CCBs are prescribed for multiple conditions includ-
ing hypertension, migraine headaches and adult angina. 
Extended and immediate release preparations exist. The type 
of CCB ingested is important since CCBs are classifi ed as 
dihydropyridines and nondihydropyridines. The dihydropyr-
idines cause more vascular vasodilatation and less myocar-
dial contractility effect and include amlodipine, isradipine, 
felodipine, nicardipine, and nifedipine [ 113 ]. The nondihy-
dropyridines, including verapamil and diltiazem, decrease 
myocardial contractility to a greater degree, affect myocar-
dial conduction, and are weak vasodilators [ 113 ]. 

 Management of the CCB poisoned patient should initially 
focus on airway, breathing, and circulation. Activated char-
coal is indicated and multiple doses may be considered if 
sustained release preparations have been ingested [ 114 ]. An 
ECG should be obtained in all ingestions. Signifi cant inges-
tions may have hypotension and bradycardia; isotonic fl uid 
resuscitation should be attempted but may not be effective. 
Atropine can be given for severe bradycardia but may also 
be ineffective [ 115 ]. Calcium gluconate or calcium chlo-
ride can be given IV as a bolus or drip to overload the cal-
cium channel and increase contractility and blood pressure 
[ 116 ]. Serum ionized calcium levels should be monitored 
frequently when using a calcium drip. If ineffective, gluca-
gon may be administered intravenously. Glucagon increases 
c-AMP in the myocardial cell which can increase contractil-
ity. The half-life of glucagon is extremely short so, if effec-
tive, a glucagon drip should also be administered. High dose 
insulin with dextrose can also be given as a bolus or a con-
tinuous drip. Insulin affects several intracellular mechanisms 
in the myocardial cell that contribute to inotropy [ 117 ]. If 
hypotension still exists, vasopressors should be initiated. 
Epinephrine and norepinephrine are good choices secondary 

to their vasoconstrictive and inotropic effects and should be 
titrated to effect. ILE infusions have shown benefi t in ani-
mal and human case reports in CCB overdoses [ 17 ]. ILE 
therapy may be considered in life threatening situations. A 
phosphodiesterase inhibitor may increase contractility but 
may also cause unwanted vasodilatation. Levosimendan has 
been used in CCB overdose after conventional therapy failed 
with improvement of bradycardia but continued hypotension 
[ 118 ]. Temporary cardiac pacing has produced varying out-
comes [ 114 ]. ECMO has been used with success in refrac-
tory cases [ 119 ].  

   Beta-blockers (β-blockers) 
 β-blockers are available treatment options for a wide range of 
medical disorders. Their prevalence and toxic potential make 
β-blocker poisoning a signifi cant cause of morbidity and 
mortality. In general, children less than 6 years of age, who 
usually do not ingest a large quantity of pills, do not develop 
toxicity from β-blocker ingestions [ 120 ]. Most patients 
will develop symptoms of β-blocker toxicity within 6 h of 
ingestion [ 121 ]. Potential toxicity from β-blockers include 
hypotension, bradycardia, bronchospasm and hypoglycemia 
[ 122 ]. Signifi cant ingestions may cause cardiogenic shock, 
seizures, altered mental status, respiratory depression, ven-
tricular arrhythmias and asystole [ 123 ,  124 ]. ECG changes 
include widening of the QRS interval and prolonged PR and 
QTc intervals [ 125 ]. 

 Management of β-blocker toxicity begins with airway, 
breathing and circulation assessment. ECG and blood glu-
cose are mandatory in any β-blocker ingestion. Activated 
charcoal, unless contraindicated, should be given to all 
β-blocker ingestions within 1–2 h of ingestion. Hypotension 
may be treated with fl uids and atropine may treat symptom-
atic bradycardia. If an artifi cial airway is needed, atropine 
should be administered prior to intubation. Benzodiazepines 
should be used to treat seizures if present. If cardiovascular 
instability continues despite fl uids and atropine, additional 
treatment includes glucagon, IV calcium, vasopressors, and 
high dose insulin and glucose. Other therapies supported by 
case reports and animal studies include a phosphodiesterase 
inhibitor infusion, sodium bicarbonate, levosimendan, ILE, 
temporary pacing, and ECMO. Glucagon increases c-AMP 
in the myocardial cell which can increase contractility. 
Glucagon therapy in β-blocker poisoning stems from mul-
tiple animal studies showing increased cardiac function and 
human case reports [ 126 ]. Again, the half-life of glucagon 
is extremely short. Therefore, if effective, a glucagon drip 
should be administered. Case reports have shown cardiovas-
cular improvement with both calcium gluconate and calcium 
chloride infusions [ 127 ]. If a response is seen, a calcium drip 
can be continued. Serum ionized calcium levels should be 
monitored frequently when using a calcium drip. If cardiac 
function does not improve, vasopressor therapy should be 
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started. An epinephrine infusion should be titrated to effect 
based on desired blood pressure. Insulin affects several intra-
cellular mechanisms in the myocardial cell that contribute to 
inotropy [ 117 ]. High dose insulin with dextrose can also be 
given as a bolus or a continuous drip. A phosphodiesterase 
inhibitor can be considered and may increase contractility by 
also increasing c-AMP in the myocardial cell [ 128 ]. Sodium 
bicarbonate may restore cardiac output and narrow the QRS 
complex [ 129 ]. Levosimendan improved cardiac function 
and survival from propranolol intoxication in an animal 
model [ 130 ]. ILE has been benefi cial in a case report and 
may be considered following routine therapy [ 124 ]. When 
all else fails, temporary pacing may be attempted and ECMO 
has previously been life-saving [ 131 ].  

   Clonidine 
 Clonidine hydrochloride stimulates the imidazoline receptor 
and the presynaptic α-2 receptor in the brain leading to inhi-
bition of norepinephrine release. This decrease in sympa-
thetic outfl ow results in decreased peripheral resistance, renal 
vascular resistance, heart rate and blood pressure. Clonidine 
is approved for the management of hypertension, however 
off-label uses in children for opioid withdrawal, manage-
ment of attention-defi cit/hyperactivity disorder (ADHD) and 
Tourette syndrome has resulted in increased availability of 
this agent in homes with children. Although most children 
with clonidine exposure have minimal toxicity, a number 
of children have serious toxicity and very rarely death has 
occurred [ 132 ]. Toxicity can occur with ingestion of just 
0.1 mg or one tablet [ 133 ]. Clonidine is available in pill or 
patch formulations. The patch is changed weekly, therefore 
signifi cant exposure can occur if a child ingests a patch. 

 Absorption of clonidine occurs rapidly and peak levels 
occur within 1–3 h and the majority of patients develop 
symptoms within 4–6 h of ingestion. Clonidine is renally 
excreted and has no active metabolites. Patients who have 
ingested clonidine are at risk for abrupt changes in mental 
status, therefore caution should be used in treating them with 
activated charcoal unless it is early after exposure. Whole 
bowel irrigation may be of benefi t if a clonidine patch is 
ingested. 

 Transient hypertension is seen due to stimulation of 
peripheral α-1 receptors. Subsequent altered mental status, 
hypotension, bradycardia, respiratory depression, hypore-
fl exia, and hypotonia occurs due to stimulation of central 
α-2 receptors resulting in decreased sympathetic outfl ow. 
Hypertension is usually not treated because it is transient 
and frequently is followed by prolonged hypotension. 
Hypotension should be treated with fl uid followed by nor-
epinephrine if needed. Bradycardia does not usually require 
treatment other than stimulation, but if it is signifi cant and 
persistent, atropine may be indicated. Naloxone as a bolus 
dose or continuous infusion has been utilized with variable 

success for central nervous system depression and respira-
tory depression [ 133 ,  134 ]. If the patient does not respond 
to a bolus dose of naloxone, then no further doses should be 
given. Patients with signifi cant CNS depression and respira-
tory depression require intubation. Supportive care is usually 
effective therapy.   

    Analgesics, Analgesics, Sedatives, 
and Antipyretics 

   Opioids 
 Opioids produce analgesia and anxiolysis as pain relievers 
and can also be found in cough suppressants and antidiarrhe-
als. They are abused for their euphoric properties. Opioids 
react with μ (mu), κ (kappa), σ (sigma) and δ (delta)-recep-
tors throughout the nervous system and gastrointestinal tract. 
Opioids commonly encountered include, but are not limited 
to, codeine, morphine, fentanyl, methadone, heroin, hydro-
codone, oxycodone and meperidine. Opioids continue to be a 
major drug abuse problem and a cause of signifi cant morbid-
ity and mortality. Opioids may be used intravenously, sub-
cutaneously, intramuscularly, transdermally, orally, nasally 
or inhaled. Transdermal administration of opioids in opioid 
naïve patients has resulted in signifi cant morbidity and out-
of-hospital deaths. Length of clinical effects varies depend-
ing on the half-life of the opioid ingested with methadone 
lasting the longest and fentanyl the shortest. An opioid toxi-
drome is characterized by bradycardia, hypotension, miosis, 
respiratory depression, confusion, lethargy, ataxia, and coma 
(Table  50.3 ). Opioid induced respiratory depression occurs as 
a result of opioids decreasing central and peripheral chemo-
receptor activity [ 135 ]. Noncardiogenic pulmonary edema 
can also occur with uncertain etiology, but may be related 
to inspiration against an obstructed airway and disruption of 
the endothelial-alveolar barrier [ 136 ]. The noncardiogenic 
pulmonary edema usually resolves rapidly over hours to 
1–2 days with supportive care [ 137 ]. Respiratory depression 
from μ  2 -receptor stimulation can eventually lead to apnea, 
respiratory arrest and death. Urine toxicology screening for 
opioids should be positive. 

 Initial treatment is supportive focusing on airway, 
breathing and circulation. Respiratory compromise may be 
treated with naloxone or bag-mask ventilation and intuba-
tion. Naloxone is a short acting opioid antagonist with a 
long history of use in narcotic overdoses both for treatment 
and diagnostic purposes. If IV access is not available, nal-
oxone should be administered intramuscularly. However, 
naloxone administration is not without risk. The half-life of 
naloxone is very short and if used as a reversal agent, opi-
oid toxidrome symptoms may recur once naloxone disap-
pears if the  offending agent has a long half-life. An acute 
withdrawal syndrome can be induced with naloxone in the 
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 opioid-dependent patient. And lastly, naloxone may induce 
severe pain in patients receiving narcotics for acute pain 
[ 138 ]. In this situation, nalbuphrine, an opioid agonist-antag-
onist, would be a good drug choice to reverse the μ 2  respira-
tory depression while preserving κ and σ narcotic receptor 
stimulation [ 139 ]. Nalmefene is a long-acting opioid antago-
nist with a half-life of 8–9 h that has been used in the pediat-
ric population [ 140 ]. This could be of benefi t in acute opioid 
ingestions when narcotic dependence and acute pain issues 
do not exist. Initial hypotension should be addressed with 
fl uid boluses as needed. Activated charcoal should be given 
unless contraindicated. Activated charcoal is also very valu-
able in sustained- release, long-acting, and delayed absorp-
tion (dephenoxylate-atropine) opiates. 

 Atypical opioids may also produce toxicity. Tramadol 
is a weak μ-receptor agonist while also causing inhibition 
of serotonin and norepinephrine in the CNS. Toxicity can 
result in CNS depression, respiratory depression, miosis, 
and even seizure activity [ 135 ,  141 ]. Benzodiazepines can 
be used to treat seizures, otherwise symptomatic care and 
activated charcoal administration is the mainstay of treat-
ment. Buprenorphine is an opioid partial agonist, meaning 
that it still binds to opioid receptors. Clinically, in the correct 
dosing, it may produce decreased opioid effects. But in over-
dose, presentation and treatment should proceed as any other 
opioid ingestion. Buprenorphine/naloxone is a drug used to 
treat withdrawal symptoms but can still produce the typical 
CNS and respiratory opioid effects in overdose [ 142 ]. Again, 
treatment should be the same as any opioid ingestion.  

   Benzodiazepines 
 The prevalence of benzodiazepines stems from their wide use 
in treatment for seizures, anxiety, hyperactivity, insomnia, 
and drug withdrawal. The benzodiazepines exert their effect 
in the CNS by binding to the GABA A  chloride channel com-
plex. This potentiates the action of GABA which causes the 
movement of chloride into the cell causing hyperpolarization 
[ 143 ]. Numerous benzodiazepines exist including diazepam, 
lorazepam, midazolam, fl unitrazepam, alprazolam, chlordi-
azepoxide, and zolpidem. While some act faster than oth-
ers, all tend to have peak effect within 2 h but differ in their 
duration of action. Clinical toxicity produces the sedative-
hypnotic toxidrome including bradycardia, hypotension, 
respiratory depression, hypothermia, confusion, stupor, and 
coma (Table  50.1 ). Sertraline and oxaprozin (nonsteroidal 
anti-infl ammatory drug) may cause a false positive benzo-
diazepine urine drug screen [ 144 ]. Some evidence suggests 
that benzodiazepines with differing chemical structure, such 
as midazolam, chlordiazepoxide, and fl unitrazepam, are not 
detected in many assays causing a false negative result on 
urine drug screening [ 144 ]. 

 Initial treatment is supportive with attention to airway 
breathing and circulation. Intubation may be necessary 

depending on the degree of respiratory depression. Fluid 
boluses are indicated for hypotension. Flumazenil, a com-
petitive antagonist at the GABA A  receptor complex, can be 
used for diagnosis or treatment but its use remains controver-
sial due to its association with a number of adverse events. 
Numerous studies report seizures and cardiac dysrhythmias 
following fl umazenil use, especially when associated with 
TCAs and chloral hydrate [ 145 – 147 ]. Chronic benzodiaze-
pine use prior to fl umazenil exposure may precipitate seizure 
activity. It should be noted that fl umazenil is short-acting, 
therefore, caution and close patient observation should be 
exercised if fl umazenil is given for a long-acting benzodiaz-
epine ingestion. Activated charcoal should be given unless 
contraindicated. It should be noted that propylene glycol is 
a diluent in diazepam and lorazepam and may cause adverse 
effects if taken in large quantities.  

   Acetaminophen 
 Acetaminophen (N-acetyl-p-aminophenol; APAP; 
paracetamol) accounts for a signifi cant proportion of acci-
dental and intentional toxic exposures in pediatric patients 
which can lead to irreversible hepatotoxicity and death. 
The American Association of Poison Control Centers in 
2009 received 170 reports of death associated with APAP 
alone and 240 deaths when APAP combination drugs were 
ingested [ 1 ]. More than 600 over-the-counter and prescrip-
tion products contain APAP. Most patients present early in 
the course following APAP ingestion and do not require 
critical care unless they have signs of hepatoxicity, have 
co-ingested other potentially toxic agents, are symptomatic, 
or have other signifi cant medical problems that place them 
at risk. Activated charcoal should be given within 1–2 h of 
ingestion as it does not interfere signifi cantly with the oral 
antidote N-acetylcysteine [ 9 ]. 

 Federal regulations in 2011 resulted in new recommended 
maximum therapeutic doses of acetaminophen for children 
and adults [ 148 ]. The infant formulation of 80 mg/mL is no 
longer available, therefore only the pediatric formulation of 
160 mg/5 mL liquid exists and it must come with a mea-
suring device. The therapeutic dose of APAP for children 
under 12 years of age is 10–15 mg/kg/dose every 4–6 h 
with a maximum recommended dose from the manufacturer 
of 75 mg/kg/day. For adults the maximal single dose was 
reduced to 650 mg with a maximum daily dose of 3,250 mg. 
These changes in formulations and dosing recommendations 
are aimed at decreasing unintentional and intentional over-
dose leading to liver injury from acetaminophen containing 
products [ 148 ]. In 2011 the AAP published a clinical report 
related to the use of antipyretics that discourages treating 
fever unless the child is uncomfortable or the child does not 
tolerate the increased metabolic demands caused by the fever 
due to an underlying disease process [ 149 ]. If healthcare pro-
viders and parents implement this practice, fewer children 
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may be at risk for acetaminophen overdoses with subsequent 
hepatotoxicity. 

 Normally, more than 90 % of APAP is conjugated with 
glucuronide or sulfate to form nontoxic renally excreted 
metabolites. Approximately 2 % is renally excreted and 
5 % is metabolized by the hepatic cytochrome p450 mixed- 
function oxidase enzyme (CYP2E1) to the toxic metabolite 
 N -acetyl- p -benzoquinoneimine (NAPQI) which is then rap-
idly detoxifi ed by conjugation to intracellular glutathione 
(GSH) forming a nontoxic conjugate (APAP-GSH). When 
the conjugation pathways in the liver are overwhelmed in 
APAP overdose, metabolism of APAP is shunted to the 
cytochrome p450 pathway which results in an increased 
production of the toxic metabolite NAPQI and depletion of 
glutathione [ 150 ,  151 ]. The exact mechanism of hepatocyte 
death is still not completely elucidated, however it does cor-
relate with the activity of the catalyzing enzyme systems 
and GSH availability. When GSH stores are reduced by 
70–80 %, the detoxifi cation capacity of the liver is exceeded 
and NAPQI accumulates subsequently destroying hepa-
tocytes and other cells. In the absence of GSH, covalent 
binding of NAPQI to the cysteine groups on hepatocyte 
macromolecules occurs forming NAPQI-protein adducts 
[ 152 ]. This process is the initial and irreversible step in 
development of cell injury. NAPQI binds to critical cellular 
targets such as mitochondrial proteins. The hepatocytic cel-
lular necrosis occurs due to mitochondrial dysfunction with 
ATP depletion, DNA damage, alterations in calcium homeo-
stasis and modifi cations of intracellular proteins. Newer 
data suggest that infl ammatory mediators trigger the innate 
immune system with subsequent propagation of hepatocyte 
injury [ 151 ,  153 ]. 

 Although not defi nitive, factors that may infl uence the 
risk for development of hepatotoxicity include age (younger 
being protective), chronic alcohol ingestion, poor nutritional 
status, tobacco use and concomitant use of drugs that induce 
the CYP2E1 system. Infants and children process APAP 
predominantly through sulfation at a younger age with gluc-
uronidation increasing with age. Children less than 5 years 
of age appear less susceptible to APAP hepatoxicity which 
may be due to a lower production of NAPQI and conjugation 
as the predominant metabolic pathway [ 151 ,  153 ]. Acute 
ingestions of greater than 200 mg/kg in children and 8–10 g 
in an adult may result in hepatotoxicity. 

 Initial signs (fi rst 24 h) of acetaminophen are generally 
mild and the patient may have nonspecifi c gastrointestinal 
symptoms of nausea, vomiting, abdominal pain, anorexia, 
and malaise. Laboratory tests are usually normal at this time, 
however hypoglycemia may occur and refl ects impaired 
hepatic gluconeogenesis, inability to mobilize hepatic gly-
cogen stores and elevated levels of circulating insulin [ 153 ]. 
Over the next 24–72 h, the patient may have improvement 
of clinical symptoms but still have the onset of subclinical 

hepatotoxicity with rising aminotransferases, PT and total 
bilirubin. Metabolic acidosis occurs in approximately 50 % 
of patients and may refl ect inhibition of uptake and metabo-
lism of lactic acid by the liver and impaired hepatic clearance 
[ 153 ]. Patients may develop right upper quadrant pain during 
this time. Between 72 and 96 h the patient has signs of overt 
hepatocellular necrosis with marked elevations of amino-
transferases, PT and total bilirubin. Signs and symptoms are 
variable depending on the extent of hepatic injury but many 
patients experience anorexia, nausea, vomiting, abdominal 
pain, malaise and may develop hepatic encephalopathy. 
Patients who develop acute liver failure may develop cere-
bral edema with increased intracranial pressure and fatal 
uncal herniation. Renal insuffi ciency may occur secondary 
to APAP-induced acute tubular necrosis and dehydration. 
The degree of hypophosphatemia refl ects the severity of the 
overdose. A rising PT and bilirubin beyond 96 h is ominous. 
Approximately 70 % of patients survive acute liver failure 
and recover over 4 days to 2 weeks following ingestion. If 
there are signifi cant signs of worsening of severe hepato-
toxicity, early evaluation for liver transplant should be initi-
ated [ 151 ,  153 ]. Mahadevan et al. identifi ed the following 
poor prognostic indicators and the potential need for a liver 
transplant based on a retrospective review of APAP-induced 
hepatotoxicity in pediatric patients: (1) delayed presenta-
tion to the emergency department; (2) delay in treatment; 
(3) PT greater than 100 s; (4) serum creatinine greater than 
2.3 mg/dL; (5) hypoglycemia; (6) metabolic acidosis; and 
(7) hepatic encephalopathy grade III or higher. According to 
this review, markedly elevated hepatic transaminase levels 
were not predictive of a poor outcome [ 154 ]. 

 Initial therapy for APAP ingestions includes supportive 
care and obtaining serum APAP levels approximately 4 h 
post-acute ingestion. This result is plotted on the Rumack- 
Matthew nomogram (Fig.  50.1 ). If the APAP level falls above 
the “possible toxicity” line, therapy with oral, nasogastric 
or intravenous (IV) NAC should be initiated. Although the 
cost for the IV formulation is signifi cantly higher than oral 
NAC, shorter hospitalization stays and less laboratory testing 
should ultimately reduce overall costs [ 2 ,  156 ]. The normal 
half-life of APAP is 2–4 h, but it may be prolonged in APAP 
overdose or co-ingestion with other substances, particularly 
those that delay gastric emptying. The nomogram cannot 
be used for prediction of risk for patients who have chronic 
ingestion of APAP or have taken extended-release products 
[ 157 ]. For these patients, NAC is usually administered if they 
have elevated liver enzymes or they are at risk for hepatotox-
icity. A second APAP level may be obtained 4–6 h after the 
fi rst level if the time of ingestion is unclear to determine if 
the level is rising or declining.

   N-acetylcysteine (NAC), the antidote for APAP toxicity, 
replenishes glutathione stores in the liver. It is very effective 
at preventing signifi cant hepatic injury if it is initiated within 
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8–10 h of ingestion. However, many clinicians will institute 
NAC therapy if the patient presents within 16–24 h of inges-
tion and is at risk for severe hepatotoxicity. Historically, 
NAC was administered orally with a loading dose of 140 mg/
kg followed by 17 doses of 70 mg/kg every 4 h. However, 
intravenous NAC (Acetadote ® ) is now available. For adult 
IV dosing, the loading dose is 150 mg/kg in 200 mL of 5 % 
dextrose for 60 min, followed by 50 mg/kg in 500 mL of 
5 % dextrose for 4 h, and 100 mg/kg in 1,000 mL of 5 % 
dextrose for 16 h. For children, standard IV dosing can cause 
hyponatremia and secondary seizures due to the free water 
load. Therefore, the resolution is to dilute 20 % NAC to a 
fi nal concentration of 40 mg/mL (Table  50.6 ). The fi nal mg/
kg dosing (loading dose, 150 mg/kg; 50 mg/kg for 4 h and 
100 mg/kg for 16 h) is the same, but the free water is less 
than in the adult schedule. Adverse reactions to IV NAC 
include anaphylactoid reactions including rash, urticaria, 

pruritis, hypotension, tachycardia, bronchospasm and respi-
ratory distress, which most commonly occur during the ini-
tial loading dose and may occur in up to 10 % of patients [ 2 , 
 158 ]. Due to these adverse events, it has been recommended 
to use a maximum ceiling weight of 110 kg when calculat-
ing the dose [ 158 ]. The following laboratory tests should be 
collected at baseline and at 48–72 h if on oral NAC and at 
the end of the 21 h treatment regimen if on IV NAC: alanine 
aminotransferase, aspartate aminotransferase, blood urea 
nitrogen, creatinine, electrolytes, complete blood count, pro-
thrombin (PT)/International Normalized Ratio (INR). If the 
liver or coagulation laboratory results are abnormal and the 
patient is on IV NAC, therapy should be continued at a rate 
of 6.3 mg/kg/h until these laboratory values improve.

      Salicylates 
 The association of aspirin with the occurrence of Reye’s syn-
drome in the early 1980s resulted in a marked decrease in 
the use of salicylate products in children. However, although 
salicylates are not recommended for children, there contin-
ues to be a number of exposures and even deaths in pediatric 
patients. Salicylates are used for their analgesic, antipyretic, 
anti-infl ammatory and antiplatelet effects. They are in many 
over-the-counter oral and topical formulations as a single 
agent or combination product. Products that may include 
salicylates include aspirin, antidiarrheal preparations (e.g. 
Pepto-Bismol ® , Kaopectate ® , etc.), analgesics (in combination 
with codeine, opiates or caffeine), antihistamines, cough/cold 
combination products with aspirin and acetaminophen, topical 
wart removers, and oil of wintergreen (methyl salicylate). Pure 
oil of wintergreen, used as a food fl avoring agent, contains 7 g 
of salicylate in 1 teaspoon, which may be fatal. Many lini-
ments and ointments contain methyl salicylate and are used as 
rubifacients. Dermal absorption of topical preparations can be 
signifi cant, particularly after repeated applications. Sustained 
release and enteric coated products are also available. 

 Salicylates are rapidly absorbed in the proximal GI tract, 
however in overdose the absorption may be delayed, bezoars 
may form and levels may continue to rise for hours, par-
ticularly with enteric coated products. Peak serum concen-
trations are achieved within 1 h of ingestion unless it is an 
extended release product, which extends the peak level to 
4–14 h. The half-life at therapeutic dose is about 2–4 h but 
can be as long as 18–36 h in an overdose. Peak levels are 
achieved within 0.5–2 h with therapeutic doses. With thera-
peutic doses, 80–90 % of salicylate remains intravascular 
and protein bound which is evident by the small volume of 
distribution of 0.1–0.3 L/kg. However, the volume of distri-
bution of salicylates increases with the dose, due to satura-
tion of plasma protein binding [ 159 ,  160 ]. 

 Salicylates undergo fi rst order kinetics with serum 
 concentrations proportional to dose concentrations. Hepatic 
metabolism is via glucuronidation, oxidation and  glycine 
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  Fig. 50.1    The Rumack-Matthew nomogram, relating expected sever-
ity or live toxicity to serum acetaminophen concentrations (Reprinted 
from Smilkstein et al. [ 155 ]. With permission from Elsevier.)       
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 conjugation. However, in overdose, the enzyme sys-
tems become saturated at salicylate concentrations of 
20–30 mg/dL and elimination changes from fi rst-order to 
zero order (Michaelis-Menton) kinetics resulting in expo-
nential increases in serum concentrations. Salicylate serum 
concentrations should be obtained at least 4 h following 
ingestion. Acute toxicity is defi ned as exposure of less than 
8 h, whereas chronic toxicity is defi ned as exposure longer 
than this duration. For acute exposure, serum concentra-
tions above 90 mg/dL are associated with severe toxicity 
and for chronic exposure, levels above 60 mg/dL are asso-
ciated with signifi cant toxicity. The Done nomogram is not 
useful for management of salicylate toxicity. Mild toxicity 
occurs with ingestions of 150–200 mg/kg. Severe toxicity 
following 300–500 mg/kg and more than 500 mg/kg may 
be fatal. Patients with more severe poisoning usually have a 
large anion gap metabolic acidosis and altered mental status. 
Clinical decisions should be based on overall clinical signs 
and symptoms of salicylism and not on the salicylate level 
alone as they do not refl ect the severity of toxicity [ 159 ,  160 ]. 

 Symptoms associated with salicylate poisoning are 
dose- related. Symptoms from mild toxicity include nau-
sea, vomiting, tinnitus, tachypnea, and respiratory alkalosis. 
Symptoms from severe toxicity include nausea, vomiting, 
diarrhea, tinnitus, vertigo, metabolic acidosis, hyperpnea, 

 hyperventilation, diaphoresis, hyperthermia, altered mental 
status, seizures, coma, cerebral edema, hypotension, dys-
rhythmias, noncardiogenic pulmonary edema and death. 
Cerebral edema is a common autopsy fi nding. Pancreatitis 
is a rare complication. PT prolongation is fairly common. 
Chronic overdoses present more insidiously and cause 
more severe toxicity than acute ingestions. Symptoms with 
chronic exposure may consist primarily of neurologic mani-
festations such as confusion, delirium, and agitation. Onset 
of clinical toxicity and peak serum levels may be delayed in 
patients with ingestion of sustained release or enteric coated 
aspirin or if a bezoar develops. If the patient requires intu-
bation, respiratory alkalosis from pre-intubation self-hyper-
ventilation must be maintained by achieving pre-intubation 
minute ventilation through mechanical ventilation. If not, 
abrupt decompensation may occur due to worsening acide-
mia increasing the salicylate concentration in the brain [ 160 , 
 161 ]. It is suggested that if the patient requires intubation, 
hemodialysis should start simultaneously [ 160 ]. 

 Salicylates are metabolic poisons. In toxic concentra-
tions, they stimulate the respiratory center in the brainstem 
(medulla), interfere with the Krebs cycle (limiting ATP 
production), uncouple oxidative phosphorylation (caus-
ing  accumulation of pyruvic and lactic acid and heat pro-
duction), and increase fatty acid metabolism (generating 

   Table 50.6    N-acetylcysteine dosage guidelines   

 N-acetylcysteine dosage guidelines: Acetadote® 20 % (200 mg/mL) 

 Note: The 3 doses are administered sequentially for a continuous 21 h infusion 

 Dosage calculator available at   http://www.acetadote.net/dosecalc.php     

 Weight  Loading dose (over 60 min)  Second dose (over 4 h)  Third dose (over 16 h) 

 kg 

 Acetadote® (mL)  5 % Dextrose 
(mL) 

 Acetadote® (mL)  5 % Dextrose 
(mL) 

 Acetadote® (mL)  5 % Dextrose 
(mL)  mg  mL  mg  mL  mg  mL 

 5  750  3.75  15  250  1.25  35  500  2.5  70 
 10  1,500  7.5  30  500  2.5  70  1,000  5  140 
 15  2,250  11.25  45  750  3.75  105  1,500  7.5  210 
 20  3,000  15  60  1,000  5  140  2,000  10  280 
 25  3,750  18.75  100  1,250  6.25  250  2,500  12.5  500 
 30  4,500  22.5  100  1,500  7.5  250  3,000  15  500 
 35  5,250  26.25  100  1,750  8.75  250  3,500  17.5  500 
 40  6,000  30  200  2,000  10  500  4,000  20  1,000 
 50  7,500  37.5  200  2,500  12.5  500  5,000  25  1,000 
 60  9,000  45  200  3,000  15  500  6,000  30  1,000 
 70  10,500  52.5  200  3,500  17.5  500  7,000  35  1,000 
 75  11,250  56.25  200  3,750  18.75  500  7,500  37.5  1,000 
 80  12,000  60  200  4,000  20  500  8,000  40  1,000 
 85  12,750  63.75  200  4,250  21.25  500  8,500  42.5  1,000 
 90  13,500  67.5  200  4,500  22.50  500  9,000  45  1,000 
 95  14,250  71.25  200  4,750  23.75  500  9,500  47.5  1,000 
 ≥100  15,000  75  200  5,000  25  500  10,000  50  1,000 

  Acetadote® is hyperosmolar (2,600 MOsm/L) and is compatible with 5 % dextrose, 0.5 normal saline (0.45 % sodium chloride injection), and 
water for injection 
 (Adapted from Package insert, Acetadote®, Cumberland Pharmaceuticals.)  
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ketone bodies) [ 159 ,  160 ]. The net result is a mixed respira-
tory alkalosis and metabolic acidosis. Respiratory alkalosis 
develops early and may be the only acid base disturbance 
with mild salicylism. A primary respiratory alkalosis with 
compensatory metabolic acidosis develops in most adults 
with moderate intoxication. A primary metabolic acidosis 
and compensatory respiratory alkalosis develops in severe 
overdose and is associated with a higher rate of complica-
tions and death. Patients with marked metabolic acidosis 
are at risk for cerebral and pulmonary edema. Myocardial 
depression, hypotension, and central nervous system toxicity 
may precede cardiopulmonary arrest. Respiratory alkalosis 
may be brief or not occur at all in infants and young chil-
dren who primarily develop a primary metabolic acidosis. 
Hypoglycemia may also develop and is more common in 
children [ 159 – 161 ]. 

 Salicylate-induced pulmonary edema is a known compli-
cation associated with acute or chronic salicylate overdoses. 
Salicylate toxicity should be considered in patients present-
ing with non-cardiogenic pulmonary edema and neurological 
changes, anion-gap metabolic acidosis, or presumed sepsis. 
The biochemical cause of pulmonary edema may be related 
to an increase in permeability within the capillaries of the 
lung leading to “protein leakage” and transudation of fl uid in 
pulmonary tissue [ 161 ]. 

 Initial therapy includes monitoring a patient’s mental sta-
tus, vital signs and administering intravenous fl uids to cor-
rect hypovolemia. Serial salicylate levels should be obtained 
every 1–2 h until levels have peaked and are declining and 
the patient’s clinical symptoms have improved. Single deter-
minations of salicylate levels are not suffi cient because 
absorption may be delayed and erratic. Activated charcoal 
should be administered to patients with large ingestions even 
if after 2 h of ingestion because salicylate absorption can be 
delayed and erratic. A second dose of activated charcoal may 
be administered if salicylate levels continue to rise despite 
urine alkalinization. Whole bowel irrigation with polyethyl-
ene glycol should be considered in patients with large inges-
tions of enteric coated products if their airway is protected. 
Electrolytes should be monitored every 2 h and corrected as 
clinically indicated until the patient is clinically improved. 
Arterial or venous blood gases should be monitored for 
patients with moderate to severe toxicity and in all patients 
undergoing serum and urinary alkalinization. In patients with 
moderate to severe toxicity, a complete blood count, liver 
enzymes, electrolytes, blood urea nitrogen, creatinine, INR 
and partial thromboplastin time (PTT) should be obtained at 
baseline and periodically as indicated. A CT of the head may 
be indicated for patients with altered mental status as they 
may have cerebral edema and may require mannitol therapy 
[ 159 ,  160 ]. 

 Administration of intravenous sodium bicarbonate and 
initial hyperventilation of intubated patients is used to 

 maintain a goal target arterial pH for serum alkalinization 
of 7.50–7.55. Urine alkalinization to a urine pH greater than 
7.5 facilitates urinary excretion of unbound salicylate. Urine 
alkalinization also promotes salicylate mobilization from the 
tissues to the plasma. If the initial serum salicylate concen-
tration is greater than 30 mg/dL and rising, serum and urine 
alkalinization should be initiated by administering 1–2 mEq/
kg sodium bicarbonate by intravenous bolus followed by a 
continuous infusion of sodium bicarbonate containing intra-
venous fl uids. Sodium bicarbonate (150 mEq or 3 ampules) 
in 1 l of 5 % dextrose with 20–40 mEq/L of potassium chlo-
ride will create an isotonic fl uid and should be infused at 
2–3 mL/kg/h. Alkalosis decreases the amount of non-ionized 
salicylate in the blood which should decrease penetration 
across the blood brain barrier and into other tissues [ 159 –
 161 ]. Urine output should be monitored hourly. Blood gases 
and urinary pH should be monitored every 2 h and used to 
titrate the sodium bicarbonate infusion rate. Alkalinization 
may cause hypokalemia, hypocalcemia, hypernatremia, and 
dysrhythmias. Hypokalemia should be corrected because it 
causes increased bicarbonate absorption in the renal tubules 
which decreases the effectiveness of urinary alkalinization. 

 Patients who should be considered for hemodialysis 
include those with renal failure, refractory or severe aci-
dosis, progressive clinical deterioration despite appropriate 
fl uid therapy and urinary alkalinization, inability to main-
tain appropriate respiratory alkalosis, altered mental status, 
seizures, evidence of cerebral edema, or rising serum con-
centrations despite adequate therapy (above 90–100 mg/dL 
for acute exposure and 50–60 mg/dL for chronic exposure). 
A declining salicylate concentration in a patient who is not 
improving or is clinically deteriorating requires immedi-
ate interventions including dialysis to reverse the process. 
In addition, a patient who appears clinically stable but has 
increasing salicylate concentrations may have ongoing 
absorption and is at risk of decompensation. Hemodialysis 
may improve acid-base balance and help correct electrolyte 
abnormalities [ 159 – 161 ].  

   Nonsteroidal Anti-Infl ammatory Drugs (NSAIDs) 
 NSAIDs are used as analgesics, antiypyretics and anti- 
infl ammatory drugs. These drugs inhibit cyclooxygenase 
enzymes (COX-1 and COX-2) which results in decreased 
prostaglandin production and decreased pain and infl amma-
tion. Severe overdose, although very rare, may result in a sig-
nifi cant metabolic acidosis that may be related to the formation 
of acidic metabolites, however death is almost non- existent 
[ 162 ,  163 ]. Other signs and symptoms of severe toxicity 
include seizures, delirium, coma, hypotension, tachycardia, 
renal failure, hepatic dysfunction,  hypoprothrombinemia, 
gastrointestinal bleeding and hyperkalemia. Most symptoms 
are manifested within the fi rst 4 h after ingestions. There 
have been several case reports of children who presented 
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with severe toxicity [ 164 – 168 ]. Furthermore, there have 
been several reported cases of severe hypokalemia secondary 
to ibuprofen induced renal tubular acidosis which resolved 
with discontinuation of ibuprofen [ 169 ]. Serum electrolytes, 
blood urea nitrogen, creatinine and acid-base status should be 
determined in severe overdose. Intubation may be needed in 
patients with central nervous system depression or recurrent 
seizures. Hypotension responds well to intravenous fl uids. 
Supportive care is generally effective and further interven-
tions are usually not required. Anaphylactoid reactions have 
been reported with some NSAIDs [ 162 ].   

    Organophosphates and Carbamates 

 Organophosphates and carbamates are insecticides that 
are usually used in rural areas. These products are read-
ily absorbed through the skin, lungs, mucous membranes 
and gastrointestinal tract. Organophosphates induce a com-
petitive and irreversible inhibition of pseudocholinesterase 
and acetylcholinesterase (AChE) whereas carbamates have 
competitive but reversible inhibition (transient) as they 
spontaneously hydrolyze within 48 h. Organophosphates 
phosphorylate the serine hydroxyl group of AChE prevent-
ing hydrolysis and inactivation of AChE. This leads to accu-
mulation of AChE at the cholinergic synapses leading to 
dysfunction of the sympathetic, parasympathetic, peripheral 
and CNS [ 170 ,  171 ]. Clinical signs of cholinergic excess 
develop. Serious toxicity is rare in the United States now, 
but is more common in developing countries. The onset, 
duration and extent of effect depend on the agent, rate of 
absorption, amount of exposure, and rate of metabolic 
breakdown. The diagnosis is based on the clinical signs and 
symptoms although a history of known exposure is help-
ful. Most patients develop symptoms within 6 h of exposure 
although lipophilic organophosphates may have subtle early 
signs that progress to severe toxicity over many hours. Some 
organophosphates undergo “aging”, a process by which the 
bond of the organophosphate to AChE becomes stronger 
and cannot be reversed by oximes (pralidoxime in the USA; 
obidoxime in some other countries). For these agents, early 
administration of an oxime may prevent aging and shorten 
clinical manifestations of toxicity. There continues to be 
ongoing debate about the effi cacy of oximes for organo-
phosphate poisoning [ 172 ]. 

 Muscarinic effects include bronchorrhea, bronchospasm, 
salivation, lacrimation, diaphoresis, vomiting, diarrhea, uri-
nation and miosis (Table  50.3 ). Nicotinic effects include 
tachycardia, hypertension, mydriasis, muscle fasiculations 
and cramps, weakness, and respiratory failure (Table  50.3 ). 
CNS effects include depression, agitation, confusion, delir-
ium, coma and seizures. Children may have fewer mus-
carinic and nicotinic signs compared to adults [ 171 ,  173 ]. 

Other clinical effects may include hypotension, ventricular 
dysrhythmias, heart block, metabolic acidosis, pancreatitis 
and hyperglycemia. Delayed effects include intermediate 
syndrome which is characterized by paralysis of respiratory, 
cranial motor, neck fl exor and proximal limb muscles. This 
can occur 1–4 days after apparent recovery from cholinergic 
toxicity and prior to development of delayed peripheral neu-
ropathy. Recovery usually requires months, however some 
defi cits may only partially recover. Chemical pneumonitis 
may also occur due to exposure to the hydrocarbon compo-
nent of the product. 

 Initial therapy includes immediate decontamination of 
the skin, continuous monitoring of vital signs and cardiac 
rhythm, and monitoring neurological status. Healthcare 
workers must protect themselves to avoid contamination. 
Serial electrocardiograms should be performed to identify 
prolongation of the QTc and premature ventricular contrac-
tions. Red blood cell cholinesterase activity should be mea-
sured if available as it can help predict the degree of toxicity 
as it is a refl ection of the activity in the brain and neuromus-
cular junction. Greater than 50 % reduction of RBC cholin-
esterase activity is associated with severe poisoning. Plasma 
cholinesterase levels are usually available and are a marker 
of exposure. However, they do not correlate with the degree 
of toxicity. Therefore many times these are not measured 
because the clinical symptoms are classic. Serum electro-
lytes and lipase should be obtained at baseline and monitored 
periodically. Negative inspiratory force (NIF) may be used 
to monitor for signs of impending respiratory failure and the 
need for  intubation. Many children may require intubation 
and mechanical ventilation. 

 Administration of the antidotes atropine and pralidox-
ime (an oxime) should be initiated immediately to reverse 
the muscarinic and nicotinic effects, respectively, because 
earlier intervention results in better effi cacy [ 171 – 175 ]. 
Atropine dosing should be titrated to decrease bronchor-
rhea, however the patient should be monitored closely for 
cholinergic effects or atropine toxicity. Tachycardia is not 
a contraindication to atropine therapy. The initial intrave-
nous atropine dose is 0.02 mg/kg (adult dose 1–3 mg). If the 
response is inadequate in 3–5 min the dose should be dou-
bled. The intravenous dose can be increased and given every 
3–5 min as needed to dry pulmonary secretions. Once secre-
tions are dried, a maintenance infusion at 10–20 % of the 
loading dose may be given every hour. Pralidoxime is gener-
ally started on any patient who requires atropine therapy and 
is continued for at least 12 h. A loading dose of 25–50 mg/kg 
followed by a repetitive administration or a continuous infu-
sion of 10–20 mg/kg per hour is administered until muscle 
 weakness and fasiculations resolve. Pralidoxime does not 
cross the blood-brain barrier to reverse CNS effects. Inhaled 
ipratropium or glycopyrrolate may reduce bronchospasm. 
Fluid resuscitation and vasoactive agents may be needed if 
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the patient develops hypotension. Organophosphate-induced 
seizures should be treated with benzodiazepines. There has 
been a single study that showed that adding magnesium sul-
fate to conventional therapy reduced hospital length of stay 
and decreased mortality [ 176 ]. There is a single case report 
of improved cholinesterase levels following plasmaphoresis 
for sepsis in a patient who had organophosphate poisoning 
[ 177 ]. Patients should be monitored closely for 48 h after 
discontinuation of atropine and pralidoxime for signs of 
recurrent toxicity or development of intermediate syndrome. 

   Iron 
 Iron exposure continues to be a signifi cant problem in chil-
dren, particularly younger children. In 2009 there were 
over 20,000 exposures in children reported to the American 
Association of Poison Control Centers but no reported 
deaths. The youngest reported patient with iron toxicity was 
a 7 week old ex-28 week infant who was given an acciden-
tal overdose which was recognized early and she survived 
without sequelae [ 178 ]. Because ion products are available 
in multiple formulations, it is important to obtain a good his-
tory of the product ingested as the elemental iron content 
varies by product, but it is the standard for determining risk 
of toxicity. Ingestion of 40–60 mg/kg of elemental iron in 
children places them at risk for signifi cant toxicity. 

 Under normal circumstances, damage from free radicals 
does not occur because of transport and storage proteins 
such as transferrin and ferritin [ 179 ]. In iron overdose, how-
ever, these protective mechanisms become overwhelmed 
and free radicals are produced which poison mitochondria, 
uncouple oxidative phosphorylation and inhibit the Kreb’s 
cycle [ 179 ]. Poisoning with iron salts produces fi ve clas-
sic stages (Table  50.7 ) which may not occur in all cases but 
include: (1) gastrointestinal toxicity which occurs within a 
few hours after ingestion and is due to the corrosive effects 
of iron; it is characterized by vomiting and diarrhea which 
varies from mild to bloody and severe; gastrointestinal hem-
orrhagic necrosis may result in large fl uid losses; anion gap 
metabolic acidosis and shock may occur in this stage; (2) 
apparent stability for up to 24 h, however this stage may 

not be present in patients with severe toxicity; (3) shock 
and acidosis occurring 12–48 h after exposure caused by 
free iron depositing in tissues and disrupting cellular func-
tion; coma, seizures, respiratory distress and renal dysfunc-
tion may occur in severe poisoning; distributive shock as a 
result of hypovolemia and cardiogenic shock as a result of 
direct iron toxicity on the myocardium; (4) hepatotoxicity; 
and 5) gastrointestinal scarring and strictures which occurs 
2–4 weeks after exposure. Most deaths are due to circula-
tory collapse. Postmortem examinations of fatal cases show 
corrosive injury to the gastrointestinal tract, hepatic necro-
sis, renal tubular necrosis, and deposition of iron in cardiac 
muscle and the brain [ 178 – 180 ].

   Initial management includes treating hypovolemia, meta-
bolic acidosis and shock. Some patients may require tracheal 
intubation. Useful laboratory tests include electrolytes, blood 
urea nitrogen, creatinine, liver function tests, coagulation tests 
(PT and PTT) and blood gas analysis. Signifi cant elevations 
of aminotransferases, lactate dehydrogenase and bilirubin 
may occur 1–4 days post-ingestion in severe poisoning. Total 
iron binding capacity (TIBC) is unreliable in iron overdose. 
A serum iron concentration should be obtained between 2 
and 6 h after ingestion if possible and interpreted based on the 
history and clinical signs and symptoms. Peak concentration 
usually occurs between 4 and 6 h post-ingestion. Patients with 
serum iron levels between 300 and 500 μg/dL are either asymp-
tomatic or have mild symptoms. Moderate to severe toxicity 
occurs in patients with levels between 500 and 1,000 μg/dL. 
Patients that have levels greater than 1,000 μg/dL usually have 
serious toxicity and have the highest mortality risk. The serum 
iron level may be lower than expected if chelation therapy was 
initiated prior to the level. An elevated white blood cell count 
of 15 × 10 3 /mm 3  and a serum glucose level of 150 mg/dL have 
only a 50 % sensitivity to identify patients with serum iron lev-
els greater than 300 μg/dL, therefore they are not a predictor of 
toxicity [ 179 ]. An abdominal radiograph is considered standard 
for pure iron ingestions, however the pills may not always be 
visualized radiographically due to differing concentrations or if 
absorption was complete prior to the radiograph. The number 
of pills seen on the radiograph may not correlate with toxicity. 

   Table 50.7    Clinical stages of iron poisoning   

 Clinical stages of iron poisoning 

 Stage or phase  Symptoms  Time from ingestion a  

 1  Vomiting, diarrhea, gastrointestinal blood and fl uid loss, abdominal pain, hematemesis, 
hematochezia, lethargy, shock, acidosis, coagulopathy 

 0–6 h 

 2  Transient resolution of gastrointestinal symptoms; subtle signs  6–24 h 
 3  Recurrence of gastrointestinal symptoms, severe metabolic acidosis, profound shock, acute 

respiratory syndrome, hypotension, CNS depression, hypovolemia 
 12–48 h 

 4  Hepatotoxicity to recovery; may develop acute lung injury  48–96 h 
 5  Vomiting, gastric outlet obstruction, strictures  2–4 weeks 

  (Adapted from Madiwale and Liebelt [ 179 ]. With permission from Lippincott Williams & Wilkins) 
  a Note: There may be variability in duration of the stages and symptoms  
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 Iron absorption increases during an overdose because of 
 disruption of GI mucosa as well as increased passive absorption 
across a larger concentration gradient. Gastric lavage, includ-
ing the use of complexing and chelating agents in lavage fl uid, 
is not indicated. Formation of an iron bezoar could cause a 
slower rate of absorption with delayed clinical effects. PEG-ES 
may be given orally or by nasogastric tube. The dose for chil-
dren 6–12 years is 1,000 mL/h, children 9 months to 6 years is 
500 mL/h and adolescents 1.5–2 L/h. This should be continued 
until rectal effl uent is clear and there is no radiographic evidence 
of iron in the gastrointestinal tract. There is a case report of lapa-
roscopic-assisted gastrotomy for the treatment of an iron bezoar 
in an adolescent who ingested a potentially lethal dose [ 181 ]. 

 Chelation therapy with deferoxamine should be initiated if 
there is evidence of hypovolemia, shock, lethargy, persistent 
vomiting, diarrhea, positive anion gap metabolic acidosis, 
large number of pills on abdominal radiograph, or a serum iron 
level > 500 μg/dL. Deferoxamine works by binding the ferric 
form of iron (Fe3+) and forms the water- soluble complex ferri-
oxamine, which is then excreted in the urine and is responsible 
for the brick-orange ‘vin-rosé’ urine color. Vin-rosé colored 
urine occurs in about one-third of patients. Deferoxamine is 
most effective when given as a continuous intravenous infu-
sion. The starting dose is 15 mg/kg per hour and is titrated up 
to a maximum of 35 mg/kg per hour based on the severity of 
clinical symptoms. The most frequent side effect is hypoten-
sion, therefore it is essential to adequately volume resusci-
tate the patient prior to starting deferoxamine. If hypotension 
develops, the rate of deferoxamine infusion may need to be 
decreased. Deferoxamine therapy is usually stopped when clin-
ical signs and symptoms of systemic iron poisoning resolve, 
radio-opaque iron pills on abdominal radiographs are gone, 
and return of normal urine color if vin- rosé colored urine was 
present. Sometimes deferoxamine will be continued until the 
serum iron level is below 150–300 μg/dL. Following discon-
tinuation, the patient should continue to be monitored closely 
and deferoxamine infusion may be resumed if clinical deterio-
ration occurs. If deferoxamine infusion continues longer than 
24–48 h, there may be a risk of developing acute respiratory 
distress syndrome. Other chelation therapies are being investi-
gated but are not currently recommended [ 182 ,  183 ].   

    Hydrocarbons and Inhalation Abuse 

 Hydrocarbons are a diverse group of organic compounds that 
include gasoline, kerosene, lamp oils, diesel fuels, mineral 
oils, naphtha, lighter fl uids, carbon tetrachloride, mineral 
spirits, turpentine, lubricating oils and many other products 
commercially available. In 2009 there were over 43,000 
single substance exposures to hydrocarbons reported to the 
American Association of Poison Control Centers with nearly 
half of those in infants, children and adolescents [ 1 ]. Usually, 

in young children, it is an accidental ingestion or aspiration, 
however in older children and adolescents, it may be due to 
inhalation abuse or intentional ingestion. Two key factors 
that increase the risks related to hydrocarbon exposures are 
their viscosity and surface tension properties. Low viscosity 
hydrocarbons that are absorbed systemically have the high-
est potential for toxicity [ 184 ]. 

 Aspiration with subsequent pneumonitis, respiratory fail-
ure and acute respiratory distress syndrome are the most com-
mon adverse effects seen following hydrocarbon exposure. 
The aspiration risk is highest with those substances that have 
high volatility and low viscosity and surface tension. Surfactant 
is solubilized leading to atelectasis, interstitial infl ammation 
and formation of hyaline membranes. Patients may have signs 
of a systemic infl ammatory response. The chest radiograph 
may initially appear normal, but by 12–24 h post-aspiration 
signifi cant changes are usually seen. Patients with signifi cant 
aspiration will usually have a history of coughing, choking, 
respiratory distress and possibly vomiting. Clinical signs 
may include tachypnea, dyspnea, retractions, cyanosis and 
anxiety. Pulmonary auscultation may reveal rales, rhonchi 
or decreased breath sounds. Antibiotics and corticosteroids 
are not indicated. Oxygen and positive pressure ventilation 
may be indicated based on the clinical examination and blood 
gas results. Surfactant may be considered, however there is 
limited data on its benefi ts. Extracorporeal membrane oxy-
genation has been used successfully in patients who failed 
conventional ventilation therapy. 

 Halogenated and aromatic hydrocarbons are readily 
absorbed through the skin, respiratory and gastrointestinal 
systems which can result in systemic toxicity including CNS 
depression, seizures and cardiac dysrhythmias (Table  50.8 ). 
These patients may also have nausea, vomiting and diarrhea. 
Rarely, renal dysfunction or failure will occur following 
an acute exposure to hydrocarbons. Gastric decontamina-
tion may be indicated, but only with very large ingestions 
or ingestion of certain halogenated, aromatic or substituted 
hydrocarbons (Table  50.8 ). Prior to emptying the stom-
ach and gastric lavage, the airway must be protected with 
a cuffed endotracheal tube, sedation and possible paralysis 
should occur to minimize the risk of vomiting and aspiration.

   Inhalation abuse is the intentional inhalation of a vola-
tile substance for the purpose of achieving a euphoric state 
or “high”. It is known as sniffi ng, huffi ng, snorting, solvent 
abuse, volatile substance abuse, bagging, and other names 
[ 185 ]. It is an under-recognized entity with more than 2.1 
million children in the United States experimenting annu-
ally with approximately 20 % of middle and high schoolers 
having experimented. The peak age of abuse is 13–15 years 
and males experiment more than females. The substances 
abused are volatile, capable of producing a pleasurable sen-
sory experience, readily available, legal, and may be region 
specifi c. Many of the products are hydrocarbons and contain 
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propellants and solvents. The vapors are readily absorbed 
from the lungs and reach high concentrations in the CNS due 
to their lipid solubility. Inhalants are depressants, however 
the user is initially stimulated, uninhibited, prone to impul-
sive behavior, and may appear “drunk.” The most common 
cause of death is “sudden sniffi ng death syndrome.” This is 
thought to be a result of hydrocarbon induced myocardial 
sensitivity to epinephrine, hypercarbia and hypoxia. Other 
adverse effects, depending on the product abused, include 
laryngospasm, respiratory distress, chemical pneumonitis, 
seizures, altered mental status and renal failure. Rarely met-
hemoglobinemia may occur. Patients should have an initial 
electrocardiogram followed by continuous cardiopulmonary 
monitoring. Laboratory studies should include a complete 
blood count, comprehensive chemistry panel and blood 
gases if indicated. A chest radiograph may be indicated if 
respiratory symptoms are present. Supportive care and spe-
cifi c treatment for seizures and dysrhythmias are the primary 
interventions [ 186 ].  

    Caustic Agents 

 Caustic agents are readily available and include products 
such as drain cleaners, household cleaners, hair relaxers 
and automatic dishwasher soaps. Alkaline agents are more 
common than acidic agents but both can cause signifi cant 
mucosal injury and long-term sequelae. Exposures in young 
children are usually accidental and involve small volumes, 
however exposures in adolescents and adults may be inten-
tional with larger volumes ingested and greater risk of sig-
nifi cant injury. 

 Alkaline corrosives cause liquefaction necrosis. They 
destroy the cell and allow deep penetration into mucosal tissue 
which may result in perforation. The initial infl ammation is 
followed by tissue necrosis, granulation and eventually stric-
ture formation. Acids cause coagulation necrosis with eschar 
formation which is usually limited in depth compared to alka-
line necrosis. Infl ammation follows necrosis with  development 

of vascular thrombosis, granulation tissue, fi brogenesis and 
strictures. The risk of perforation is increased during the time 
granulation tissue forms. Determinants of the extent of injury 
with both alkaline and acidic products include the concentra-
tion, pH, viscosity, the amount ingested and the duration of 
contact with the tissue [ 187 ]. 

 Ingestions may result in burns to the lips, mouth, phar-
ynx, esophagus, stomach and even airway. Esophageal burns 
result in the most serious complications. Patients with mild 
ingestions may only develop irritation, edema, erythema and 
are classifi ed as Grade I burns. Patients with moderate tox-
icity may develop Grade II (a or b) burns (superfi cial blis-
ters and ulcerations) and are at risk for subsequent stricture 
formation. Patients with severe exposure may develop deep 
circumferential burns, necrosis, and even perforation of the 
gastrointestinal mucosa [Grade III (a or b)]. Other complica-
tions include fi stula formation (tracheoesophageal), gastroin-
testinal bleeding and later stricture formation. Hypotension, 
tachycardia, tachypnea and fever may develop but usually 
occur later due to severe gastrointestinal bleeding or necro-
sis. Young children are at risk for life threatening upper air-
way edema even with less severe ingestions. Fortunately, 
severe toxicity is generally limited to deliberate ingestions 
in adults because alkaline products available in the home are 
generally of low concentration. Spontaneous vomiting may 
occur and may worsen the exposure. The absence of visi-
ble oral burns does NOT exclude the presence of esophageal 
or gastric burns. More serious esophageal injury should be 
considered in patients with stridor, vomiting, drooling, and 
abdominal pain. Dysphagia is the most common symptom 
of signifi cant esophageal injury. Patients with hypotension, 
a rigid abdomen or radiographic evidence of intraperitoneal 
or mediastinal air may require surgical intervention. Dermal 
exposure may result in skin irritation and partial thickness 
burns. Prolonged exposure or products with high concentra-
tions can cause full thickness burns. Ocular exposure can 
produce severe conjunctival irritation, corneal injury, or per-
manent visual loss. An ophthalmologist should be consulted 
early in the course. 

    Table 50.8    Hydrocarbons with potential adverse effects on CNS, cardiac, hepatic, renal and pulmonary systems   

 Aromatic hydrocarbons  Halogenated (with chlorine, bromine or fl uoride)  Petroleum distillates and other substituted hydrocarbons 

 Benzene  Chloroform  Hydrocarbon with toxic additives 
 Xylene  Carbon tetrachlorize  Insecticides 
 Toluene  Trichloroethylene  Nitrobenzene 

 Carbon tetrachloride  Aniline 
 Ethylene dichloride  Heavy metals 
 Tetrachloroethane  Kerosene a  
 Fluorocarbons  Gasoline a  
 Brominated hydrocarbons  Furniture polish a  
 Vinyl trichloride (1,1,2-trichloroethane)  Mineral spirits a  
 Methylene chloride  Lighter fl uid a  

   a Primary risks are chemical pneumonitis and ARDS associated with aspiration  
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 Supportive therapy should be initiated and should include 
administration of anti-emetics if needed to decrease the 
risk of vomiting. Neutralizing agents results in heat pro-
duction increasing tissue injury and should be avoided. 
Corticosteroids and antibiotics are generally not recom-
mended. Endoscopy should be performed within 12–24 h 
of ingestion in patients with stridor, vomiting, drooling, sig-
nifi cant oral burns, diffi culty swallowing or abdominal pain. 
The earlier it is performed, the less risk there is of perfora-
tion with the examination. The grade of mucosal injury at 
the initial endoscopy is the best predictive factor for develop-
ment of esophageal and gastrointestinal complications and 
mortality. A nasogastric tube should be placed under direct 
visualization if there are extensive burns and a gastrostomy 
tube may be indicated. If there are Grade II or III burns, then 
a barium swallow should be performed in several weeks and 
endoscopy repeated. Children with strictures are at risk for 
obstruction in the future. Esophageal dilation can be per-
formed once the tissues have granulated. The length of the 
esophageal stricture may indicate those who can success-
fully be treated with dilation. However, if extensive stric-
tures are present, a gastrostomy tube may be indicated. Stent 
placement or esophagectomy and colonic interposition grafts 
may be necessary [ 187 – 190 ].  

    Smoke Exposure, Cyanide (CN) 
and Carbon Monoxide (CO) 

 Smoke exposure may result is a range of signs and symptoms 
based on the type and length of exposure. Important infor-
mation includes if the exposure was in an open or enclosed 
space, length of exposure, type of burning material, presence 
of fi re or explosion, loss of consciousness, status of other 
victims, and the amount, color, and odor of smoke. The pre-
liminary evaluation should include arterial blood gases with 
co-oximetry to determine presence of carboxyhemoglobin 
(COHb), chest radiograph, cyanide level, electrocardiogram 
(ECG), comprehensive chemistry panel, and indirect laryn-
goscopy if the patient is not tracheally intubated. Symptoms 
are usually related to the effects of the irritants and asphyxi-
ants in the smoke. Neurological symptoms may be related 
to chemical exposure or to hypoxemia. CN poisoning is 
initially manifested as transient hyperpnea and tachycardia 
accompanied by headache, dizziness, nausea and vomiting. 
Hypoxia leads to hypoventilation, hypotension, myocardial 
depression, cardiac dysrhythmias, stupor, coma, and sei-
zures. Cardiorespiratory arrest and death may occur. The 
breath of some patients may have a bitter, almond-like odor, 
however this is not always present. The symptoms of car-
bon monoxide poisoning are similar to CN. The cherry-red 
discoloration of the skin and mucus membranes is not com-
monly found. Other clinical fi ndings from smoke inhalation 

include a nonproductive cough, eye irritation, lacrimation, 
 confusion, anxiety, vertigo, respiratory distress, and trauma. 
Acute pulmonary edema and lactic acidosis may be seen. 

 Intubation and mechanical ventilation with higher PEEP 
may be required to maintain adequate oxygenation in patients 
with smoke inhalation. ARDS may occur and should be 
treated accordingly. Good pulmonary toilet should be main-
tained regularly. Fluid resuscitation will be required if burns 
of the skin are present. Bronchodilators such as albuterol and 
ipratropium may be used to treat bronchospasm. 

   Cyanide 
 Combustion of many plastics and fabrics produces hydro-
cyanic acid (HCN) gas which is one of the leading causes 
of death in patients with smoke exposure and the most com-
mon cause of CN toxicity [ 191 – 193 ]. HCN may be inhaled 
or absorbed through the skin. It is a rapidly fatal asphyxi-
ant that causes cellular hypoxia by formation of a stable 
complex with cytochrome oxidase leading to disruption 
of the mitochondrial electron transport chain. The cells 
switch from aerobic to anaerobic metabolism which results 
in decreased availability of adenosine triphosphate (ATP) 
and increased production of byproducts such as lactic acid 
[ 193 – 195 ]. The heart, brain and liver are primary targets 
because of their oxygen requirement [ 193 – 195 ]. CN toxicity 
is a medical emergency because from the time of onset of 
symptoms to death can be short depending on the exposure. 
Another potential exposure to cyanide is the highly toxic 
acetonitrile- containing cosmetics, particularly false-fi nger-
nail removers, which may be confused with the less-toxic 
acetone- containing fi ngernail-polish removers [ 193 ]. 

 Two treatment options are approved in many countries 
and include the Cyanide Antidote Kit (amyl nitrite pearls, 
sodium nitrite and sodium thiosulfate) and the Cyanokit ®  
(hydroxocobalamin). Both the nitrite/thiosulfate com-
bination and hydroxocobalamin are effective antidotes, 
however hydroxocobalamin appears to offer an improved 
safety profi le, especially for children, pregnant women and 
victims of smoke inhalation [ 195 – 197 ]. Therapy should 
be administered emergently to any patient with signs and 
symptoms of CN poisoning. This includes those patients 
who present with coma, severe metabolic acidosis, severe 
cardiac dysrhythmias, and COHb level greater than 15 %. 
Hydroxocobalamin combines with cyanide to form cyano-
cobalamin which is a nontoxic, water soluble metabolite 
that is eliminated in the urine. Sodium thiosulfate may also 
be administered with hydroxocobalamin in the critically ill 
patient, but it is not part of the kit [ 197 ]. The main adverse 
effects from hydroxocobalamin, which itself is red, is red 
discoloration of the mucous membranes, skin, urine, and 
serum, but this is thought to be benign [ 191 ,  198 ]. Allergic 
reactions and transient hypertension also have been rarely 
reported [ 195 ]. Hydroxocobalamin can also interfere with 
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many colorimetric based tests and has also been shown to 
interfere with tests for carboxyhemoglobin, metHb, and 
oxyhemoglobin, all potentially pertinent tests for victims 
of smoke inhalation or cyanide poisoning [ 199 ]. The stan-
dard adult dose of hydroxocobalamin is 5 g intravenously 
over 15 min. A second 5 g dose can be given in patients 
with severe toxicity. For pediatric patients, 70 mg/kg (maxi-
mum of 5 g) has been administered, but there are only case 
reports but no prospective trials evaluating this therapy in 
children [ 195 ,  200 ,  201 ]. It can be followed by a repeat dose 
of 35 mg/kg if needed [ 195 ]. 

 If hydroxocobalamin is not available, amyl nitrite is 
administered fi rst to stabilize the patient and is inhaled or 
held close to the patient’s nose or mouth with 1.00 FiO 2  for 
30 s of each minute until intravenous access is established. 
It is followed by intravenous sodium nitrite (pediatrics: 
10 mg/kg IV/adults 300 mg IV over 3–5 min) and fi nally 
sodium thiosulfate (pediatrics: 400 mg/kg IV; adults: 12.5 g 
IV). The goal of both amyl nitrite and sodium nitrite treat-
ment is to produce methemoglobin by oxidizing iron in 
hemoglobin from the ferrous (Fe 2+ ) to ferric form (Fe 3+ ). The 
ferric form rapidly removes cyanide from cytochrome oxi-
dase forming cyanomethemoglobin and subsequent restora-
tion of cellular respiration. Cyanomethemoglobin then reacts 
with sodium thiosulfate to form thiocyante which is renally 
excreted leaving methemoglobin free to bind to more cya-
nide. Patients with renal failure may require hemodialysis to 
eliminate thiocyanate. Seizures that occur secondary to thio-
cyanate accumulation are effectively treated with a benzodi-
azepine. Blood methemoglobin levels should be monitored 
for 30–60 min following the infusion to prevent severe toxic-
ity. If the methemoglobin concentration is greater than 30 %, 
methylene blue 1 % should be administered. The components 
of the cyanide antidote kit have potentially serious toxicity. 
Nitrites may cause signifi cant vasodilation and hypoten-
sion which may require treatment with fl uids or vasoactive 
agents. Nitrite-induced methemoglobinemia reduces the 
oxygen-carrying capacity of the blood which may already 
be compromised if the patient has carbon monoxide toxic-
ity or shock. In children, if an immediate hemoglobin mea-
surement is unavailable, nitrites should be avoided because 
hemoglobin kinetics vary with age. Therefore, methemo-
globinemia associated with nitrite-based antidotes, may be 
excessive and result in death [ 4 ,  191 ,  193 ].  

   Carbon Monoxide 
 Carbon monoxide exposure most commonly occurs due to 
faulty furnaces, automobile fumes, space heaters, portable 
generators, or from smoke exposure in a fi re. CO rapidly 
crosses the pulmonary capillary membrane and combines 
with hemoglobin at 200–250 times the affi nity of oxygen, 
binds at the same site and shifts the oxyhemoglobin curve to 
the left resulting in hypoxia (Fig.  50.2 ) [ 170 ,  202 ]. In  addition 

to generating carboxyhemoglobin, other  mechanisms of 
 toxicity include direct disruption of cellular oxidative pro-
cesses by binding to myoglobin and cytochromes. During 
recovery, there may be marked oxidative stress and infl amma-
tory responses [ 202 ]. Patients with carboxyhemoglobin levels 
less than 10 % are usually asymptomatic, levels of 20 % or 
greater usually have a headache, dyspnea, and diffi culty in 
concentrating, and those with levels of 30–40 % have irrita-
bility, nausea, confusion, tachypnea, chest pain, ST segment 
depression, AV conduction block and ventricular dysrhyth-
mias. Patients with levels of 40–60 % may experience sei-
zures, coma, and death [ 170 ]. Other complications that rarely 
occur (2–10 %) and may be delayed for days to several weeks 
after the initial hypoxic insult include diffuse cerebral demy-
elination resulting in gradual neurological deterioration with 
apathy, apraxia, gait disturbances, incontinence, movement 
disorders (parkinsonism, choreoathetosis), hallucinations, 
seizures, cortical blindness, dementia and coma [ 170 ,  202 ].

   Unconscious patients should be intubated and ventilated 
with 100 % oxygen. The elimination half-life of carboxy-
hemoglobin decreases from 350 to 90 min when the patient 
breathes 100 % oxygen and increases when normocarbia is 
maintained [ 170 ]. Oxygen supplementation should continue 
until CO is <5 % [ 202 ]. Hyperbaric oxygen at twice atmo-
spheric pressure (2 atm) decreases the elimination half-life 
further to 30 min and is often used for patients who were 
initially unconscious, which is usually associated with an 
initial carbon monoxide level greater than 40 %. The use of 
hyperbaric oxygen for cyanide toxicity and smoke  inhalation 
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remains controversial although it is frequently utilized if 
available [ 202 – 205 ]. Myocardial injury may exist in children 
with CO poisoning, therefore electrocardiogram and cardiac 
enzymes should be obtained. If abnormal, a cardiac echocar-
diogram should be obtained [ 206 ].   

    Antihistamines 

 Overdose with antihistamines are rarely serious. Severe 
adverse effects may include agitation, delirium, psychosis, 
seizures, coma, dysrhythmias including torsades de pointe 
and anticholinergic effects (Table  50.3 ). Other medications 
that undergo hepatic metabolism may complicate the course 
of delirium, either by competing for the same metabolizing 
isoenzymes or by directly inhibiting their functional capacity 
[ 207 ]. Administration of other medications with anticholin-
ergic properties should be avoided. Supportive care is gen-
erally all that is required however death has resulted from 
seizures and dysrhythmias [ 208 – 210 ].  

    Anticonvulsants 

 There have several new anticonvulsants added to the phar-
maceutical armamentarium in the last 10 years which has 
decreased pediatric exposures to some of the older anticonvul-
sant drugs and their toxicities. Both old and newer drugs have 
the potential for CNS effects including signifi cant CNS depres-
sion. Supportive care is still the mainstay of therapy. However, 
monitoring for seizures and signs of cardiac and other organ 
toxicities is critical with the newer drugs on the market. 

   Barbiturates 
 There has been a decrease in the use of barbiturates with the 
introduction of the newer anticonvulsants, however patients 
are still seen with barbiturate toxicity. The presentation is 
variable based on the onset and duration of action of the par-
ticular barbiturate ingested. Barbiturate overdose manifests 
as sedation, while severe poisoning results in coma, arefl exia, 
apnea, respiratory failure, hypotension, myocardial depres-
sion, and hypothermia [ 211 ]. An ECG should be obtained in 
patients with severe toxicity. Laboratory tests may include 
a barbiturate level, complete metabolic profi le, blood gases 
(if indicated), and creatinine phosphokinase in patients with 
prolonged immobilization due to coma. Mortality is low from 
barbiturate poisoning with supportive care alone. Supportive 
care is the mainstay of therapy, however enhanced elimination 
may be indicated in some patients. Fluids and vasopressors 
may be used to treat hypotension. The main aim of enhanced 
elimination is to reduce the duration of admission or to mini-
mize complications of a prolonged intubation [ 211 ]. Multiple 
dose activated charcoal may be used for enhanced elimina-

tion in severe phenobarbital poisoning. Hemoperfusion or 
 hemodialysis can be used in patients who have ingested a lon-
ger acting barbiturate and exhibit signs of severe poisoning or 
in patients remaining hypotensive despite maximal support-
ive care [ 211 ]. These patients must be monitored for rebound 
toxicity and barbiturate withdrawal post-dialysis, particularly 
for short acting barbiturates and in those who take barbituates 
regularly [ 211 ].  

   Phenytoin 
 Phenytoin and its prodrug fosphenytoin are less commonly 
prescribed to children than they have been historically, nev-
ertheless there are still children who present with toxicity. 
Phenytoin is extensively bound to serum proteins (approxi-
mately 90 %), especially albumin. It has a large volume of 
distribution (0.6–0.7 L/kg) and freely diffuses into all tissues 
including the CNS with higher CNS than serum concentra-
tions. Therefore, serum levels may underestimate the CNS 
drug concentration. Phenytoin is metabolized by hepatic 
microsomal enzymes to inactive metabolites, undergoes 
enterohepatic recycling, and is excreted in the urine. The 
mean plasma half-life is approximately 22 h, but it is vari-
able and dose-dependent. Metabolism of phenytoin changes 
from fi rst-order to zero-order kinetics in overdose because 
the oxidative metabolic pathway is saturable in the upper 
therapeutic range resulting in a constant rate, rather than a 
linear rate of metabolism and excretion. Cardiovascular tox-
icity is the major adverse effect seen with rapid intravenous 
administration of phenytoin and this can result in hypoten-
sion, prolonged QT interval, and cardiac dysrhythmias. CNS 
dysfunction is the major toxicity after oral ingestion and 
includes nystagmus, ataxia, sedation, altered mental status 
and coma [ 212 ]. Tracheal intubation should be performed 
for signifi cant respiratory decompensation or a persistently 
decreased conscious state. Fluids and vasopressors may be 
required to treat hypotension. Toxicity after an acute inges-
tion is reversible and correlates well with serum levels. Free 
phenytoin blood levels (therapeutic range = 1–2 mg/L, tox-
icity usual when >5 mg/L) most accurately refl ect clinical 
effects, however they are not always available. Total phenyt-
oin levels of >30 mg/L result in evidence of neurotoxicity. 
Death from overdose is a rare complication. Supportive care 
is the mainstay of treatment. AC is often recommended in 
the initial treatment and there is some evidence that multiple- 
dose AC reduces half-life and enhances elimination of phe-
nytoin, but does not alter outcome. Whole-bowel irrigation 
with large doses of PEG-ES by nasogastric tube until a clear 
rectal effl uent is obtained may be useful in the patient with an 
overdose of sustained-release phenytoin or in those patients 
whose serum phenytoin levels continue to rise after 24 h in 
the setting of a large overdose. The airway should be pro-
tected prior to administering activated charcoal or PEG-ES if 
the patient has an altered state of consciousness [ 213 ].  
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   Valproic Acid (VPA) 
 VPA toxicity is usually mild, self-limiting and may require 
supportive care although CNS depression, serious toxic-
ity, and even death may occur [ 214 ]. CNS depression, the 
most common sign of toxicity, ranges from mild drowsiness 
to profound coma and fatal cerebral edema [ 214 ]. An exact 
mechanism for the action of the drug has yet to be deter-
mined. The net result of the actions of the drug is thought 
to be an increase in brain concentrations of γ-aminobutyric 
acid (GABA). VPA is also thought to inhibit neuronal fi r-
ing by prolonging recovery from inactivation of voltage-
sensitive sodium channels and to reduce the fl ow of calcium 
ions through T-type calcium channels, thus reducing neu-
ronal pacemaker current [ 215 ]. Respiratory and multiorgan 
failure may occur in those patients with signifi cant toxicity. 
Plasma valproic acid concentrations do not correlate with 
the severity of CNS toxicity [ 214 ]. Patients who ingest more 
than 200 mg/kg VPA or have plasma concentrations greater 
than 450 mg/L usually develop severe CNS depression. 
Other signs and symptoms include respiratory depression, 
nausea, vomiting, diarrhea, hypothermia or fever, hypoten-
sion, tachycardia, miosis, agitation, hallucinations, tremors, 
myoclonus, and seizures. Rarely, heart block, pancreatitis, 
acute renal failure or acute respiratory distress syndrome will 
develop. Hyperammonemia, anion gap metabolic acidosis, 
hyperosmolality, hypernatremia, and hypocalcaemia may 
also develop [ 214 ]. Administration of AC is recommended. 

 Other interventions may involve blood pressure support 
with intravenous fl uids and vasopressors, correction of elec-
trolyte abnormalities such as hypernatremia or anion gap 
metabolic acidosis. Because valproic acid depletes carni-
tine stores, supplementation with L-carnitine may attenuate 
some of these adverse effects and reverse hyperammonemia. 
Severely toxic patients who have renal dysfunction, refractory 
hypotension, severe metabolic abnormalities, recurrent sei-
zures, persistent coma or levels greater than 1,000 mg/L may 
benefi t from hemodialysis although there are no controlled 
trials that demonstrate improved outcome [ 214 ,  216 – 218 ].  

   Carbamazepine 
 Toxicity related to carbamazepine is due to its anticholinergic 
activity, sodium channel blockade, and CNS and myocardial 
depression effects. Signs of severe toxicity include coma, 
seizures, respiratory depression, pulmonary edema, poor 
myocardial contractility, hypotension, tachycardia, and dys-
rhythmias with conduction delays that may include PR, QRS 
and QTc prolongation [ 219 ]. Mydriasis and nystagmus are 
common clinical signs, but may also be present in therapeu-
tic doses [ 220 ]. Children may manifest signs of overdose at 
lower concentrations than adults. Neurologic symptoms and 
tachycardia are the most common presentation in children 
[ 220 ,  221 ]. Laboratory tests should include a comprehensive 
metabolic panel, complete blood count, and arterial blood 

gas if indicated. Carbamazepine levels should be collected 
every 4 h until they have peaked and are declining. Levels 
of 20 μg/mL or greater may be associated with signifi cant 
toxicity [ 222 ]. Diphenhydramine may be administered if the 
patient develops a dystonic reaction. Interventional treatment 
for seizures, respiratory depression and cardiac dysrhyth-
mias may be necessary. The airway will need to be protected 
in those patients with severe toxicity prior to nasogastric tube 
placement for AC administration. There is no evidence that 
multiple doses of AC improves clinical outcome although 
it is frequently administered. Carbamazepine induced bowel 
hypomotility may increase the risks associated with mul-
tiple dose activated charcoal [ 219 ]. Whole bowel irrigation 
is effective for patients who have ingested a large amount of 
the sustained release product.  

   Oxcarbazepine 
 Oxcarbazepine has a similar profi le to carbamazepine but 
has lower toxicity and is better tolerated. Overdose data is 
limited. Hyponatremia has been reported which may lead 
to seizures and coma [ 223 ]. Other adverse effects include 
bradycardia, hypotension, tinnitus, vertigo and lethargy for 
which supportive care is usually suffi cient. Administration 
of AC is recommended.  

   Levetiracetam 
 This drug is newer to the market, therefore the toxicologic 
data is limited. Awaad reported an overdose of 4 and 10 
times the recommended daily dosage in two children with-
out signifi cant adverse effects [ 224 ]. Vomiting, drowsiness, 
coma and respiratory depression have been reported [ 225 ]. 
Treatment for the patient with a toxic ingestion is supportive 
and directed at the presenting symptoms. Discretion should 
be used regarding administration of AC due to the potential 
for deterioration of the patient’s mental status.   

    Methemoglobinemia 

 Methemoglobinemia is rare, but the intensivist must recog-
nize and treat it promptly. Methemoglobinemia results from 
exposure to chemicals that oxidize the ferrous iron (Fe2+) 
in hemoglobin to the ferric state (Fe3+) and the rate of met-
hemoglobin production exceeds the rate of reduction [ 226 ]. 
The oxygen-dissociation curve shifts to the left resulting 
in tissue hypoxia due to reduced-oxygen carrying capac-
ity (Fig.  50.2 ). Causes of methemoglobinemia include but 
are not limited to local anesthetic agents, dapsone, nitrites, 
nitrates, sulfonamides, aniline dyes, contaminated well- 
water, naphthalene and nitrous gases. 

 Nonspecifi c fi ndings that help clinicians differenti-
ate methemoglobin from other life-threatening conditions 
include persistent cyanosis, tachypnea, low pulse oximetry 
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and a lack of response despite therapy with 100 % oxygen 
therapy. Additional confi rmation is provided by the results of 
the arterial blood gas accompanied by the classic chocolate- 
brown color appearance of the arterial blood sample. The 
diagnosis should be confi rmed by at least one of the fol-
lowing: methemoglobin measurement, positive co-oxim-
etry result, or confi rmation of the oxygen saturation gap. 
Co-oximetry cannot be repeated after the administration of 
methylene blue because it will be read as methemoglobin. 
Methemoglobin levels of 10–25 % are associated with cya-
nosis. Headache, fatigue, dizziness, and dyspnea occur at 
levels of 35–40 % and levels of 60 % may cause arrhythmias, 
seizures, lethargy, and stupor. Levels greater than 70 % may 
result in vascular collapse and death [ 226 ,  227 ]. 

 Administration of oxygen and removal of the offending 
agent should be done immediately. Therapy with methylene 
blue 1 % is directed at restoration of adequate oxygen- carrying 
capacity by the reduction of methemoglobin if the patient is 
symptomatic or has a level above 20 %. Methylene blue is the 
co-factor that acts as an electron acceptor for the hexose mono-
phosphate shunt pathway (NADPH) within erythrocytes result-
ing in ferric to be reduced to ferrous. It is given intravenously 
at a dose of 1–2 mg/kg over 5 min. The dose may be repeated 
30–60 min later if the patient remains cyanotic. At high doses, 
methylene blue can actually cause methemoglobinemia. 
Patients with G6PD defi ciency should not be given methylene 
blue because they cannot generate suffi cient NADPH, there-
fore it will cause a severe oxidant hemolysis [ 226 ]. Patients 
should be monitored for an additional 24 h following treatment 
due to the risk of rebound methemoglobinemia.      
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    Abstract  

  This chapter discusses the type, incidence and management of envenomation caused by a 
wide variety of terrestrial and marine creatures in North America and Australia including 
snakes, spiders, scorpions, bees, wasps, ants, jellyfi sh, octopuses, stinging fi sh and cone 
shells. Death from snake bite and scorpion stings world- wide are respectively estimated at 
20,000–94,000 and 3,000 per year. While few deaths from envenomation by snakes and 
other creatures occur in North America and other developed countries such as Australia, 
serious injury and hospitalizations are not infrequent. Principles of management of snake 
bite include fi rst-aid, administration of antivenom (antivenin) and intensive supportive treat-
ment. Spider bites are the most frequent type of envenomation, but deaths are rare with the 
availability of antivenoms. Important spider species in North America are widow spiders and 
the brown recluse spider, while in Australia important species are funnel-web spiders and the 
red- back spider. Mortality from anaphylactic reactions to bee, wasp and ant stings in devel-
oped countries equals or exceeds that from snake bite. Envenomation by jellyfi sh is frequent 
world-wide but mortality is very low except after envenomation by chirodropid species com-
mon in the Indo-Pacifi c region. Immunological responses to jellyfi sh stings are a relatively 
unrecognized phenomenon. Injury from species of stinging fi sh account for many hospital-
izations while envenomations by specifi c octopuses and cone shells occur sporadically.  
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        Introduction 

 The specialty of pediatric critical care medicine crosses both 
the boundaries separating several different medical disci-
plines as well as the geographical boundaries that separate 
different regions around the world. In the past, textbook 
chapters dealing with the recognition and management of 
bites and stings by venomous animals have dealt almost 
exclusively with those species found within the continental 
United States and Canada, often with only a passing refer-
ence to species found outside North America. As pediatric 
critical care medicine is a global specialty, this chapter will 
emphasize the recognition and management of bites and 
stings by venomous animals found within and outside North 
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America, in the latter case using Australia as a reference, 
though the principles are applicable universally. This is par-
ticularly pertinent to all pediatric critical care clinicians as 
amateur collection of non-endemic, exotic species is a grow-
ing problem in the United States and other countries, and 
therefore envenomations by non-endemic species will be 
mentioned briefl y as well. A large proportion of the injuries 
that result from such  exotic  bites and stings frequently 
involve the pediatric age group, many of which are often 
severe enough to necessitate admission to the pediatric inten-
sive care unit (PICU). Advice on management of envenom-
ation by Australian venomous creatures may be obtained 
from the Australian Venom Research Unit (AVRU) advisory 
service on their 24-h telephone number: 1300 760 451. 
Advice on management of envenomation in the United States 
may be obtained through the regional Poison Control Center 
(which may be accessed through the national hotline at 1 800 
222 1222).  

    Venomous Snakes 

 There are over 2,500-3,000 species of snakes worldwide, of 
which approximately 375 species are considered venomous, 
belonging to one of fi ve families (i) the Viperidae family 
(Old World Vipers), including adders and asps; (ii) the 
Crotalidae family (pit vipers), including several species 
found in North America such as the copperhead, rattlesnake, 
and cottonmouth; (iii) the Elapidae family, including the 
coral snake (North America), cobra, krait, mamba, brown 
snake (Australia), and black snake (Australia); (iv) the fam-
ily Colubridae, including the boomslang; and (v) the family 
Hydrophiidae (sea snakes). 

 In Australia, of approximately 130 species of terrestrial 
and marine snakes (all of which are found in either the 
Elapidae or Hydrophiidae family), the majority are venomous 
and more than 20 species are dangerous to humans. The ter-
restrial species belong to genera  Pseudonaja  (brown snakes), 
 Notechis  (tiger snakes),  Oxyuranus  (taipans),  Pseudechis  
(black snakes), and  Acanthophis  (death adders). All are ela-
pids, including death adders. The last group, belonging to 
the Hydrophiidae family are the sea snakes. Nearly 2,000 
people require hospitalization after a snake bite in Australia 
each year [ 1 ], and of these at least 300 require treatment with 
antivenom. The mean death rate from snake bite in Australia 
from 1981 to 1999 was 2.6 deaths per year (approximately 
0.14 cases/one million population) [ 2 ]. 

 Several venomous snake species are found in North America 
as well, and with the exception of the coral snake (Elapidae 
family), all are found exclusively in the Crotalidae (pit-viper) 
family [ 3 ]. The pit-vipers are so-named because of small, 

 heat-sensitive pits between the eye and nostril that allow these 
snakes to sense their prey. These snakes can regulate the 
amount of venom they inject during a bite based upon their 
ability to sense the size of their prey with the aid of these spe-
cialized pits, though the amount of venom injected in a defen-
sive bites are often less controlled. The pit vipers are further 
distinguished from other species by the presence of a triangu-
lar-shaped head with an elliptical pupil, a single row of subcau-
dal scales (as opposed to a double row in nonvenomous snakes), 
and a venom apparatus consisting of two glands situated in the 
maxilla, two ducts, and two hollow maxillary teeth or fangs. 
These fangs are long and retract posteriorly when the mouth is 
closed. Several pairs of replacement fangs (usually at least 
three pairs) in various stages of development lie posterior to 
these fangs and move forward to replace shed or broken fangs. 
At least one indigenous species of venomous snake has been 
identifi ed in every state but Alaska, Maine, and Hawaii [ 4 ]. 
Coral snakes account for only 1-2 % of all venomous snake-
bites in the United States and belong to the genus’  Micruroides  
and  Micrurus . They are not overly aggressive and rarely bite 
unless provoked – these snakes transfer their venom by chew-
ing rather than injecting. Coral snakes are indigenous to 
the Southwestern and Southeastern United States. The pit 
vipers (family Crotalidae) include several species of rattle-
snakes (genus  Crotalus  and  Sistrurus ) (Fig.  51.1 ), copperheads 
(genus  Agkistrodon ) (Fig.  51.2 ), and cottonmouths (genus 
 Agkistrodon ). Because of their widespread distribution, rattle-
snakes are responsible for the majority of fatalities from snake-
bites in North America – the eastern diamondback and western 
diamondback varieties, in fact, account for almost 95 % of 
these deaths [ 3 ,  5 ,  6 ]. Copperheads are common to the eastern 
United States and require less utilization of antivenom therapy 
due to a modestly potent venom and neglible fatality rate. 
Cottonmouths, also known as water moccasins, are highly 
aggressive, semi-aquatic snakes found primarily in the south-
eastern United States. These snakes are so-named from the dis-
tinctive white color of their open mouths.

    The American Association of Poison Control Centers 
reports almost 6,000 snakebites in the United States each year, 
of which at least 2,000 involve venomous snakes [ 5 ]. The true 
incidence of snakebites is probably vastly underestimated, as 
reporting is not mandatory and most snakebites probably go 
unreported. Experts estimate that the number of venomous 
snakebites in the United States is probably closer to 7,000–
8,000 per year, resulting in 5–6 deaths per year [ 6 ]. For exam-
ple, 57 deaths from snakebites were reported during the period 
between 1991 and 2001, yielding an annual rate of 0.019 
cases/one million population [ 7 ]. Worldwide, it is estimated 
that as many as 5.5 million snake bites occur on an annual 
basis, with between 0.42 and 1.84 million envenomations and 
between 20,000 and 94,000 deaths every year, most of which 
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occur in South Asia, Southeast asia and sub- Saharan Africa 
[ 8 ]. Snake envenomations are therefore a global problem that 
result in signifi cant morbidity and mortality. 

 The typical victims in most cases, at least in North 
America and Australia, are males between 17 and 27 years of 
age [ 3 ,  4 ,  8 – 10 ]. The vast majority of bites affect the hands 
or arms and result from deliberate attempts to handle or harm 
the snake. Not surprisingly, alcohol intoxication is a factor in 
a large percentage of these envenomations [ 3 ,  4 ,  8 – 10 ]. 
Children are also unwitting victims due to their natural 
inquisitiveness and adventurous spirits. In most cases 
 involving young children, snake bites are  accidental , as 
when a snake is trodden upon or suddenly disturbed. In such 
cases, the lower extremities are more commonly affected. 

 The management of snake bite in young children poses 
additional problems. Diagnosis of envenomation is diffi cult 
when a bite has not been observed by an adult. The symp-
toms of early envenomation may pass unsuspected or misin-
terpreted and early neurological signs are diffi cult to elicit. 

Bite marks may resemble everyday minor limb trauma. Due 
to higher venom to body mass ratio, the onset of envenom-
ation is more rapid and more severe than in adults. Equally, 
parents often bring their child to medical attention when 
they fear or suspect snake bite after seeing a snake in the 
child’s vicinity but saw no contact. The question then is 
whether the child has been bitten, and if so, has he or she 
been envenomated. 

 Finally, herpetologists and amateur snake collectors are 
also prone to snake bite – it is merely a question of time until 
they sustain a bite. Herpetologists sustain on average 4–5 
bites in their working life and a life-threatening bite every 
10 years [ 11 ]. Persons who are repeatedly bitten have a risk of 
developing allergic reactions to venoms and to the antivenoms 
used in their treatment. Amateur snake collectors endanger 
themselves and others who share their environments and may 
not know the true identity of captive specimens. 

    Snake Venoms and Toxins 

 Death and critical illness after snake bite is usually due to (i) 
respiratory failure secondary to neuromuscular paralysis, (ii) 
hypotension secondary to hemorrhage, or (iii) renal failure 
occurring secondarily to rhabdomyolysis, disseminated intra-
vascular coagulation (DIC), hypotension, hemolysis, or to 
their combinations. Rapid collapse, not accompanied by 
respiratory failure, within minutes after a snake bite may be 
due to anaphylaxis to venom or possibly due to the myocar-
dial ischemia [ 12 ] secondary to effects of DIC. Snake venoms 
are complex mixtures of proteins ranging from 6 to 100 kDa, 
many of which have enzymatic properties, e.g. phospholi-
pases (especially phospholipase A2), proteases, collagenases, 
hyaluronidases, acetylcholinesterase, metalloproteinases, lac-
tate dehydrogenase, thrombin-like enzymes, etc. Inorganic 
substances, such as zinc and magnesium are variably present 
as well and may serve as cofactors for the aforementioned 
enzymes. Histamine-like factors are also present, which 
increase capillary permeability and lead to local tissue edema. 
Many of the toxins are specifi c to a given species, with the 
quantity, composition, and lethality varying with the species, 
geographic location, and the time of the year [ 10 ,  13 ]. It is 
probably inaccurate to classify any one particular venom as a 
 neurotoxin ,  hemotoxin ,  myotoxin ,   cardiotoxin , etc., as venom 
exerts its effect on multiple organ systems [ 13 ,  14 ]. 

 The main toxins in venoms of Australian snake genera 
cause paralysis, coagulopathy (disordered coagulation), 
rhabdomyolysis, and hemolysis (Table  51.1 ). Local tissue 
destruction is not usually a feature. There is variation of 
effects within a genus – for example, the venom of the 
Eastern brown snake ( Pseudonaja textilis ) causes paralysis 

  Fig. 51.1    Western diamond-back rattlesnake (Used with permission of 
Christopher P. Holstege, MD, University of Virginia, Charlottesville, 
Virginia)       

  Fig. 51.2    Copperhead (Used with permission of Christopher P. 
Holstege, MD, University of Virginia, Charlottesville, Virginia)       
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whereas the Western brown snake ( Pseudonaja nuchalis ) 
does not, while the dugite ( Pseudonaja affi nis ) has weak 
paralytic activity. Coagulopathy is often due to a procoagula-
tion effect of prothrombin activators (Factor Xa-like 
enzymes). This process consumes clotting factors ( consump-
tion coagulopathy ) forming fi brin which undergoes endoge-
nous fi brinolysis to generate fi brin degradation products. 
Australian snake venoms, in contrast to some exotic venoms, 
do not cause primary fi brinolysis. The appearance of fi brin 
degradation products is therefore evidence that procoagula-
tion has occurred. However, in a limited number of species 
coagulopathy is due to a direct anti-coagulant effect which 
does not generate fi brin degradation products.

   Pit viper venoms also affect almost every major organ 
system (Table  51.1 ). In contrast to the Australian snake gen-
era, pit viper venoms contain toxins that cause local tissue 
damage, thereby allowing the venom to penetrate deeper into 
the tissues. Hemotoxins directly damage the vascular endo-
thelium, resulting in third-spacing of fl uids and extravasation 
of erythrocytes [ 15 ], clinically manifest as edema, ecchymo-
sis, and bleb formation. Pit-viper venoms, in particular, 
 contain several hemostatically active components, some of 
which have been used in preclinical trials as anticoagulants 
[ 16 ]. Venom metalloproteinases cleave pro-tumor necrosis 
factor (TNF)-α, and the subsequent release of activated 
TNF-α leads to further infl ammation and tissue destruction 

[ 17 ,  18 ]. Myotoxin A is found in several species and pro-
duces direct necrosis of skeletal muscle tissue [ 19 ]. The 
venom of the Mojave rattlesnake ( Crotalus scutulatus scutu-
latus ) contains several neurotoxins as well as hemotoxins 
and toxins that cause tissue necrosis (myotoxins) [ 20 – 23 ]. 
Coral snake venom, also contains several neurotoxins, hemo-
toxins, and myotoxins [ 24 – 26 ].  

    Clinical Manifestations of Envenomation 

 Bites are usually observed by the victim but are relatively 
painless and occasionally go unnoticed, especially in cases 
associated with alcohol intoxication. Paired fang marks 
surrounded by infl ammation or bruising are usually evident 
but sometimes only scratches or single puncture wounds 
are found (Fig.  51.3 ). Infrequently, when the snake strikes a 
second time, there will be two sets of paired fang marks. 
The bite-site may continue to bleed slightly. In some ven-
omous snake bites, there will also be a second row of 
smaller teeth marks (which can occasionally be mistaken 
for a nonvenomous snakebite). Australian snake venoms do 
not cause extensive damage to local tissues, though occa-
sionally the viability of a digit may be threatened or a small 
skin graft required. This contrasts markedly with bites by 
the North American pit vipers, where massive local reac-
tion, hemorrhage, and tissue necrosis are often major fea-
tures of envenomation and frequently threaten the viability 
of the affected limb (Figs.  51.4  and  51.5 ). Envenomation 
does not always accompany a bite (a so-called  dry bite ) – in 
several studies the  incidence of clinical envenomation after 
observed snake bite was approximately 25–50 % [ 2 ,  10 ,  13 , 
 15 ,  26 ], presumably because no or very little venom was 
injected.

    Table 51.1    Main components of venoms and their effects in poison-
ous snakes found in North American and Australia   

  Neurotoxins (brown snakes   a   , tiger snakes, taipans, death adders, 
black snakes, coral snakes, mojave rattlesnake)  
   Presynaptic and postsynaptic neuromuscular blockers cause 

paralysis 
  Postsynaptic blockers readily reversed by antivenom 
   Presynaptic blockers are more diffi cult to reverse, particularly 

if treatment is delayed 
  Some presynaptic blockers are also rhabdomyolysins 
  Prothrombin activators (brown snakes, tiger snakes, taipans, 
crotalids)  
   Cause disseminated intravascular coagulation with consumption 

of clotting factors including fi brinogen 
   Intrinsic fi brin(ogen)lysis generates fi brin(ogen) degradation 

products 
  Signifi cant risk of haemorrhage 
  Anticoagulants (black snakes, death adders, crotalids)  
  Present in a relatively small number of dangerous species 
  Prevent blood clotting without consumption of clotting factors 
  Rhabdomyolysins (taipans, black snakes, sea snakes, crotalids)  
   Some presynaptic neurotoxins also cause lysis of skeletal 

and cardiac muscle 
  Myoglobinuria may cause renal failure 
  Hemolysins  
  Present in a few species 
  Rarely a serious clinical effect 

   a Some species of brown snakes do not contain neurotoxins  

  Fig. 51.3    Snake envenomation site –  dry bite  (Used with permission 
of Christopher P. Holstege, MD, University of Virginia, Charlottesville, 
Virginia)       
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     The time course of symptoms and signs after effec-
tive envenomation is somewhat predictable (Tables  51.2  
and  51.3 ), but sometimes one symptom or sign may pre-
dominate or may wax and wane. These phenomena may be 
explained by variations in venom toxins of the same spe-
cies in different geographical areas, or by variable absorp-
tion rates of different toxins. The fear associated with the 
snakebite itself may lead to symptoms of nausea, vomiting, 
diarrhea, syncope, and tachycardia almost immediately. 
These signs and symptoms must be differentiated from sys-
temic signs and symptoms of envenomation (see below), 
though this may at times be quite diffi cult. As stated above, 
local fi ndings such as pain, edema, erythema, or ecchymo-
sis commonly emerge at the site of the bite and surrounding 
areas within 30–60 min following pit-viper envenomation. 
Bullae (containing either serous fl uid or hemorrhage), lym-
phangitis, and tender,  swollen regional lymph nodes soon 
follow (Fig.  51.6 ). Regional lymphadenitis also occurs 

with bites by mildly venomous snakes in the absence of 
serious systemic illness. Localized pain is almost immedi-
ate and occurs in more than 90 % of cases associated with 
pit viper envenomation, though a bite by the Mojave rattle-
snake may produce numbness without pain. Similarly, coral 
snake envenomation produces little pain, but occasionally 
may produce tremors, marked salivation, and altered men-
tal status. Local tissue injury, especially when it affects an 

  Fig. 51.4    Marked arm ecchymosis following timber rattlesnake 
( Crotalus horridus horridus ) envenomation (Used with permission of 
Alexander B. Baer, MD, University of Virginia, Charlottesville, 
Virginia)       

  Fig. 51.5    Chest wall ecchymosis and death following timber rattle-
snake ( Crotalus horridus horridus ) envenomation with the bite site 
noted in the mid thorax (Used with permission of Christopher P. 
Holstege, MD, University of Virginia, Charlottesville, Virginia)       

   Table 51.2    Onset of major systemic symptoms and signs of envenom-
ation (Elapids)   

  <1 h after bite  
  Headache 
   Nausea, vomiting, abdominal pain transient hypotension 

associated with confusion or loss of consciousness 
  Coagulopathy (laboratory testing) 
  Regional lymphadenitis 
  1–3 h after bite  
   Paresis/paralysis of cranial nerves, e.g. ptosis, double vision, 

external ophthalmoplegia,  dysphonia, dysphagia, myopathic 
facies 

  Hemorrhage from mucosal surfaces and needle punctures 
  Tachycardia, hypotension 
  Tachypnea, shallow tidal volume 
  >3 h after bite  
  Paresis/paralysis of truncal and limb muscles 
  Paresis/paralysis of respiratory muscles (respiratory failure) 
  Peripheral circulatory failure (shock), hypoxemia, cyanosis 
  Rhabdomyolysis 
  Dark urine (due to myoglobinuria or hemoglobin) 
  Renal failure 

  In massive envenomation or in a child, a critical illness may develop in 
minutes rather than hours  
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extremity, may result in compartment syndrome, rarely 
necessitating fasciotomy. Australian species are less com-
monly associated with local tissue injury.

     Neurotoxic effects (i.e. coral snake, most of the Australian 
species, Mojave rattlesnake, and occasionally the eastern 
diamonback rattlesnake) include headache, nausea, vomiting, 
and cranial nerve palsies – these are manifest by ptosis, dysar-
thria, dysphagia, and dyspnea. Gross muscle weakness usu-
ally occurs over several hours, eventually culminating in 
neuromuscular respiratory failure. Coagulopathy, determined 
by laboratory tests (see below), is likely to be present within 
15 min after envenomation by a coagulopathy- producing spe-
cies. Venom-induced thrombocytopenia, fi brinolysis, and DIC 
have all been reported and may clinically manifest as epi-
staxis, hemoptysis, mucosal bleeding, bleeding from the 
wound itself, or petechiae (Fig.  51.7 ) [ 27 ]. Massive envenom-
ation may cause rapid cardiovascular collapse, though this 
occurs in less than 7 % of pit viper envenomations [ 28 ] and 
contrary to popular belief, pit viper bites are usually not imme-
diately fatal (unless the venom enters a blood vessel directly).

   The cause of transient hypotension not accompanied by 
respiratory failure or hemorrhage within 30 min after enven-
omation, is obscure but it may be related to intravascular 
coagulation since prothrombin activators gain access to the 
circulation within a number of minutes after subcutaneous 

injection and this effect is prevented experimentally by 
 heparin [ 29 – 32 ]. Third space loss of fl uids may also lead to 
hypotension and shock. Tachycardia and relatively minor 
electrocardiogram abnormalities are common. Direct myo-
cardial toxicity may occur in species causing rhabdomyoly-
sis, but this does not explain rapid cardiovascular collapse. 

 Other sequelae are less common. Coagulopathy-induced 
intracranial hemorrhage may occur. General rhabdomyolysis 
is caused by some species but even so is not common unless 
massive envenomation has occurred or delayed, inadequate 
or incorrect antivenom (antivenin) has been given. 
Rhabdomyolysis involves all skeletal musculature and some-
times cardiac muscle. Myoglobinuria (secondary to cell lysis 
and extravasation of erythrocytes) may cause acute renal 
failure. The etiology of nephrotoxicity is mutifactorial. A 
high intake of alcohol by adults before snake-bite is com-
mon, and may complicate management such as delay in pre-
sentation and multiple bites. Pre-existing anticoagulant 
therapy or ulcerative gastro-intestinal tract disease may also 
complicate coagulopathy management.  

   Table 51.3    Onset of major systemic symptoms and signs of envenom-
ation (crotalids)   

  <1 h after bite  
  Sense of impending doom (fear, anxiety) 
  Nausea, vomiting, abdominal pain (secondary to the above) 
  Pain at the bite site (often described as burning in nature) 
    Local tissue edema proximal and distal to the bite site 

(usually 10–30 min after the bite) 
   Bullae formation (either serous or hemorrhagic) 
   Regional lymphadenitis 
  1–3 h after bite  
  Ecchymosis at the bite site 
  Coagulopathy (laboratory testing) 
   Hemorrhage from mucosal surfaces and needle punctures 
  Nausea, vomiting 
   Perioral paresthesias 
   Paresthesias of the fi ngertips and toes 
   Rubbery, minty or metallic taste in the mouth 
   Tachycardia, hypotension 
  Tachypnea, shallow tidal volume 
  >3 h after bite  
  Peripheral circulatory failure (shock), hypoxemia, cyanosis 
  DIC 
   Rhabdomyolysis 
  Dark urine (due to myoglobinuria or hemoglobinuria) 
  Acute renal failure 

  In massive envenomation or in a child, a critical illness may develop in 
minutes rather than hours  

  Fig. 51.6    Hemorrhagic bullae of the fi nger following copperhead 
( Agkistrodon contortrix ) envenomation (Used with permission of 
Christopher P. Holstege, MD, University of Virginia, Charlottesville, 
Virginia)       
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    Identifi cation of the Snake 

 Identifi cation of the snake stipulates the selection of anti-
venin, if needed, and forewarns the doctor of characteristic 
clinical problems. Although physical identifi cation of the 
species is helpful, it is not usually mandatory for good man-
agement. Misidentifi cation of the species may lead to admin-
istration of an antivenin which has little or no venom 
neutralizing capability and may, in fact, produce untoward 
and potentially dangerous adverse effects (see below). 
Finally, safety should always be the main priority, and no 
attempt should be made to capture or kill the snake. Even if 
the snake is dead, it should not be picked up with the hands 
as envenomation by refl ex biting after death of the snake has 
been reported [ 33 ]. Physicians in North America are quite 
fortunate in that all of the pit viper envenomations are treated 
with the same antivenin. Coral snake envenomation requires 
a different antivenin, but the clinical features of this enven-
omation are usually easily distinguished from a pit viper 
envenomation. 

 A venom detection kit (VDK; CSL [Commonwealth 
Serum Laboratories Ltd]) is available in Australia that is 
designed for bedside use – the kit indicates which genus of 
snake is involved and which antivenin is appropriate. It is an 
in vitro enzyme immunoassay test for detection and identifi -
cation of snake venom swabbed from the bite site or in the 
urine, blood, or other tissue of the victim of snake bite in 
Australia and Papua New Guinea. The kit is widely avail-
able. It is a bank of test wells containing specifi c rabbit anti-
bodies to the venoms of the main genera of snakes. By a 
series of reactions with chromogen and peroxide solutions a 
positive reaction with venom antigen and venom antibody is 

indicated within 25 min by a color change, thereby indicat-
ing the type of antivenin to be administered, if required. The 
kit detects venoms from tiger, brown, black, death adder, 
and taipan genera. It does not identify an individual species 
of snake and several genera may yield a positive result in a 
specifi ed well. The sensitivity and specifi city of the test is 
unknown, but are generally regarded as high. The test is able 
to detect venom in very low concentration (<10 ng/mL). 
Despite the result of the test, the decision to administer anti-
venin, or not, is a clinical decision. If a test of urine or blood 
is positive in the absence of clinical signs or abnormal coag-
ulation studies, then antivenin should not be administered. 
On the other hand, a very high concentration of venom in a 
biological sample or bite site swab may overwhelm the test 
and give a false negative result (so-called  Hook effect ). If 
that possibility exists, say in the case of an obviously clini-
cally envenomated victim, a diluted sample should be tested. 
A positive VDK test of a bite site swab per se does not like-
wise indicate that the victim has been envenomated since 
snakes may leave venom on the skin but not envenomate. If 
the snake cannot be identifi ed physically or a VDK test is 
not practical, a monovalent antivenin, or a combination of 
monovalent antivenins or polyvalent antivenin able to neu-
tralize venoms of all snakes in the geographical region 
(Australia) should be administered on a contingency basis 
(see below). 

 The appearance of a bite site cannot be used to reliably 
identify the snake. Although each species of snake has char-
acteristic toxins, the clinical signs of envenomation are com-
mon to numerous species. Unless the snake is identifi ed by 
an expert, morphological identifi cation can be misleading 
and is not generally recommended. Most snakes, with few 
exceptions, are fast moving and usually quickly depart the 
scene of encounter with a victim. Consequently, snakes are 
not often observed clearly by the victim or witnesses. In this 
circumstance and even when the snake is under close obser-
vation, it is dangerous in Australia for example to assume 
that a brown-colored snake belongs to the brown snake 
genus, a black-colored snake belongs to the black snake 
genus, or a banded snake belongs to the Tiger snake genus. 
Similarly, with respect to North American snakes, relying on 
eyewitness accounts for identifi cation may be fraught with 
error and is usually not necessary. For example, many texts 
commonly cite the phrase  Red on yellow ,  kill a fellow ;  Red 
on black ,  venom lack  in order to differentiate a coral snake 
from a non-venomous snake. It is diffi cult to remember this 
phrase in the best of circumstances, let alone when con-
fronted with a snake. Rather, the more prudent decision 
when confronted with an unconfi rmed, but nevertheless sus-
pected coral snake envenomation is to monitor the victim in 
an inpatient setting for a period of up to 12–24 h and initiate 
antivenin if signs and symptoms of envenomation develop 
[ 10 ,  13 ,  15 ,  27 ].  

  Fig. 51.7    Marked thrombocytopenia, left arm ecchymosis and edema 
following timber rattlesnake ( Crotalus horridus horridus ) envenom-
ation of the left hand. Note the petechaie of the right upper arm follow-
ing blood pressure cuff insuffl ation (Used with permission of Alexander 
B. Baer, MD, University of Virginia, Charlottesville, Virginia)       
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    Initial Management: Resuscitation 
and Stabilization (Fig.  51.8 ) 

    The key features of emergency management of envenom-
ation are common to any scenario and include securing and 
maintaining a patent airway ( A  =  Airway ), assuring adequate 
oxygenation and ventilation ( B  =  Breathing ), and establish-
ing vascular access and reversing shock ( C  =  Circulation ). 
Additional keys to management include the application of 
a pressure-immobilization bandage, as well as the admin-

istration of antivenin (antivenom). All jewelry (especially 
watches, rings, bracelets) and other constrictive clothing 
should be removed. The overwhelming majority of snake 
bites occur on the victims’ arms or legs which can be treated 
with Sutherland’s pressure-immobilization technique [ 34 ] 
for elapid snake bite. The effi cacy of this technique has 
been shown experimentally in coral snake ( Micrurus fulvius 
fulvius ) [ 35 ], Eastern diamondback rattlesnake ( Crotalus 
adamanteus ) [ 36 ], Western diamondback rattlesnake 
( Crotalus atrox ) [ 37 ,  38 ], and Indian cobra ( Naja naja ) 

  Fig. 51.8    Management plan for snake envenomation       
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[ 39 ]  envenomation. The technique is recommended by the 
American Heart Association and the American Red Cross 
[ 40 ]. With this technique (Figs.  51.9 ), a bandage of elasti-
cized material (preferred) [ 41 ], crêpe or crêpe-like material is 
applied from the fi ngers or toes up the limb as far as possible, 
completely covering the bite site. This applies pressure and 
immobilizes the limb – a pressure-immobilization bandage 
(PIB). The PIB should be as applied as fi rmly as required 
for a sprained ankle. Additional immobilization of the limb 
is achieved with a rigid splint, with the aim of immobilizing 
the joints on both sides side of the bite site.

   The rationale of the technique is simple. Venom is depos-
ited subcutaneously and access to the systemic circulation is 
dependent on its absorption and transport by lymphatics [ 42 ] 
or the small blood vessels. Lymph fl ow is dependent at least 
in part by surrounding muscle action. Application of pres-
sure to the bite site combined with immobilization of the 

limb effectively prevents lymph fl ow and delays the access 
of venom to the blood circulation [ 34 ]. The technique was 
designed for use in the fi eld, but it should also be part of 
initial management in hospital since it is likely to impede 
further access of venom to the circulation. Some experimen-
tal [ 1 ] and anecdotal evidence with death adder bites [ 43 ] 
suggests that the technique allows inactivation of venom at 
the bite site but this has not been subjected to a controlled 
study. Premature removal of the PIB may permit a sudden 
elevation in blood concentration of venom with subsequent 
collapse of the victim and should be avoided. Its removal 
therefore should be dictated by the circumstances. When an 
asymptomatic snake-bite victim reaches hospital with a PIB 
in place, it should not be disturbed until antivenin, appropri-
ate staff, and equipment have been assembled. If the victim 
is symptomatic and antivenin is indicated, the PIB should not 
be removed until after antivenin has been administered, and 

  Fig. 51.9    Pressure-immobilization technique of fi rst-aid       

a b

c d
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re-applied if the victim’s condition deteriorates. If a swab of 
the bite site is needed, it may be obtained by removing the 
splint temporarily and cutting a window in the bandage. The 
PIB should then be made good and the splint re-applied. 

 Previously recommended measures such as incision, 
application of suction devices to the wound, tourniquets, 
cryotherapy, electric shock therapy, and application of heat 
or cold in the fi eld are no longer advocated [ 3 ,  10 ,  13 – 15 ,  27 , 
 32 ]. Instead, focus should be directed towards timely transfer 
to a medical facility. From a clinical point of view, one of the 
four following situations usually arises after snake bite. 

  Victim envenomated and critically ill : Initial emphasis is 
on resuscitation and stabilization in the Emergency 
Department (ED) with the re-establishment of airway, venti-
lation, oxygenation, and adequate organ perfusion pressure. 
Intravenous fl uids are usually required and sometimes inotro-
pic agents. A PIB, if not already applied, should be applied to 
the bite site and should not be removed until antivenin has 
been administered. The bitten extremity should be immobi-
lized and elevated to a level above the heart (though this is 
debated – some authorities recommend keeping the bitten 
extremity below the level of the heart to hypothetically impede 
lymphatic fl ow – there is no defi nitive evidence one way or 
another, and we prefer elevation). Intravenous access should 
be obtained and antivenin administered intravenously accord-
ing to the identity of the snake, if known. Antivenin must not 
be delayed, however, and can often be administered even if 
the snake has not been identifi ed with 100 % certainty (see 
below). After stabilization, admission to the PICU is required. 

  Victim envenomated but not critically ill : More time is 
available when the envenomated victim is not critically ill to 
identify the snake by investigations and subsequently admin-
ister specifi c antivenin. If not already in place, a PIB should be 
applied, and not removed until after antivenin administration. 

The bitten extremity should be elevated to a level above the 
heart – this may result in proximal progression of swelling and 
discoloration, though this does not represent progression of 
toxicity if swelling distal to the bite subsides [ 32 ]. After initial 
treatment, admission to either the PICU or hospital ward may 
be needed according to local resources and capabilities. 

  Victim bitten but does not appear envenomated : A victim 
bitten by a snake but showing no symptoms or signs of enven-
omation should have initial investigations performed in the 
ED, with subsequent consideration of observational or hos-
pital ward admission. Close observation and re- examination 
is potentially needed for up to 12–24 h in the case of a child 
depending upon the type of snake found within the region 
of envenomation, though perhaps less time is required for 
an adult [ 3 ,  10 ,  13 – 15 ,  27 ,  32 ]. An asymptomatic child, 
regardless of age, bitten by a North American copperhead 
and other non-venomous snakes, however probably does not 
need 12 h of observation. 

 The syndrome of envenomation may be very slow in 
onset over numerous hours with a symptom free initial 
period. An initial test of coagulation should be considered in 
most snake envenomations (again, depending upon the 
region and species of snake; e.g., copperhead envenomations 
rarely, if ever, cause coagulopathy). If a coagulopathy is 
present, specifi c antivenin should be administered after iden-
tifi cation of the species or as indicated by a VDK test. If only 
a mild coagulopathy is present it may be acceptable to with-
hold antivenin in the hope of spontaneous resolution but 
coagulation should be checked at intervals and the victim 
maintained under surveillance until coagulation is normal. 

  Suspicion of bite : If snake bite is suspected but was not 
observed, a careful search should be made for fang marks 
and a careful clinical examination performed. The question 
of investigations is dictated by the degree of suspicion and 
the presence or absence of any appropriate symptoms and 
signs. If there is no progression of local signs on the affected 
extremity and no coagulopathy is documented after an 
appropriate clinical observation time period, a reliable 
patient can be sent home.  

    Management: Antivenom (Antivenin) Therapy 

 After initial resuscitation and stabilization, the next most 
important step in the aforementioned scenarios involves 
deciding when to administer antivenin therapy. For Australian 
envenomations, CSL Ltd. produces highly purifi ed equine 
monovalent antivenins against the venoms of the main ter-
restrial snake genera, including the tiger snake, brown snake, 
black snake, death adder, and taipan. A polyvalent antivenin 
consisting of a mixture of aliquots of all the monovalent anti-
venins described above is also available. CSL Ltd also pro-
duces a sea snake antivenin from horses immunized with 
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beaked sea snake ( Enhydrina schistosa ) and tiger snake ven-
oms (Tables  51.4  and  51.5 ).

    Two crotalid antivenins are available for clinical use in 
North America – a polyvalent crotalid antivenin of equine 
origin (Antivenin Crotalidae Polyvalent, ACP; Wyeth-Ayerst 
Laboratories, Philadelphia, PA) (Table  51.6 ) and a purifi ed 
ovine polyvalent Fab immunoglobulin fragment product 
(CroFab; Protherics, Brentwood, TN) (Table  51.7 ). However, 
the equine-based ACP is associated with a high incidence of 
immediate hypersensitivity reactions, which may pose an 

even greater risk to the patient than the envenomation itself 
[reviewed in  3 ,  10 ,  13 – 15 ,  27 ,  32 ,  44 ,  45 ]. CroFab appears to 
be safer in this regard with a lower incidence of adverse 
effects, but its widespread use is relatively limited due its 
expense. However, as more experience with CroFab accrues, 
use of ACP will become less common in the United States 
[ 32 ]. Historically, copperhead envenomations were rarely 
considered severe enough to warrant the risks associated 
with the equine antivenin, though CroFab may be more com-
monly considered as experience accrues [ 46 ]. Wyeth-Ayerst 
also manufactures antivenin for coral snake envenomations, 
 Micrurus fulvius  Antivenin (Wyeth-Ayerst Laboratories, 
Philadelphia, PA), though Wyeth has stated that they will 
discontinue production of all snake antivenins in the near 
future. Generally, three to fi ve vials of  Micrurus fulvius  anti-
venin should be administered immediately, and if systemic 
manifestations are present, the dose should be increased to 
six to ten vials. A ovine polyvalent Fab immunoglobulin for 
coral snake envenomations is currently undergoing clinical 
testing and will hopefully be available in the near future.

    The decision to administer antivenin must be based on 
clinical criteria of envenomation. If the victim is signifi cantly 
envenomated, antivenin must be administered as soon as pos-
sible (preferably within 4 h of the snake bite, but with pit 
viper envenomation, antivenin may have some effi cacy as far 
out as 24 h following the snake bite) as there is no other effec-
tive treatment. However, several situations may justify with-
holding antivenin therapy, e.g., if envenomation is so mild 
that spontaneous recovery could occur or if the consequences 
of antivenin administration are likely to outweigh the benefi t 
to be gained. Because of the multiple species of venomous 
snakes, defi nitive indications for antivenin administration 
following pit viper envenomation are not clear and will prob-
ably continue to evolve as physicians gain more experience 
with CroFab. However, general guidelines include rapid pro-
gression of swelling, signifi cant coagulopathy, neuromuscu-
lar paralysis with respiratory failure, and shock [ 3 ,  10 ,  13 – 15 , 
 27 ,  32 ]. Snake antivenins must be administered by the intra-
venous route, though in dire circumstances when vascular 
access cannot be readily achieved, antivenin may be adminis-
tered by the intraosseous route. The intramuscular route is 
ineffective because of the large volume of fl uid and the slow 
absorption of protein antibodies. 

 Skin testing has no predictive value for determining 
whether or not the victim will develop an allergic reaction 
to the antivenin and is probably a waste of precious time in 
most situations [ 13 – 15 ,  27 ,  47 ]. Instead, some Australian 
authorities recommend premedication with subcutane-
ous epinephrine at a dose of approximately 0.25 mg for 
an adult and 0.005–0.01 mg/kg for a child about 5–10 min 
before commencement of the antivenin infusion, especially 
for the Australian envenomations or exotic envenomations. 
Anaphylaxis associated with CroFab administration is rare, 

   Table 51.4    Antivenin and  initial  dosages when snake identifi ed 
(Australian species)   

 Snake  Antivenom  Dose (units) 

 Common brown snake  Brown snake  4,000–6,000 
 Chappell island tiger snake  Tiger snake  12,000 
 Copperheads  Tiger snake  3,000–6,000 
 Death adders  Death adder  6,000 
 Dugite  Brown snake  4,000–6,000 
 Gwardar  Brown snake  4,000–6,000 
 Mulga (king brown) snake  Black snake  18,000 
 Papuan black snake  Black snake  18,000 
 Red-bellied black snake  Tiger snake or  3,000 

 Black snake a   18,000 
 Rough-scaled (clarence river) 
snake 

 Tiger snake  3,000 

 Sea-snakes  Sea-snake or  1,000 
 Tiger snake  3,000 

 Small-scaled (fi erce) snake  Taipan  12,000 
 Taipan  Taipan  12,000 
 Tasmanian tiger snake  Tiger snake  6,000 
 Tiger snake  Tiger snake  3,000 

   a Smaller protein mass tiger snake antivenom preferable. Antivenom 
units per ampule: brown snake 1,000; tiger snake 3,000; black snake 
18,000; taipan 12,000; death adder 6,000; polyvalent 40,000  

   Table 51.5       Antivenin and  initial  dosages when identity of snake 
uncertain (Australian species)   

 State  Antivenom  Dose (units) 

 Tasmania  Tiger snake  6,000 
 Victoria  Tiger snake  3,000 

  and  
 Brown snake  4,000–6,000 

 New South Wales 

  

    

Polyvalent 

 40,000 
 Australian capital territory 
 Queensland 
 South Australia 
 Western Australia 
 Northern Territory 

 Papua New Guinea  Polyvalent  40,000 

   Note : (1) If the victim on presentation is critically-ill, 2–3 times these 
amounts should be given initially; (2) additional antivenom may be 
required in the course of management since absorption of venom may 
be delayed  
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though it is prudent to monitor for signs and symptoms of 
hypersensitivity and treat appropriately in these cases as 
well. In the moribund or critically ill victim, when it is essen-
tial to administer antivenin quickly, the epinephrine may 
be administered intramuscularly or even intravenously in 
smaller doses. However, in general, epinephrine is not rec-
ommended by intravenous or intramuscular routes because 
of the risk of intracerebral hemorrhage occasioned by the 
combination of possible epinephrine-induced hypertension 
and venom-induced coagulopathy. Although intracerebral 
hemorrhage has been recorded in the past in association 
with  premedication, all such cases were  accompanied by 

intravenous epinephrine, none with subcutaneous epineph-
rine [ 48 ]. On the other hand, many authorities believe that 
the incidence of adverse reactions (8–13 %) to polyvalent 
crotalid antivenin of equine origin is suffi cient to warrant 
 premedication with epinephrine, which is the only medi-
cation proven effective in reducing the incidence of anti-
venom induced reactions to snake antivenoms and their 
severity [ 49 ]. At a minimum, resuscitation medications and 
equipment (airway equipment, oxygen source, bag-valve-
mask ventilation, suction catheters, etc.) should be imme-
diately available. It is not prudent to forgo premedication 
and elect to treat anaphylaxis if it occurs. Antivenom has 
caused fatal anaphylaxis [ 2 ,  50 ]. Iatrogenic anaphylaxis has 
a high mortality despite vigorous and expert resuscitation 
[ 51 ]. Repeated doses of epinephrine before each dose of 
antivenin are not required unless allergy has already been 
established. If an adverse reaction to the fi rst ampule of 
antivenin has not occurred, subsequent ampules do not 
need to be preceded by epinephrine premedication. The 
adverse reaction rate to polyvalent antivenins is higher than 
to monovalent antivenins and should not be used when a 
monovalent antivenin or combinations would suffi ce. The 
antihistamine, promethazine, is not recommended as a 
premedication for snake antivenin – it does not reduce the 
adverse reaction rate [ 52 ] and may cause obtundation and 
hypotension which may both exacerbate and confound a 
state of envenomation. Other drugs, including corticoste-
roids and aminophylline are also not useful in prevent-
ing anaphylaxis because their actions, apart from being 
unproven, are too slow in onset. 

   Table 51.6    Antivenin administration (North America)   

 Antivenin (crotalidae) polyvalent, ACP (Wyeth-Ayerst) 

 1. Reconstitute by injecting 10 ml of sterile water diluent into each vial and swirl to mix (do not shake) 
 2.  Dilute the reconstituted antivenin in 500 ml of normal saline or 5 % dextrose. An alternative method is to reconstitute 10 vials of antivenin 

in 1 l of normal saline 
 3.  Administer trial dose of 5–10 ml intravenously over 5 min. If no reaction occurs, adjust the rate to administer dose (based upon the degree of 

envenomation a ) over the next 60 min. Do not administer into a fi nger or toe 
 4.  Additional doses of antivenin are based on clinical response to the initial dose. If swelling continues to progress, symptoms increase in 

severity, hypotension occurs, or decrease in hematocrit appears, additional treatment with 10–50 ml of the reconstituted antivenin should be 
administered 

 5. Pre-medication recommended: diphenhydramine (1–2 mg/kg IV) 
 6.  Manufacturer recommends performing a skin test prior to administration of antivenin, though the predictive value of skin testing is quite 

poor and should not delay treatment 
 7. initial dose should be administered within 4 h of the bite, though antivenin may have some effi cacy up to 24 h following the bite 

   Mild envenomation  (Administration of fi ve vials – some experts suggest that the potential risks of the antivenin outweigh the benefi t in these cases 
and recommend supportive care only). Defi ned by localized pain, tenderness, edema at the site of the bite; no systemic symptoms, with the possible 
exception of a metallic taste in the mouth or perioral paresthesias 
  Moderate envenomation  (Administration of ten vials). Defi ned by pain, tenderness, edema beyond the area adjacent to the bite, often with sys-
temic signs of mild coagulopathy 
  Severe envenomation  (Administration of 15–20 vials). Defi ned by intense pain and swelling of the entire extremity, often with severe systemic 
signs and symptoms and laboratory evidence of coagulopathy 
  Life - threatening envenomation  (Administration of 25 vials). Defi ned by the presence of shock, acute respiratory failure in addition to the signs 
and symptoms listed above 
  a The degree of envenomation is estimated by the following recommended grading scale  

   Table 51.7    CroFab administration (North America)   

  Crotalidae  polyvalent immune fab (ovine), CroFab 

 1.  The initial dose of antivenin should be administered as soon as 
possible (within 6 h after the crotalid snakebite). Skin testing prior 
to administering antivenin is not required 

 2.  Reconstitute by injecting 10 ml of sterile water diluent into each 
vial and swirl to mix (do not shake). Further dilute the number of 
vials needed for total dose (4–6 vials) in 250 ml NS and continue 
to mix by gently swirling 

 3.  Infuse slowly over the fi rst 10 min at 25–50 ml/h and monitor 
closely for any allergic reaction; if no reaction occurs, may 
increase to 250 ml/h until total dose is infused 

 4.  Observe patient for 1 h following the completion of the fi rst dose. 
If initial control is not achieved after the fi rst dose, an additional 
4–6 vials may be repeated until initial control of the envenomation 
syndrome has been achieved 

 5.  After initial control has been established: 2 vials every 6 h for up 
to 18 h (3 doses); an additional 2 vial dose may be administered if 
deemed necessary based on clinical response 
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 Administration of antivenin should always be adminis-
tered in a location equipped and staffed by personnel capa-
ble of managing anaphylaxis – most authorities recommend 
the PICU or ED. Management of anaphylaxis is discussed 
elsewhere in this textbook, but suffi ce it to say that if ana-
phylaxis occurs during administration of antivenin, the infu-
sion should be discontinued temporarily and re-started when 
the victim’s condition is stable. Further treatment includes 
diphenhydramine (1.25 mg/kg IV every 6 h) and subcu-
taneous epinephrine (0.01 mg/kg, or 0.01 mL/kg/dose of 
1:1,000 solution). Less severe adverse reactions consisting 
of headache, chest discomfort, fi ne rash, arthralgia, myal-
gia, nausea, abdominal pain, vomiting, and pyrexia may be 
managed by temporary cessation of the infusion followed 
by administration of corticosteroids and diphenhydramine 
before re-commencement. 

 A delayed hypersensitivity reaction,  serum sickness , 
should be anticipated and patients warned of the symptoms 
and signs which usually appear several days to 2 weeks 
after antivenin administration. Severity ranges from a faint 
rash and pyrexia to serious multi-system disease including 
lymphadenitis, polyarthralgia, urticaria, nephritis, neuropa-
thy, and vasculitis. The treatment is a course of corticoste-
roids, e.g. methylprednisolone 2 mg/kg per day tapered 
over 5–7 days. The incidence of serum sickness appears to 
be greater with use of multiple doses of monovalent anti-
venin and with polyvalent antivenin and thus should be pre-
vented with a restricted course of corticosteroids for 
3–5 days.  

    Monitoring 

 Laboratory tests are essential and should be performed regu-
larly, interpreted quickly, and treated promptly to counter 
venom effects and its complications. Serial coagulation tests 
and tests of renal function are especially important. 
Absorption of venom from the bite site is a continuing pro-
cess and management must anticipate unabsorbed venom. 
Apart from regular monitoring of vital signs and oxygen-
ation, the following are specifi cally recommended. In 
Australia, a swab of the bite site for venom testing should be 
done. It has the highest likelihood of detecting venom pro-
vided the site has not been washed. If the site has been 
washed, it may be squeezed to yield venom if no other suit-
able biological sample can be acquired. Aside from cleaning 
the wound to prevent secondary infection, there is no clinical 
value in washing a site to remove venom. Venom may be 
detectable in the urine, this may be especially helpful when 
venom in blood has been bound by antivenin and is therefore 
undetectable in the blood. Urine should also be tested for 
blood and protein. Pigmentation of urine may be due to 
either hemoglinuria or myoglobinuria – distinction is not 

possible with rapid bedside tests. Recording urine output is 
essential. Coagulation tests should include prothrombin 
time, activated thromboplastin time, serum fi brinogen, and 
fi brin degradation products. If these are not possible, a bed-
side whole blood clotting time or bleeding time are helpful in 
establishing a diagnosis. A full blood examination and blood 
fi lm seeking haemoglobin level, evidence of haemolysis and 
platelet count. A mild elevation in white cell count is 
expected. Thrombocytopenia may occur in association with 
DIC. Electrolytes, blood urea nitrogen, creatinine, calcium, 
creatine phosphokinase (isoenzymes), and troponin are use-
ful to monitor rhabdomyolysis and possible renal dysfunc-
tion. Electrocardiogram abnormalities including sinus 
tachycardia, ventricular ectopy, and ST segment and T-wave 
changes may occur. These effects may be the result of victim 
stress response, venom toxins or from electrolyte distur-
bances induced by rhabdomyolysis or renal failure.  

    Secondary Management and Follow-Up Care 

 The bites of Australian elapid snakes do not cause severe 
pain. However, the extensive tissue necrosis produced by 
North American pit viper envenomation can be associated 
with signifi cant discomfort. In these cases, liberal use of nar-
cotics is recommended for the relief of pain – aspirin and 
non-steroidal anti-infl ammatory agents are contraindicated 
due to their inhibitory effects on platelets and therefore 
hemostasis. The incidence of infection following snake bit is 
surprisingly low given the abundance of microorganisms 
found in the mouth of snakes ( Enterobacter ,  Pseudomonas , 
 Aerobacter ,  Proteus , gram-positive cocci,  Clostridium , 
Salmonella and others) [ 53 – 57 ]. Prophylactic antibiotics are 
therefore unnecessary and not routinely required. Tetanus 
prophylaxis, however, should be reviewed. 

 Coagulopathy often resolves after several doses of anti-
venin, but antivenin per se does not restore coagulation – it 
permits newly released or manufactured coagulation factors 
to act unopposed by venom. If coagulation is not restored 
after several doses of antivenin over several hours or if there 
is hemodynamically signifi cant bleeding, replacement of 
coagulation factors with fresh frozen plasma is indicated. 
Because regeneration of depleted coagulation factors takes 
many hours, treatment with antivenin alone while waiting for 
their regeneration exposes the patient to serious hemorrhage. 
On the other hand, fresh frozen plasma should not be admin-
istered unnecessarily. Administration of fresh frozen plasma 
or cryoprecipitate should be preceded by antivenin in order 
to neutralize any circulating venom prothrombin activator. 
Platelet transfusion may be required as well. 

 After acute resuscitation, intravenous fl uids in suffi cient 
volume to maintain urine output at about 40 mL/kg per day 
in an adult or 1–2 mL/kg per hour in a child are required to 
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prevent acute tubular necrosis as a consequence of rhabdo-
myolysis. Life-threatening hyperkalemia and hypocalcemia 
may develop with rhabdomyolysis, and in these cases hemo-
fi ltration or dialysis may be required. Heparin has prevented 
the action of prothrombin activators in animal models of 
envenomation, but it does not improve established DIC [ 31 ] 
and is therefore not recommended following snake enven-
omation. Recovery is expected after appropriate treatment 
but it may be slow, taking many weeks or months particu-
larly after severe envenomation or after delayed presentation 
with neurotoxicity, marked tissue necrosis, rhabdomyolysis 
or renal failure. Isolated neurological or ophthalmic signs 
may persist. Long-term loss of taste or smell occurs 
occasionally. 

 Severe crotalid envenomations may be complicated by 
compartment syndrome. Neurovascular checks are an impor-
tant part of the ongoing assessment and management of any 
snake bite. Compartment syndrome (generally defi ned as a 
compartment pressure > 30 mmHg) should be managed with 
mannitol (1–2 g/kg IV), elevation of the affected extremity, 
and administration of four to six vials of CroFab over 1 h 
[ 10 ,  32 ]. Compartment syndrome arises in part from the 
extensive tissue necrosis produced by the crotalid venom, 
hence the justifi cation for additional antivenin to neutralize 
the venom and hopefully reduce compartment pressures. 
Fasciotomy is required if these measures fail to relieve the 
compartment syndrome, or if there is neurologic or circula-
tory compromise.  

    Sea-Snake Bite 

 The venoms of some sea-snakes cause widespread rhabdo-
myolysis, neuromuscular paralysis, and direct renal damage. 
Many species of sea-snakes exist in northern Australian 
waters but are rare in southern waters. Many have not been 
researched. The principles of treatment are essentially the 
same as for envenomation by terrestrial snakes. The venoms 
of signifi cant species are neutralized adequately with CSL 
Ltd beaked sea-snake ( Enhydrina schistosa ) antivenom. If 
that preparation is not available, tiger snake or polyvalent 
antivenin should be used. Sea-snake bites are rare in Australia 
waters but common among fi shermen of nearby Asian 
countries.  

    Uncommon and Exotic Snake Bites 

 Zoo personnel, herpetologists, and amateur collectors who 
catch, maintain, and breed species of uncommon or exotic 
snakes or who import or breed exotic (overseas) snakes are at 
risk. Illegal importation sometimes endangers customs ser-
vices personnel. Minton reported that he consulted on 54 

cases of bites from at least 29 different exotic, venomous 
species between 1977 and 1995 [ 58 ]. The most common spe-
cies was the cobra, which was involved in 40 % of the cases 
[ 58 ]. Assistance with these exotic envenomations (cobra, 
mamba, etc.) is available either through the American 
Association of Poison Control Centers (800 222 1222), the 
American Zoo and Aquarium Association (301 562 0777), 
or the Australian Venom Research Unit (AVRU) (1300 760 
451).   

    Spiders 

 Although several thousand species of spiders exist in 
Australia, only funnel-web spiders (genera  Atrax  and 
 Hadronyche ) and the red-back spider ( Latrodectus hasselti ) 
(Fig.  51.10 ) have caused death or signifi cant illness. In North 
America, the arthropods of medical importance include the 
black widow spider (genus  Lactrodectus ) (Fig.  51.11 ), brown 
recluse spider (genus  Loxosceles ) (Fig.  51.12 ), and scorpi-
ons. All spiders have venom but although some are capable 
of causing local injury and necrosis [ 59 ], the necrotic effects 
of these spider bites have been over-rated [ 60 ]. In the interest 
of space, the present discussion will concentrate on the most 
common spider envenomations in Australia and North 
America and briefl y consider scorpion envenomations. The 
interested reader is directed to other sources for additional 
information [ 2 ,  13 ,  15 ,  27 ,  61 ].

        Funnel-Web Spiders 

 Numerous species of the genera  Atrax  and  Hadronyche  
inhabit the Australian states of New South Wales and 
Queensland. Several species cause signifi cant illness and are 

  Fig. 51.10    Red-back spider ( Latrodectus hasselti )       
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potentially lethal.  Atrax robustus  (Sydney Funnel-web 
Spider) is a large aggressive spider inhabiting an area within 
an approximate 160 km radius of Sydney. It has caused more 
than a dozen deaths. The male spider is more dangerous than 
the female, in contrast to other species, and is inclined to 
roam after rainfall. In doing so, it may enter houses and seek 
shelter among clothes or bedding. Its bite is painful and it 
may be diffi cult to dislodge. Bites do not always result in 
envenomation, but envenomation may be rapidly fatal. The 

venom contains polypeptides which stimulate the release of 
acetylcholine at neuromuscular junctions and within the 
autonomic nervous system, and release catecholamines. The 
early features of the envenomation syndrome include nausea, 
vomiting, profuse sweating, salivation, and abdominal pain. 
Life threatening features of envenomation are usually pre-
ceded by the onset of muscle fasciculation at the bite site, 
which quickly involves distant muscle groups. Hypertension, 
tachyarrhythmias, vasoconstriction, hypersalivation and 
bronchorrhoea quickly follow. The victim may lapse into 
coma, develop central hypoventilation and have diffi culty 
maintaining an airway free of secretions. Finally, respiratory 
failure, pulmonary oedema and severe hypotension culmi-
nate in death. The syndrome usually develops within several 
hours but it may be more rapid. Several children have died 
within 90 min of envenomation, and one died within 15 min. 

 First aid treatment is application of a pressure- 
immobilization bandage which delays the onset of the enven-
omation syndrome and appears to enable some inactivation 
of venom at the bite site [ 2 ]. Defi nitive treatment is intrave-
nous administration of antivenom and support of vital func-
tions, which may include airway support and mechanical 
ventilation. No deaths or serious morbidity have been 
reported since the introduction of antivenom in 1981.  

    Red-Back Spider 

 This spider ( Latrodectus hasselti ) is distributed throughout 
Australia where it is found outdoors in household  gardens in 
suburban and rural areas. Related species occur in many parts 
of the world (e.g., black widow spider in North America). All 
produce a similar syndrome of envenomation –  Latrodectism . 
Red-back spider bite is the most common cause for antive-
nom administration in Australia at 300–400/annum and 
responsible for 2,300 of 11,600 (20 %) of annual hospital 
admissions for envenomation [ 1 ]. The adult female spider 
is identifi ed easily – its body is about 1 cm in size and has a 
distinct red or orange dorsal stripe over its abdomen. 

 The hallmark of envenomation is severe local and distal 
pain. The spider gives a  pin prick - like  bite. The site quickly 
becomes infl amed. During the following minutes to several 
hours, severe pain, exacerbated by movement, commences 
locally and may extend up the limb or radiate elsewhere. 
Pain may be accompanied by profuse sweating, headache, 
nausea, vomiting, abdominal pain, fever, hypertension, par-
aesthesias, and rashes. Historically, in a small percentage of 
cases progressive muscle paralysis occurred over many 
hours, requiring mechanical ventilation. If untreated or 
treated inadequately, muscle weakness, spasm and arthralgia 
may persist for months after the bite. In this circumstance, 
antivenom treatment is still benefi cial. No fatalities have 
occurred since introduction of an antivenom in 1956. If the 

  Fig. 51.11    Black widow spider ( Latrodectus mactans ) (Used with 
permission of Christopher P. Holstege, MD, University of Virginia, 
Charlottesville, Virginia)       

  Fig. 51.12    Brown recluse spider ( Loxosceles reclusa ) (Used with per-
mission of Sue Kell, PhD, University of Virginia Health System, 
Charlottesville, Virginia)       
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effects of a bite are minor and confi ned to the bite site, anti-
venom may be withheld but otherwise, antivenom should be 
given intramuscularly. Several doses or intravenous adminis-
tration may be required. 

 The rate of anaphylaxis to antivenom is low (<0.5 %). A 
premedication with promethazine is recommended and 
adrenaline should be at hand. In contrast to a bite from a 
snake or funnel-web spider, a bite from a red-back spider is 
not immediately life-threatening. There is no effective fi rst 
aid, but application of a cold pack or iced-water may help 
relieve pain. Bites by  Steatoda  spp (cupboard spiders) may 
cause a similar syndrome and can be treated effectively with 
Red-back Spider antivenom. The antivenom is also experi-
mentally effective against the venoms of black widow spi-
ders of North America and Europe [ 62 ].  

    Black Widow Spiders 

 As discussed above, the widow spider (genus  Latrodectus ) 
and closely related spiders (including the red-back spider in 
Australia) are found throughout the world, though the most 
common species found in North America is the black widow 
spider (Fig.  51.11 ). The female black widow spider is 
 characterized by its shiny black color and a red hourglass 
shape – essentially two triangles arranged apex to apex – of 
variable size found on the ventral surface of the abdomen. 
These spiders are generally not very aggressive and bite only 
in self-defense. Bites are more common during the summer 
months when the spider is more active. 

 The principal toxin in  Latrodectus  venom is α-latrotoxin 
and is generally considered to be one of the more potent tox-
ins found in North America. The toxin binds to multiple sites 
to open calcium channels, resulting in the uncontrolled 
release of acetylcholine at the neuromuscular junction and 
pre-ganglionic and post-ganglionic synapses of the auto-
nomic nervous system (producing characteristic cholinergic 
and sympathomimetic effects). 

 Most black widow spider bites probably go unnoticed, 
though there may be a slight  pin prick - like  sensation at the 
site of the bite. The systemic reaction is often delayed from 
30 min to several hours and is usually heralded by the onset 
of cramping pain in the chest, abdomen, and back. Additional 
manifestations include diaphoresis, hypersalivation, lacrima-
tion, and increased bronchial secretions (classic cholinergic 
symptoms), followed soon by nausea, vomiting, and muscle 
rigidity. Acute neuromuscular respiratory failure and/or con-
vulsions may occur. These signs and symptoms generally 
respond to the combination of an antispasmodic agent such 
as diazepam and an opioid analgesic. antivenin (see above). 
 Latrodectus mactans  antivenom (equine-derived) is rapidly 
effective at relieving the clinical effects associated with tox-
icity. However, its use is limited to those patients manifesting 

signifi cant toxicity not relieved by conventional therapy or 
those with health problems that place them at increased risk 
for complications. The antivenom has an associated risk of 
anaphylaxis and, if utilized, should be administered in a hos-
pitalized setting with full resuscitation capabilities.  

    Brown Recluse Spiders 

 The brown recluse spider, also commonly known as the vio-
lin or fi ddleback spider due to the violin-shaped coloring on 
its back, is found throughout the United States (Fig.  51.12 ). 
These spiders live both indoors and outdoors and range in 
size from 1 to 4 cm from leg to leg. The venom of the brown 
recluse contains several different toxins, including sphingo-
myelinase D2, which is believed to be the most signifi cant 
[ 27 ]. Envenomation ranges from a mild, local skin reaction 
to a severe systemic illness characterized by fever, chills, 
nausea, vomiting, arthralgia, rash, and convulsions. Patients 
rarely develop haemolytic anemia, DIC, thrombocytopenia, 
and acute renal failure [ 27 ,  61 ]. The diagnosis of brown 
recluse spider bite is overused for necrotic skin wounds of 
uncertain etiology and misdiagnosis is not uncommon [ 63 ]. 

 Initially, the bite is painless, but over the next few hours, 
the patient will develop localized pain, erythema, and pruri-
tus at the site of the bite. A small blister surrounded by a ring 
of erythema commonly develops, and over the course of the 
next 2–3 days, the blister may enlarge and become necrotic. 
An escar develops that may slough off and leave an ulcer – 
which occasionally is severe enough to warrant skin grafting 
[ 27 ,  61 ]. Treatment largely is supportive and includes good 
wound care, tetanus prophylaxis, and antibiotics. Currently, 
there is no proven antivenin available in the United States.   

    Scorpions 

 Stings by scorpions are the second largest cause of envenom-
ation world-wide. Approximately 1.2 million stings lead to 
more than 3,250 deaths annually [ 64 ]. Of the known 1,500 
species, about 30 are dangerous to humans and include those 
in the genera of  Tityus ,  Centruroides ,  Leiurus ,  Androctonus , 
 Buthus ,  Parabuthus ,  Mesobuthus ,  Hottenta  and 
 Hemiscorpius . Generally, scorpions inhabit hot dry regions. 
Regions with a high burden of stings are north Saharan 
Africa, Sahelian Africa, South Africa, Near and Middle- 
East, South India, Mexico and South Latin America east of 
the Andes. 

 In United States, scorpion stings occur principally in 
Texas, Arizona and California where  Centruroides sculptur-
atus  exists. Most stings do not required hospitalisation and 
mortality is very low. Australia does not have signifi cant 
scorpion species. 

J. Tibballs et al.



745

 Scorpion toxins are neurotoxic peptides which act on 
sodium and other ionic channels of cell membranes of excit-
able cells causing release of synaptic neurotransmitters 
resulting in an “autonomic storm” and signs of catechol-
amine release. Characteristic severe clinical effects are initial 
severe pain followed after several hours by fever, systemic 
muscarinic effects (sweating, epigastric pain, vomiting, 
colic, diarrhoea, priapism, hypotensioin, bradycardia) and 
pulmonary effects (bronchial hypersecretion, pulmonary 
oedema and bronchospasm). In addition, hypertension, car-
diac arrhythmias and signs of myocardial ischaemia may end 
with fatal hypotension. The syndrome may evolve rapidly 
over several hours. Management consists of intravenous anti-
venom therapy, pain relief and supportive invasive cardiore-
spiratory care including control of hypertension.  

    Bees, Wasps, and Ants 

 Fatal anaphylactic reactions to bee, wasp and ant stings are a 
major cause of envenomation deaths in every country [ 65 –
 69 ]. The common European Honey Bee ( Apis mellifera ) is 
largely responsible. The red imported fi re ant ( Solenopsis 
invicta ), a native of South America is also a common cause 
of anaphylaxis in the United States and has also become 
established in the Brisbane region of Australia where it has 
caused anaphylaxis [ 70 ]. Persons who develop reactions to 
insect bites should seek immunotherapy and always carry 
and use injectable epinephrine. Management of anaphylaxis 
from bee, wasp, and ants was discussed in the chapter on 
anaphylaxis.  

    Venomous Marine Animals 

 There are more than 80,000 miles of coastline in the United 
States, and with the increasing popularity of recreational 
water sports (e.g., scuba diving, ocean kayaking, snorkelling, 
surfi ng, etc.), encounters with potentially dangerous marine 
animals are becoming more commonplace. Numerous spe-
cies of venomous marine animals inhabit Australian waters 
as well – in fact, some of the most dangerous animals known 
to man inhabit this region. Some of these marine envenom-
ations will be reviewed briefl y here, though the reader is also 
referred to other references in the literature for additional 
information [ 27 ,  71 – 81 ]. 

    Jellyfi sh 

 Marine invertebrates that are dangerous to humans include 
the coelenterates (e.g., jellyfi sh). The coelenterates comprise 
three classes – Hydrozoa (hydroids, fi re coral, Portugese 

man-of-war, bluebottle), Scyphozoa (true jellyfi sh), and 
Anthozoa (sea anemones). Envenomation by fi re corals and 
sea anemones is rarely life-threatening and will not be dis-
cussed further here. Jellyfi sh and related species are found 
throughout the world. These invertebrate marine animals 
have stinging cells, called nematoblasts, which incorpo-
rate an explosive cystic organelle (nematocyst) containing 
an eversible spine-laden tubule carrying venom. When a 
jellyfi sh tentacle comes into contact with an unsuspecting 
swimmer, thousands of nematocysts discharge their tubules 
simultaneously, thereby releasing venom and causing a  jelly-
fi sh sting . Importantly, these nematocysts can still discharge 
even if the tentacle is detached from the jellyfi sh! Stings not 
only inject venom but also deposit tubules which are com-
posed of immunologically active substances, particularly 
chitin, which may cause immediate and long-term allergic 
responses [ 82 ]. 

 Several Scyphozoa species are found in North America, 
including the sea nettle ( Chrysaora quinquecirrha ) and sev-
eral species of true jellyfi sh. The box jellyfi sh ( Chironex 
fl eckeri ) is reputedly the most dangerous jellyfi sh in the 
world (see below) and is common around northern Australia 
and in the South Pacifi c. A related species,  Chiropsalmus 
quadrumanus  caused a lethal envenomation in a 4 year-old 
child in Galveston Island, Texas in 1990 [ 77 ]. The Portuguese 
man-of-war ( Physalia physalis ) is the most dangerous 
Hydrozoan and can produce life-threatening envenomation 
[ 78 ,  79 ,  83 ,  84 ]. 

 Jellyfi sh envenomation produces immediate pain com-
monly described as a  burning  or  stinging  pain, which is fol-
lowed by an erythematous rash – the rash usually refl ects the 
pattern of the tentacle at the contact site but may occur dis-
tally as well. For the majority of jellyfi sh stings, the rash 
evolves over the next 24 h and then slowly subsides with no 
sequelae. However, more severe envenomations (i.e. by one 
of the species described below) produce signs and symptoms 
that affect several organ systems, with possible death usually 
resulting from anaphylaxis, direct cardiotoxicity, or neuro-
muscular respiratory failure. Management of jellyfi sh enven-
omation includes removal of attached tentacles (the rescuer 
should not use the bare hands!) after decontamination with 
5 % acetic acid (or vinegar), which inactivates undischarged 
nematocysts, analgesia, and attention to airway/breathing/
circulation. Topical corticosteroids, antihistamines, and sys-
temic corticosteroids may alleviate anaphylaxis and other 
immunological sequelae. Further species-specifi c manage-
ment is discussed below. 

  Box Jellyfi sh : The box jellyfi sh,  Chironex fl eckeri , is prob-
ably the most venomous marine animal in the world. It has 
caused numerous deaths in the waters of northern Australian 
[ 71 ]. It has a cuboid bell up to 30 cm in diameter. Numerous 
tentacles arise from the four corners of the bell and trail sev-
eral meters. It is semi-transparent and diffi cult to see by a 
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person wading or swimming in shallow water. The tentacles 
are armed with millions of nematocysts, which on contact, 
discharge threaded barbs, which pierce subcutaneous tissue, 
including small blood vessels. The victim may die within 
minutes. The precise mode of action of the venom is unknown 
but its toxins appear to be proteins which induce pore forma-
tion in cell membranes. The clinical effects are both neuro-
toxic (principally causing apnea) and cardiotoxic. In 
mechanically ventilated animals, fatal hypotension occurs 
rapidly upon envenomation. Although controversial, calcium 
channel blockade worsens the outcome of experimental 
envenomation and is not recommended for human envenom-
ation [ 81 ]. Contact with the tentacles causes severe pain and 
the skin which sustains the injury heals with disfi guring scars. 

 Management of severe envenomation consists of fi rst aid, 
cardiopulmonary resuscitation, and administration of an 
ovine-derived antivenin (CSL Ltd) but which is of moderate 
effi cacy The victim may need to be rescued from the water. 
First-aid consists of dousing the skin with 5 % acetic acid 
(vinegar) which inactivates undischarged nematocysts, pre-
venting further envenomation. Prevention of stings is of para-
mount importance. Water must not be entered during the 
 stinger season  (October – May) except at beaches protected 
by nets. Wet suits, clothing and  stinger suits  offer some pro-
tection. Other similar deadly chirodropid jellyfi sh which exist 
in Australian tropical waters ( Chiropsalmus  sp.) also inhabit 
many other oceans and seas [ 71 ]. A similar chirodropid, 
 Chiropsalmus quadrumanus , inhabits the Gulf of Mexico and 
has caused at least one fatal envenomation (see above) [ 85 ]. 

  Irukandji : Stings by the Irukandji jellyfi sh,  Carukia 
barnesi  and other related carybdeid jellyfi sh cause a syn-
drome known as the  Irukandji syndrome . An Irukandji-like 
syndrome has occurred in divers in South Florida [ 86 ]. 
 Carukia barnesi  is a small cubozoan jellyfi sh with a squarish 
bell up to several centimetres in diameter and with single ten-
tacles trailing from its four corners. It is barely visible in 
ocean water. The sting is mild, sometimes unnoticed, and 
marked only by a small area of cutaneous erythema. However, 
severe general symptoms may follow which include abdomi-
nal cramps, hypertension, back pain, nausea and vomiting, 
limb cramps, chest tightness and marked distress [ 87 ]. 
Occasionally, cardiogenic pulmonary edema has necessitated 
mechanical ventilation and inotropic therapy [ 88 ]. The mech-
anism of heart failure is uncertain but experimental studies in 
animals have shown that the venom causes a massive release 
of catecholamines [ 89 ] which explains in part the clinical syn-
drome. However, the cause of acute heart failure is unclear. 

  Physalia : Although regarded as jellyfi sh, each animal is 
in fact a hydrozoan colony. Two species, the Pacifi c  Physalia 
physalis  (Portuguese man-o’-war) and  Physalia utriculus  
(Bluebottle) are present in Australian waters but have caused 
no deaths. However, the smaller (Bluebottle), causing a 
mild-moderate sting, is the most common cause of stings in 

Australian waters, up to 10,000 annually [ 90 ]. Deaths else-
where in the world have been caused by the Atlantic  Physalia 
physalis .  

    Blue-Ringed Octopus 

 Several species of  Hapalochlaena  inhabit the Australian 
coastline. When handled, these octopuses bite and inject tetro-
dotoxin – a neurotoxin, found in many different species of 
marine animals (including the puffer fi sh), which causes fl ac-
cid paralysis. Several deaths amongst a dozen serious enven-
omations are recorded [ 2 ]. The required treatment is immediate 
cardiopulmonary resuscitation and mechanical ventilation 
until spontaneous recovery occurs usually after several hours.  

    Stinging Fish 

 Venomous marine vertebrates include stingrays, scorpion-
fi sh, lionfi sh, stonefi sh, and catfi sh (Figs.  51.13  and  51.14 ). 
These stinging fi sh are dangerous because they produce 
direct trauma, pain and swelling from venom, and eventually 
tissue necrosis and secondary infection, if left untreated. 
Wound debridement and removal of spine fragments may be 
needed. The stingray is the most common cause of marine 
envenomation in the United States – these stinging fi sh pro-
duce a constellation of systemic signs and symptoms that 
rarely results in death. However, serious or fatal chest injury 
caused by a stingray barb may be sustained when an unwary 
diver swims too close or when an occupant of an open vessel 
is struck by an airborne stingray [ 2 ].

  Fig. 51.13    Lionfi sh ( Scorpaenidae ) (Used with permission of Stephen 
Dobmeier, CSPI, University of Virginia Health System, Charlottesville, 
Virginia)       
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    Numerous Australian marine and fresh-water fi sh have 
spines with attached venom glands, including the scorpion-
fi sh ( Scorpaena ), lionfi sh ( Pterosis ), and stonefi sh 
( Synanceia ). The most dangerous is the stonefi sh which is 
found throughout the Indo-Pacifi c region. When trodden 
upon, venom is injected. The immediate effect is extreme 
pain. Several deaths have been recorded, probably due to the 
depressive effects of its toxins on cardiovascular and neuro-
muscular function, and myotoxicity [ 2 ]. An antivenom is 
available (CSL Ltd). Local or regional nerve blockade may 
be required for pain relief. Other stinging fi sh, such as the 
Australian freshwater bullrout ( Notesthes robusta ) also cause 
excruciating pain when their spines are contacted. An effec-
tive fi rst-aid technique for pain relief of fi sh stings is immer-
sion of the affected limb in warm-to-hot water.  

    Venomous Cone Shells 

 Many gastropod molluscs (cone shells) fi re a venom-laden 
harpoon to almost instantaneously immobilize and kill fi sh 
prey. The numerous conotoxins, short proteins, stimulate or 
block neuronal and neuromuscular receptors [ 2 ]. A handful 
of human deaths have been recorded after the attractive 
shells have been carelessly or unwittingly handled. There is 
no antivenin. Expired air resuscitation (“mouth to mouth”) 
and subsequent mechanical ventilation would be required 
until spontaneous recovery occurs.   

    Shark Attacks 

  S hark attacks generate signifi cant public and media inter-
est – they are mentioned here briefl y, even though they do 
not involve envenomation per se. Shark attacks are relatively 
rare, especially when compared with the incidence of snake, 
arthropod, insect, and marine envenomations discussed above. 
Of the more than 350 described species of sharks, only 32 
have been documented to attack humans (The International 
Shark Attack File at   www.fl mnh.ufl .edu/fi sh/sharks    ). There is 

between 70 and 100 shark attacks annually worldwide which 
result in approximately 5–15 deaths every year [ 91 ,  92 ]. 
More importantly, although the numbers of sharks are declin-
ing, the incidence of shark attacks appears to be on the rise. 
Again, it should be emphasized, however, that shark attacks 
are exceedingly rare – some authors suggest that one is more 
likely to die in an automobile accident while driving to the 
beach than by a shark attack while swimming at the beach 
[ 93 ]. Shark attacks produce signifi cant soft tissue, vascular, 
and musculoskeletal trauma which result in a high incidence 
of secondary infections. Management is consistent with the 
management of any other traumatic injury.     

   References 

      1.   Bradley C. Australian Institute of Health and Welfare: venomous 
bites and stings in Australia to 2005. Injury research and statistics 
series number 40. Cat no. INJCAT 110. Adelaide: 2008.  

            2.    Sutherland SK, Tibballs J. Australian animal toxins. 2nd ed. 
Melbourne: Oxford University Press; 2001.  

           3.    Gold BS, Barish RA, Dart RC. North American snake envenom-
ation: diagnosis, treatment, and management. Emerg Med Clin 
North Am. 2004;22:423–43.  

      4.    Parrish HM. Incidence of treated snakebites in the United States. 
Public Health Rep. 1966;81:269–76.  

     5.    Litovitz TL, Klein-Schwartz W, White S, et al. 1999 annual 
report of the American Association of Poison Control Centers 
Toxic Exposure Surveillance System. Am J Emerg Med. 2000;18:
517–74.  

     6.    Langley RL, Morrow WE. Deaths resulting from animal attacks in 
the United States. Wilderness Environ Med. 1997;8:8–16.  

    7.    Langley RL. Animal-related fatalities in the United States – an 
update. Wilderness Environ Med. 2005;16:67–74.  

      8.       Kasturiratne A, Wickremasinge AR, de Silva N, et al. The global 
burden of snakebite: a literature analysis and modelling based on 
regional estimates of envenoming and deaths. PloS Med. 
2008;5:1591–604.  

   9.    Wingert WA, Chan L. Rattlesnake bites in southern California and 
rationale for recommended treatment. West J Med. 1988;148:
37–44.  

             10.    Gold BS, Dart RC, Barish RA. Bites of venomous snakes. N Engl J 
Med. 2002;347:347–56.  

    11.    Pearn JH, Covacevich J, Charles N, et al. Snakebite in herpetolo-
gists. Med J Aust. 1994;161:706–8.  

    12.    Johnston MA, Fatovich DM, Haig AD, et al. Successful resuscita-
tion after cardiac arrest following massive brown snake envenom-
ation. Med J Aust. 2002;177:646–9.  

             13.    Banner Jr W. Bites and stings in the pediatric patient. Curr Probl 
Pediatr. 1988;18:8–69.  

    14.    Russell FE. Snake venom poisoning in the United States. Annu Rev 
Med. 1980;31:247–59.  

            15.    Walter FG, Bilden EF, Gibly RL. Envenomations. Crit Care Clin. 
1999;15:353–86.  

    16.    Markland FS. Snake venoms and the hemostatic system. Toxicon. 
1998;36:1749–800.  

    17.    Laing GD, Clissa PB, Theakston RD, Moura-da-Silva AM, Taylor 
MJ. Infl ammatory pathogenesis of snake venom metalloproteinase- 
induced skin necrosis. Eur J Immunol. 2003;33:3458–63.  

    18.    Moura-da-Silva AM, Laing GD, Paine MJ, et al. Processing of pro- 
tumor necrosis factor-alpha by venom metalloproteinases: a 
hypothesis explaining local tissue damage following snake bite. Eur 
J Immunol. 1996;26:2000–5.  

  Fig. 51.14    Stingray ( Dasyatidae ) (Used with permission of 
Christopher P. Holstege, MD, University of Virginia, Charlottesville, 
Virginia)       

 

51 Envenomations

http://www.flmnh.ufl.edu/fish/sharks


748

    19.    Ownby CL, Colberg TR, White SP. Isolation, characterization, and 
crystallization of a phospholipase A2 myotoxin from the venom of 
the prairie rattlesnake ( Crotalus viridis viridis ). Toxicon. 1997;35:
111–24.  

    20.    Jansen PW, Perkin RM, Van Stralen D. Mojave rattlesnake enven-
omation: prolonged neurotoxicity and rhabdomyolysis. Ann Emerg 
Med. 1992;21:322–5.  

   21.    Farstad D, Thomas T, Chow T, Bush S, Stiegler P. Mojave rattle-
snake envenomation in southern California: a review of suspected 
cases. Wilderness Environ Med. 1997;8:89–93.  

   22.    Bush SP, Cardwell MD. Mojave rattlesnake (Crotalus scutula-
tus scutulatus) identifi cation. Wilderness Environ Med. 1999;
10:6–9.  

    23.    Clark RF, Williams SR, Nordt SP, Boyer-Hassen LV. Successful 
treatment of crotalid-induced neurotoxicity with a new polyspecifi c 
crotalid Fab antivenom. Ann Emerg Med. 1997;30:54–7.  

    24.    Serafi m FG, Reali M, Cruz-Hofl ing MA, Fontana MD. Action of 
 Mucrurus dumerilii carinicauda  coral snake venom on the mam-
malian neuromuscular junction. Toxicon. 2002;40:167–74.  

   25.    Alape-Giron A, Stiles B, Schmidt J, et al. Characterization of mul-
tiple nicotinic acetylcholine receptor-binding proteins and phos-
pholipases A2 from the venom of the coral snake  Micrurus 
nigrocinctus . FEBS Lett. 1996;380:29–32.  

     26.    Kitchens CS, Van Mierop LHS. Envenomation by the eastern coral 
snake ( Micrurus fulvius fulvius ): a study of 39 victims. JAMA. 
1987;258:1615–8.  

               27.    Singletart EM, Rochman AS, Camilo J, Bodmer A, Holstege CP. 
Envenomations. Med Clin N Am. 2005;89:1195–224.  

    28.    Litovitz TL, Klein-Schwartz W, Dyer KS, Shannon M, Lee S, 
Powers M. 1997 annual report of the American Association of 
Poison Control Centers Toxic Exposure Surveillance System. Am J 
Emerg Med. 1998;16:443–97.  

    29.    Tibballs J, Sutherland S, Kerr S. Studies on Australian snake ven-
oms. Part I: the haemodynamic effects of brown snake ( Pseudonaja ) 
species in the dog. Anaesth Intensive Care. 1989;17:466–9.  

   30.    Tibballs J. The cardiovascular, coagulation and haematological 
effects of tiger snake ( Notechis scutatus ) venom. Anaesth Intensive 
Care. 1998;26:529–35.  

    31.    Tibballs J, Sutherland SK. The effi cacy of heparin in the treatment 
of common brown snake ( Pseudonaja textilis ) envenomation. 
Anaesth Intensive Care. 1992;20:33–7.  

           32.    Gold BS, Barish BA. Venomous snakebites: current concepts in 
diagnosis, treatment, and management. Emerg Med Clin North Am. 
1992;10:249–67.  

    33.    Suchard JR, LoVecchio F. Envenomations by rattlesnakes thought 
to be dead. N Engl J Med. 1999;340:1930.  

     34.    Sutherland SK, Coulter AR, Harris RD. Rationalization of fi rst-aid 
measures for elapid snakebite. Lancet. 1979;1:183–6.  

    35.    German BT, Hack JB, Brewer K, et al. Pressure-immobilization 
bandages delay toxicity in a porcine model of Eastern coral snake 
( Micrurus fulvius fulvius ) envenomation. Ann Emerg Med. 
2005;45:603–8.  

    36.    Sutherland SK, Coulter AR. Early management of bites by the 
Eastern diamondback rattlesnake ( Crotalus adamanteus ): studies in 
monkeys ( Macaca fascicularis ). Am J Trop Med Hyg. 1981;30:
497–500.  

    37.    Bush SP, Green SM, Laack TA, et al. Pressure immobilization 
delays mortality and increases intracompartmental pressure after 
artifi cial intramuscular rattlesnake envenomation in a porcine 
model. Ann Emerg Med. 2004;44:599–604.  

    38.    Meggs WJ, Courtney C, O’Rourke D, Brewer KL. Pilot studies of 
pressure-immobilization bandages for rattlesnake envenomations. 
Clin Toxicol. 2010;48:61–3.  

    39.    Sutherland SK, Harris RD, Coulter AR, et al. First aid for cobra 
( Naja naja ) bites. Indian J Med Res. 1981;73:266–8.  

    40.    Markenson D, Ferguson JD, Chameides L, et al. 2010 American 
Heart Association and American Red Cross guidelines for fi rst aid. 
Circulation. 2010;122:S934–46.  

    41.    Canale E, Isbister GK, Currie BJ. Investigating pressure bandaging 
for snakebite in a simulated setting: bandage type, training and the 
effect of transport. Emerg Med Aust. 2009;21:184–90.  

    42.    Howarth DM, Southee AE, Whyte IM. Lymphatic fl ow rates and 
fi rst-aid in simulated peripheral snake or spider envenomation. Med 
J Aust. 1994;161:695–700.  

    43.   Oakley J. Managing death adder bite with prolonged pressure ban-
daging. 6th Asia-Pacifi c Congress on Animal, Plant and Microbial 
Toxins & 11th Annual Scientifi c Meeting of the Australasian 
College of Tropical Medicine, 8–12th. Cairns; 2002. p. 29.  

    44.    Jurkovich GJ, Luterman A, McCullar K, Ramenofsky ML, Curreri 
PW. Complications of crotalidae antivenin therapy. J Trauma. 
1988;28:1032–7.  

    45.    Dart RC, McNally J. Effi cacy, safety, and use of snake antivenoms 
in the United States. Ann Emerg Med. 2001;37:181–8.  

    46.    Levonas EJ. Initial experience with crotalidae polyvalent immune 
Fab (ovine) antivenom in the treatment of copperhead snakebite. 
Ann Emerg Med. 2004;43:200–6.  

    47.    Malasit P, Warrell DA, Chanthavanich P, et al. Prediction, preven-
tion, and mechanism of early (anaphylactic) antivenom reactions in 
victims of snake bites. Br Med J. 1986;292:17–20.  

    48.    Tibballs J. Premedication for snake antivenom. Med J Aust. 
1994;160:4–7.  

    49.    Premawardhena AP, de Silva CE, Fonseka M, et al. Low dose sub-
cutaneous adrenaline to prevent acute adverse reactions to antive-
nom serum in people bitten by snakes: randomised, placebo 
controlled trial. Br Med J. 1999;318:1041–3.  

    50.    Williams DJ, Jensen SD, Nimorakiotakis B, Müller R, Winkel KD. 
Antivenom use, premedication and early adverse reactions in the 
management of snake bites in rural Papua New Guinea. Toxicon. 
2007;49:780–92.  

    51.    Pumphrey RS. Lessons for management of anaphylaxis from a 
study of fatal reactions. Clin Exp Allergy. 2000;30:1144–50.  

    52.    Fan HW, Marcopito LF, Cardoso JL, et al. A Sequential randomised 
and double blind trial of promethazine prophylaxis against early 
anaphylactic reactions to antivenom for  Bothrops  snake bites. Br 
Med J. 1999;318:1451–3.  

    53.    Clark RF, Selden BS, Furbee B. The incidence of wound infection 
following crotalid envenomation. J Emerg Med. 1993;11:583–6.  

   54.    Weed HG. Nonvenomous snakebite in Massachusetts: prophylactic 
antibiotics are unnecessary. Ann Emerg Med. 1993;22:220–4.  

   55.    Blaylock RS. Antibiotic use and infection in snakebite victims. 
S Afr Med J. 1999;89:874–6.  

   56.    Kerrigan KR, Mertz BL, Nelson SJ, Dye JD. Antibiotic prophy-
laxis for pit viper envenomation: prospective, controlled trial. 
World J Surg. 1997;21:369–73.  

    57.    LoVecchio F, Klemens J, Welch S, Rodriguez R. Antibiotics after 
rattlesnake envenomation. J Emerg Med. 2002;23:327–8.  

     58.    Minton Jr SA. Bites by non-native venomous snakes in the United 
States. Wild Environ Med. 1996;4:297–303.  

    59.    Pincus SJ, Winkel KD, Hawdon GM, et al. Acute and recurrent skin 
ulceration after spider bite. Med J Aust. 1999;17:99–102.  

    60.    Isbister GK. Necrotic arachnidism: the mythology of a modern 
plague. Lancet. 2004;364:549–53.  

      61.    Saucier JR. Arachnid envenomation. Emerg Med Clin North Am. 
2004;22:405–22.  

    62.    Graudins A, Padula M, Broady K, et al. Red-back spider 
( Latrodectus hasselti ) antivenom prevents the toxicity of widow 
spider venoms. Ann Emerg Med. 2001;37:154–60.  

    63.    Vetter RS, Bush SP. The diagnosis of brown recluse spider bite is 
overused for dermonecrotic wounds of uncertain etiology. Ann 
Emerg Med. 2002;39:544–6.  

J. Tibballs et al.



749

    64.    Chippaux JP, Goyffon M. Epidemiology of scorpionism: a global 
appraisal. Acta Trop. 2008;107:71–9.  

    65.    Stawiski MA. Insect bites and stings. Emerg Med Clin North Am. 
1985;3:785–808.  

   66.    Jerrard DA. ED management of insect stings. Am J Emerg Med. 
1996;14:429–33.  

   67.    Holve S. Treatment of snake, insect, scorpion, and spider bites in 
the pediatric emergency department. Curr Opin Pediatr. 1996;8:
256–60.  

   68.    Moffi tt JE. Allergic reactions to insect stings and bites. South Med 
J. 2003;96:1073–9.  

    69.    Levick NR, Schmidt JO, Harrison J, et al. Review of bee and wasp 
sting injuries in Australia and the USA. In: Austin AD, Dowton M, 
editors. Hymenoptera. Melbourne: CSIRO Publishing; 2000.  

    70.    Solley GO, Vanderwoude C, Knight GK. Anaphylaxis due to red 
imported fi re ant sting. Med J Aust. 2002;176:521–3.  

      71.    Williamson JA, Fenner PJ, Burnett JW, et al. Venomous and poi-
sonous marine animals. Sydney: University of New South Wales 
Press; 1996.  

   72.    Nimorakiotakis B, Winkel KD. Marine envenomations. Part 1 – jel-
lyfi sh. Aust Fam Physician. 2003;32:969–74.  

   73.    Nimorakiotakis B, Winkel KD. Marine envenomations. Part 2 – 
other marine envenomations. Aust Fam Physician. 2003;32:975–9.  

   74.    Hawdon GM, Winkel KD. Venomous marine creatures. Aust Fam 
Physician. 1997;26:1369–74.  

   75.    Schwartz S, Meinking T. Venomous marine animals of Florida: 
morphology, behavior, health hazards. J Fla Med Assoc. 1997;84:
433–40.  

   76.    Pearn J. The sea, stingers, and surgeons: the surgeon’s role in pre-
vention, fi rst aid, and management of marine envenomations. 
J Pediatr Surg. 1995;30:105–10.  

    77.    Brown CK, Shepherd SM. Marine trauma, envenomations, and 
intoxications. Emerg Med Clin North Am. 1992;10:385–408.  

    78.    McGoldrick J, Marx JA. Marine envenomations; Part 1: vertebrates. 
J Emerg Med. 1991;9:497–502.  

    79.    McGoldrick J, Marx JA. Marine envenomations; Part 2: inverte-
brates. J Emerg Med. 1992;10:71–7.  

   80.    Auerbach PS. Marine envenomations. N Engl J Med. 1991;325:
486–93.  

     81.    Tibballs J. Australian venomous jellyfi sh, envenomation syn-
dromes, toxins and therapy. Toxicon. 2006;48:830–59.  

    82.      Tibballs J, Yanagihara AA, Turner HC, Winkel K. Immunological 
and toxinological responses to jellyfi sh stings. Infl amm Allergy 
Drug Targets. 2011;10:438–46.  

    83.    Burnett JW, Gable WD. A fatal jellyfi sh envenomation by the 
Portugese man-of-war. Toxicon. 1989;27:823–4.  

    84.    Stein MR, Marraccini JV, Rothschild NE, et al. Fatal Portugese 
man-of-war ( Physalia physalis ) envenomation. Ann Emerg Med. 
1989;18:312–5.  

    85.    Bengston K, Nichols MM, Schnadig V, et al. Sudden death in a 
child following jellyfi sh envenomation by Chiropsalmus quadrum-
anus. JAMA. 1991;266:1404–6.  

    86.    Grady JD, Burnett JW. Irukandji-like syndrome in South Florida 
divers. Ann Emerg Med. 2003;42:763–6.  

    87.    Little M, Mulcahy RF. A year’s experience of Irukandji envenom-
ation in far north Queensland. Med J Aust. 1998;169:638–41.  

    88.    Little M, Mulcahy RF, Wenck DJ. Life-threatening cardiac failure 
in a healthy young female with Irukandji syndrome. Anaesth 
Intensive Care. 2001;29:178–80.  

    89.    Winkel KD, Tibballs J, Molenaar P, et al. The cardiovascular 
actions of the venom from the Irukandji ( Carukia barnesi ) jel-
lyfi sh: effects in human, rat and guinea pig tissues in vitro, 
and in pigs in vivo. Clin Exp Pharmacol Physiol. 2005;32:
777–88.  

    90.    Fenner PJ, Williamson JA. Worldwide deaths and severe 
envenomation from jellyfi sh stings. Med J Aust. 1996;165:
658–61.  

    91.    Woolgar JD, Cliff G, Nair R, Hafez H, Robbs JV. Shark attack: 
review of 86 cases. J Trauma. 2001;50:887–91.  

    92.    Caldicott DGE, Mahajani R, Kuhn M. The anatomy of a shark 
attack: a case report and review of the literature. Injury. 
2001;32:445–53.  

    93.    Manire CA, Gruber SH. Anatomy of a shark attack. J Wilderness 
Med. 1992;3:4–8.    

51 Envenomations



751D.S. Wheeler et al. (eds.), Pediatric Critical Care Medicine, 
DOI 10.1007/978-1-4471-6362-6, © Springer-Verlag London 2014

                      Index 

  A 
  AAP Section of Transport Medicine (AAP-SOTM) , 447, 454  
   Abbreviated Injury Scale (AIS) , 51  
   Abdominal trauma , 415, 423  

 blunt , 426–427  
   Acetaminophen , 710–712  
   Acetylcholinesterase (AChE) , 715  
   Acidosis, metabolic , 280–281, 682, 705, 711  
   Activated charcoal (AC) , 698, 699, 701–703, 707, 708  
   Activator protein-1 (AP-1) , 255  
   Acute airway obstruction , 299  
   Acute Dialysis Quality Initiative (ADQI) group , 604, 605  
   Acute hypoxic-ischemic brain injury , 487  
   Acute kidney injury (AKI) , 283, 604  

 biomarkers of , 606, 610–612  
 future perspectives , 613  
 limitation , 612  

 parameters of 
 fl uid overload , 608–609  
 glomerular fi ltration rate , 605–607  
 serum creatinine , 607  
 serum urea , 607  
 urinalysis and microscopy , 609  
 urine chemistry and similarly derived 

indices , 609–610  
 urine output , 607–608  

 pre-renal  vs.  intrinsic/renal , 608  
   Acute lung injury (ALI) , 274, 410, 466, 668  

 epidemiology , 127–128  
 genetic polymorphisms with , 184–187  

   Acute myocardial infarction (AMI) , 610  
   Acute Physiology and Chronic Health Evaluations Score 

(APACHE) , 48–50  
   Acute renal failure.    See  Acute kidney injury (AKI) 
   Acute respiratory distress syndrome (ARDS) , 274, 410, 

466, 547, 668, 705  
 epidemiology of , 127–128  

   Acute respiratory failure , 307, 401, 681  
 defi nition , 402  
 etiologies , 402  

 diffusion impairment , 408–409  
 hypoventilation , 404–405  
 lower airway obstruction , 403–404  
 respiratory muscle insuffi ciency , 405–406  
 shunting , 407–408  
 upper airway obstruction , 402–403  
 ventilation/perfusion inequality , 406–407  

 evaluation 
 carbon dioxide retention , 409  
 oxygenation , 409  

 functional residual capacity , 403, 405, 406  
 treatment , 409–410  

   Acute stress , 595  
   Acute toxicity , 713  
   Acute tubular necrosis , 705, 742  
   Adaptive Behavior Assessment System II (ABAS II) , 52  
   Adaptive immunity 

 cellular elements , 232–233  
 and immune suppression , 464  
 immunoparalysis , 236  

   Adult learning theory , 161  
   Adult mortality scores , 50  
   Aeromedical transport 

 altitude physiology , 450–451  
 Boyle’s law , 451  
 Dalton’s Law , 450  
 Henry’s law , 451  

 safety in transport , 451–452  
   Afterload , 559  
   Agent dissemination , 646  
   Air-purifying respirators (APR) , 630  
   Airtraq Optical Laryngoscope , 339  
   Airway 

 adjuncts , 304–307  
 children  vs.  adults , 299–300  
 developmental anatomy and physiology , 299–302  
 diffi cult , 308  
 Hagen-Poiseuille’s law , 300  
 interfacility transport , 452–453  
 management , 302  

 pre-hospital , 420–421  
 simulation training , 164  

 of multiply injured child , 421  
 pharmacology , 311–316  
 positioning , 302–304  
 potential displacement area , 309  
 rapid sequence intubation , 319–320  
 tracheal extubation , 320–321  
 tracheal intubation 

 air-leak test , 320  
 airway pharmacology , 311–316  
 assessment and preparation , 308–310  
 complications , 320  
 equipment , 310–311  
 indications , 307–308  
 induction agents , 312–314  
 nasal , 318–319  
 neuromuscular blocking agents , 314–316  
 oral , 316–318  
 PICU , 307  
 pre-induction agents , 312  

   AKI.    See  Acute kidney injury (AKI) 
   Akinetic mutism , 434  
   Alcohol dehydrogenase (ADH) , 704  



752

   Alcohols, toxic ingestions 
 ethanol , 706  
 ethylene glycol , 704–705  
 isopropyl alcohol/isopropanol , 706  
 methanol , 705–706  

   ALI.    See  Acute lung injury (ALI) 
   Aliasing , 550  
   Alkalemia , 700  
   Alkaline agents , 718  
   Alkalinization , 700, 708  
   Alkalosis , 714  
   Altered mental status , 434, 696  

 coma and   ( see  Coma) 
 critically ill patients with , 309  
 heat stroke , 679  

   Alveolar-to-arterial (A-a) gradient , 406, 409  
   American Academy of Pediatrics (AAP) , 447, 449, 453  
   American Heart Association (AHA) guidelines , 274, 278, 279  
   American Society of Anesthesiologists (ASA) diffi cult airway 

algorithm , 330  
 choices , 332–333  
 problems , 330–332  

   AMI.    See  Acute myocardial infarction (AMI) 
   Amplitude-integrated EEGs , 573  
   Anaerobic glycolysis , 252  
   Anaphylactic shock , 383, 384  
   Anaphylaxis , 383–384  
   Ancillary test , 487, 488  
   Anemic shock , 389  
   Anthrax , 648  

 inhalational , 651–652  
   Anthropometrics , 580–582  
   Anticholinergic toxicity , 696  
   Anticonvulsants , 63, 67, 278, 721  
   Antidotes , 696–698  
   Antihistamines , 721  
   Antihypertensives, toxic ingestions 

 beta-blockers , 708–709  
 calcium channel blockers , 708  
 clonidine , 709  

   Anti-infl ammatory mediators , 232  
 cellular elements   ( see  Cellular elements of immune system) 
 chemokines , 233–234  
 cytokines , 233–234  
 gene expression profi ling , 234–235  
 immunoparalysis , 235–237  

   Antioxidants 
 ROS  vs.  RNS , 240  
 sepsis , 243–244  

   Antipsychotics , 706–707  
   Antivenom/antivenin therapy , 738–741  
   Anuria , 681–682  
   Apnea , 687  

 with opiates , 58  
 oral tracheal intubation , 316  
 testing , 137, 485–486  

   Apneustic breathing , 437  
   Apoptotic cells , 464  
   ARDS.    See  Acute respiratory distress syndrome (ARDS) 
   Arginine vasopressin (AVP) , 501–502  
   Aromatic hydrocarbons , 717  
   Arterial blood gas (ABG) , 522–525  
   Arterial pressure pulse waveform , 544  
   Arterial pulse contour analysis , 552–553  
   Asthma 

 epidemiology , 128–129  
 mortality rates in children , 129  

   Atropine , 312, 650, 708, 715  
 test , 491  

   Attention-defi cit/hyperactivity disorder (ADHD) , 709  
   Austere environment, medical care 

 cultural sensitivity , 641–642  
 patient care , 642–643  
 provider opportunities and readiness , 637–641  

   Autophagy , 263–264  
   AVP.    See  Arginine vasopressin (AVP) 
   Axillary vein catheterization 

 anatomy , 365  
 complications , 365  
 demographic and historical data , 363–364  
 insertion technique , 365  

   Azotemia , 607  

    B 
   Bacillus anthracis  , 651–652  
   Bacterial bioterrorism agents , 652  
   Bag-valve mask (BVM) , 420  
   Barbiturates , 487, 721  
   Bayley Development Score , 443  
   Benzatropine , 707  
   Benzodiazepines , 477, 696, 703, 708, 710  

 and opiates , 335  
   Beta-blockers, toxic ingestions , 708–709  
   Bicarbonate dilution kinetics , 587  
   Biological agents, terrorism , 645, 648–649  

 anthrax , 648  
 bacterial , 652  
 biochemical events , 646  
 bioterrorist attack , 646  
 botulinum toxin , 655–656  
 Category A Agents , 648  
 exposure, therapeutic recommendations , 647  
 historical context , 647  
 inhalational anthrax , 651–652  
 nerve agents and VX , 649–651  
 pediatric unique factors , 647–648  
 pneumonic plague , 652–653  
 smallpox , 654–655  
 tularemia , 653–654  
 weapons of mass destruction , 645–646  

   Biomarkers , 295  
 of AKI , 606, 610–612  
 emerging 

 cystatin C , 611  
 IL-18 , 611–612  
 KIM-1 , 612  
 L-FABP , 612  
 NGAL , 611  
 renal angina , 612–613  

   Bispectral (BIS) index monitoring , 572  
   Blood glucose management , 279–280  
   Blood volume fl ow measurement , 544–546  
   Blunt abdominal trauma , 426–427  
   Body mass index (BMI) , 581  
   Bone Injection Gun (BIG) , 422  
   Bone marrow transplantation (BMT) , 461–462, 613  
   Botulinum toxin 

 diagnosis and treatment , 656  
 symptoms/signs , 655  

   Brain arrest, brain death  vs.  , 482–483  
   Brain death 

 absent motor response , 484–485  
 age related adjustments , 488  

Index



753

 ancillary testing , 488  
 apnea testing , 485–486  
 atropine test , 491  
 bispectral index monitoring , 491  
  vs.  brain arrest , 482–483  
  vs.  brainstem death , 482  
 brainstem refl exes , 484, 485  
 clinical criteria for , 486  
 computed tomographic angiography , 491  
 concept of , 481–482  
 confounding factors , 486–487  
 declaration checklist , 492  
 defi nition , 482  
 demographics and etiology , 483  
 EEG for , 489  
 end-of-life care and obligations of PICU , 483  
 etiology and coma , 484  
 infl ammatory state , 500  
 legal time of death , 488  
 MRA with MRI , 490  
 neurogenic myocardial dysfunction , 499  
 neurogenic pulmonary edema , 499–500  
 neurological determination , 482–483  
 organ donation , 481–484, 488  
 organ donor , 497  
 organ donor management 

 bronchoscopy and bronchopulmonary infections , 506  
 cardiovascular performance and monitoring , 500–501  
 combined hormonal therapy , 504  
 contractility , 501  
 corticosteroids , 504  
 decisions regarding transplantability , 509  
 diabetes insipidus and hypernatremia , 502–503  
 glycemia and nutrition , 502  
 heart , 505  
 hemodynamic targets and supports , 501  
 intestine , 508  
 invasive bacterial infections , 504–505  
 kidney , 507–508  
 liver , 506–507  
 lungs , 505–506  
 optimal time of organ procurement , 508–509  
 oxygenation and ventilation strategies , 502  
 preload , 501  
 protocols and education , 508  
 standing orders for , 509–510  
 systemic vascular resistance , 501  
 thyroid hormone , 503  
 transfusion thresholds , 504  

 pathophysiology , 483–484  
 physician expertise , 487  
 physiology , 499–500  
 radionuclide angiography , 489  
 somatosensory evoked potentials study test , 491  
 subsequent clinical examinations and time intervals , 487–488  
 tests of intracerebral blood fl ow , 489  
 transcranial Doppler ultrasonography , 489  
 variability and practice controversies , 491  
 vasopressin and catecholamine sparing in , 501–502  
 4-vessel cerebral angiography , 489  

   Brain herniation , 485  
   Brain injury , 277–279  
   Brain oxygen monitoring , 575  
   Brainstem auditory-evoked response (BAER) , 674  
   Brainstem death, whole-brain death  vs.  , 482–483  
   Brainstem evoked potentials (BAEP) , 573  
   Brainstem ischemia , 499  

   Brainstem refl exes , 439–440, 484  
   Breathing, 

 multiply injured child , 421–422  
   Bronchopulmonary infections , 506  
   Bronchoscopy , 335, 337  

 infections , 506  
   Bullard Laryngoscope , 338  
   Buprenorphine , 710  
   BURP maneuver , 309, 317  

    C 
  Calcium channel blockers (CCBs) , 708  
   Calcium oxalate monohydrate (COM) crystals , 705  
   Caloric test , 485  
   Calorimetry, indirect , 585–586  
   Capillary blood gas , 529  
   Capillary leak syndrome , 464–465  
   Capnography , 274, 318  

 volumetric , 530, 531  
   Capnometry , 529  
   Carbamates, toxic ingestions , 715–716  
   Carbamazepine, toxic ingestions , 722  
   Carbon dioxide retention , 409  
   Carbon monoxide (CO), toxic ingestions , 720–721  
   Carboxyhemoglobin (COHb) , 527  
   Cardiac arrest , 665, 669, 671  

 adult , 279, 283  
 animal models , 278  
 children , 273, 274, 277, 280  
 hyperkalemia , 281  
 hypothermic patients in , 670  
 out-of-hospital  vs.  in-hospital , 272, 292  
 prognosis , 279  
 resuscitation from , 275  

   Cardiac death 
 from cocaine , 701  
 donation after , 138  

   Cardiac output measurement , 544, 554  
 arterial and mixed venous oxygen content , 549  
 arterial pulse contour analysis , 552–553  
 Doppler ultrasound , 550–551  
 dye dilution , 547–548  
 Fick principle , 548–550  
 impedance/conductance methods , 551  
 indicator dilution techniques , 544–546  
 intracardiac impedance , 552  
 lithium dilution , 548  
 oxygen consumption measurement , 549  
 presence of anatomical shunt , 549–550  
 pulmonary thermodilution , 546–547  
 thoracic impedance , 551–552  
 transpulmonary thermodilution , 547  
 transpulmonary ultrasound dilution , 547  
 vascular pressure measurement , 543–544  

   Cardiac tamponade , 381–382  
   Cardiac toxicity , 701, 707  
   Cardiogenic shock , 378, 382–383  
   Cardiopulmonary bypass (CPB), genetic polymorphisms , 

187–188  
   Cardiopulmonary resuscitation (CPR) , 669  
   Cardiovascular system 

 in drowning survivors , 668  
 dysfunction , 466  
 performance and monitoring , 500–501  
 post-resuscitation care , 275–277  
 toxicity , 721  

Index



754

   Career development in PICU , 167  
 burn-out , 172  
 developing mastery in , 167–168  
 Dreyfus model , 167–168  
 implementation science , 171–172  
 intensivist as educator , 170–171  
 job activity and , 170  
 leadership , 169–170  
 life-long learner , 167  
 mentoring , 171–172  
 quality improvement , 171  
 research , 171–172  
 skill development , 168  
 team science , 169–170  
 telemedicine , 169  
 transformational leaders , 170  
 translational research , 171–172  
 workforce and , 168–169  

   Catecholamines , 592  
 auto-oxidation , 258  
 sparing in brain death , 501–502  

   Cathartics, decontamination , 699  
   Cathinones , 703  
   Caustic agents, toxic ingestions , 718–719  
   Cell-mediated immunity , 591–592  
   Cellular dysoxia , 374, 465–466  
   Cellular elements of immune system 

 adaptive immunity , 232–233  
 chemokines , 233–234  
 cytokines , 233–234  
 innate immunity , 232  

   Cellular necrosis , 262, 373  
   Central nervous system (CNS) 

 hypoxic-ischemic brain injury , 668  
 injury , 680  
 pediatric drowning , 668–669  

   Central venous catheter (CVC) , 346  
 complications associated with 

 arterial puncture , 367  
 cervicothoracic catheters malpositions , 368  
 femoral catheters malposition , 367  
 pneumothorax , 367  

 sites , 346–347  
 types , 346–347  

   Central venous pressure (CVP) , 275–276, 501  
   Central venous vascular access , 346  

 axillary vein catheterization 
 anatomy , 365  
 complications , 365  
 demographic and historical data , 363–364  
 insertion technique , 365  

 catheter types , 346–347  
 central lines , 346  
 femoral venous catheterization 

 anatomy , 348  
 complications and risks , 352–353  
 confi rmation of placement , 351–352  
 contraindications for placement , 347–348  
 demographic and historical data , 347  
 indications for placement , 347–348  
 Seldinger technique , 349–351  

 internal jugular vein catheterization 
 anatomy , 359–360  
 complications , 362–363  
 confi rmation of placement , 362  
 demographic and historical data , 358–359  
 fi nder needle technique , 358, 362–363  
 indications for placement , 358–359  
 insertion technique , 360–362  

 percutaneous , 346, 354  
 subclavian vein catheterization 

 anatomy , 354  
 complications , 356–357  
 confi rmation of placement , 356  
 demographic and historical data , 353–354  
 indications , 354  
 insertion technique , 354–356  

 ultrasound-guided central vein catheterization , 365–367  
   Cerebral edema , 277, 440–441, 685  
   Cerebral ischemia, transient focal , 500  
   Cerebral metabolic oxygen consumption (CMRO 2 ) , 686  
   Cerebral microdialysis , 575  
   Charcoal , 700  

 activated , 703, 705, 706  
   Chelation therapy , 717  
   Chemical agents, terrorism , 645, 648–649.     See also  Biological 

agents, terrorism 
 Category A Agents , 648  
 cyanide , 651  
 exposure, therapeutic recommendations , 647  
 historical context of , 647  
 weapons of mass destruction , 645–646  

   Chemical disasters , 630  
   Chemical protective clothing (CPC) , 630  
   Chemical warfare , 647  
   Chest radiograph , 318  
   Chest trauma , 427  
   Cheyne-Stokes respiration , 437  
   Child health outcomes , 107, 108, 114  
   Cholera , 372, 639  
   Chronic Granulomatous Disease (CGD) , 241  
   Chronic liver disease , 607  
   Circulation, multiply injured child , 422  
   Classical heat stroke (CHS) , 680  
   Clonidine, toxic ingestions , 709  
   Coagulation 

 abnormalities , 282  
 and fi brinolysis , 464  

   Coagulopathy , 425, 732, 734, 741  
   Cocaine , 700–701  
   Cold calorics , 439  
   Cold injury 

 classifi cation , 685  
 clinical manifestations 

 cardiovascular , 687  
 CNS , 686–687  
 hematologic , 687  
 renal , 687  
 respiratory , 687  

 diagnosis and clinical evaluation , 687  
 epidemiology , 686  
 pathophysiology 

 molecular and cellular alterations , 685–686  
 systemic alterations , 686  

 prognosis , 688–689  
 treatment , 688  

   Cold ischemia time (CIT) , 508  
   Coma , 433  

 associated problems 
 intracranial hypertension , 440–441  
 seizures , 442  

 causes , 434–435  
 consciousness and , 434  
 diagnostic testing , 440  
 electroencephalography , 443  
 epidemiology , 433–434  
 evaluation , 435  
 evoked potentials , 443  

Index



755

 initial evaluation , 436  
 neurologic examination 

 cranial nerve examination   ( see  Cranial nerve examination) 
 GCS , 437  
 response to stimuli , 437–438  

 non-traumatic , 433–434  
 outcome prediction 

 general considerations , 442  
 neuroimaging , 443  
 neurologic exam , 443  
 neurophysiology , 443  
 scoring tools , 442–443  

 physical examination , 436–437  
 and seizures , 442  
 vegetative state and , 434, 442  

   Communications center, interfacility transport , 449–450  
   Compartment syndrome , 742  
   Compensatory anti-infl ammatory response syndrome (CARS) , 

418, 419, 464  
   Complement system , 260–261  
   Computed tomographic angiography (CTA) , 491  
   Computed tomography , 423  
   Computer assisted learning (CAL) , 118–119, 122  
   Confounding factors, brain death , 486–487  
   Congenital heart disease (CHD) , 51, 461  
   Consciousness, coma and , 434  
   Consolidated Omnibus Budget Reconciliation Act (COBRA) , 452  
   Consultative model , 78  
   Continuous oversight model , 78–79  
   Continuous positive airway pressure (CPAP) , 671  
   Continuous recording EEG (cEEG) , 572  
   Continuous renal replacement therapy (CRRT) , 609  
   Continuous venovenous hemodialysis (CVVHD) , 688  
   Contractility , 558–559  
   Core body temperature , 678  
   Corneal refl ex , 439  
   Corticosteroids , 504  
   Cough refl ex , 439–440  
   Counter-regulatory stress hormones , 592  
   2-C phenethylamines, toxic ingestions , 704  
   CPR.    See  Cardiopulmonary resuscitation (CPR) 
   Cranial nerve examination 

 eye position and motility , 439  
 fundoscopic examination , 438  
 gag refl ex , 439  
 oculocephalic and oculovestibular refl exes , 439  
 other brainstem refl exes , 439–440  
 pupillary exam , 438–439  

   Creatine kinase brain isoenzyme (CKBB) , 295  
   Creatinine 

 height index-body protein turnover , 584  
 serum , 607  

   Cricoid pressure , 274  
   Crisis Resource Management (CRM) Training 

 outcomes of , 159–160  
 principles of , 159  

   Critical care 
 defi ning population in , 126  
 providers , 279  
 services for children , 126–127  
 unit design   ( see  Pediatric critical care, architectural design) 

   Cushing’s refl ex , 499  
   CVC.    See  Central venous catheter (CVC) 
   Cyanide (CN) , 651  

 toxic ingestions , 719–720  
   Cyanomethemoglobin , 720  
   Cyanosis , 409  
   Cyclooxygenase (COX) enzymes , 714  
   Cystatin C , 606, 611  

   Cytochrome p450 mixed-function oxidase enzyme 
(CYP2E1) , 711  

   Cytokines , 233–234, 462, 463, 592  
 circulating , 234  

   Cytomegalovirus (CMV) , 504  
   Cytopathic dysoxia , 465  
   Cytopathic hypoxia , 243, 374  

    D 
  Damage-associated molecular patterns (DAMPs) , 462, 463  
   Damage control (DC) surgery , 425–426  
   Danger-associated molecular patterns (DAMPs) , 262, 591  
   Dead Donor Rule , 479  
   Decontamination 

 nerve agents , 649–650  
 and pediatric considerations , 631–632  
 pneumonic plague , 653  
 smallpox (variola) , 654–655  
 toxic ingestions , 698  

 activated charcoal , 699  
 cathartics , 699  
 enhanced elimination , 699  
 forced diuresis , 700  
 gastric , 698  
 hemodialysis , 700  
 hemoperfusion , 700  
 intravenous lipid emulsion , 700–701  
 ocular , 698  
 surface , 698  
 urine alkalinization (ion trapping) , 700  
 WBI , 699  

   Deferoxamine , 717  
   Dehydration , 380  
   Delirium , 434  
   Deming’s system of profound knowledge , 86  
   Dengue fever , 639  
   Dengue shock syndrome (DSS) , 378  
   Departmental gross square feet (DGSF) , 21  
   Depression 

 CNS , 702, 706, 722  
 myocardial , 69  
 respiratory , 709  

   1-desamino-8-D-arginine vasopressin, or desmopressin 
(DDAVP) , 503  

   Dexmedetomidine , 335  
   Dextromethorphan, toxic ingestions , 704  
   Diabetes insipidus , 502–503  
   Diastolic function , 559  
   Diffi cult airway , 308  

 management , 329, 330  
 conditions association with , 330  
 equipment , 336–341  
 pharmacologic management , 335–336  
 physical examination , 330  
 preparation , 333  
 principles , 330–333  
 sedation regimens for , 335  
 systems management , 341  
 tracheal extubation in child with , 341–342  
 tracheal intubation tools , 337–341  
 unanticipated , 341  
 ventilation adjuncts , 336–337  
 venue , 333–335  

   Dihydropyridines , 708  
   Diphenhydramine , 707, 722  
   Diptheria, treatment , 639  
   Disaster Medical Assistance Teams (DMATs) , 624  
   Disseminated intravascular coagulation (DIC) , 464  

Index



756

   Distributive shock , 378, 383–384  
   Diuresis , 506  

 forced , 700  
   DNA microarray analysis , 686  
   Dobutamine , 391–392  
   Donation after cardiac death (DCD) , 479  
   Do-not-attempt-resuscitation (DNAR) , 135, 136  
   Dopamine , 390–391  
   Doppler ultrasound , 365  

 cardiac output measurement , 550–551  
   Dorsal root ganglia (DRG) , 678  
   Doubly labeled water (DLW) technique , 590  
   Douglas bag method , 587  
   Dreyfus model , 167–168  
   Drowning 

 in older children and adolescents , 667  
 pediatric   ( see  Pediatric drowning) 
 predicting long-term outcome , 672  

   Drugs 
 infl uencing monitoring , 592  
 interactions , 63  

 drug-disease interactions , 69–70  
 drug-drug interactions , 63–64  
 drug-enteral formula interactions , 69  
 drug-food interactions , 69  
 herbal-drug interactions , 68  
 pharmaceutical interactions , 68–69  
 pharmacodynamics interactions , 67  

 recreational , 701  
 safety , 70–71  

   Dual-energy X-ray absorptiometry (DEXA) , 590  
   Dye dilution, cardiac output measurement , 547–548  
   Dysoxia, cellular , 465–466  

    E 
  Ecchymosis , 732, 733, 735  
   Echocardiography , 551  
   E-COVX , 586, 587  
   EEG.    See  Electroencephalography (EEG) 
   EHS.    See  Exertional heat stroke (EHS) 
   Electrical velocimetry , 552  
   Electroencephalography (EEG) , 294–296, 673  

 bispectral index monitoring , 572–573  
 brain death , 489  
 coma and , 443  
 neurological monitoring , 572–573  

   Electrolyte, management , 280–281  
   Electrophysiological monitoring , 571  
   Emergency departments (EDs) 

 management , 624  
 multiply injured child , 421–423  

 quality of care , 76, 77  
 telemedicine in , 76–77  

   Emergency Medical Treatment and Active Labor Act 
(EMTALA) , 135, 452  

   Emergency preparedness, mass casualty , 622–623  
 community/local government , 623  
 federal government , 624–625  
 hospital , 622–623  
 public health , 625  
 state government , 623–624  

   Emergency Support Function (ESF) , 624  
   End of life care 

 medication at , 135–136  
 provision , 135  

   Endothelial dysfunction, reperfusion injury , 258–260  

   Endothelial nitric oxide synthase (eNOS) , 241  
   Endotracheal intubation (ETI) 

 bag-valve mask  vs.  , 420  
 in ED , 421  

   End-tidal CO 2  (Et-CO 2 ) monitoring , 529–531  
   Energy expenditure 

 bicarbonate dilution kinetics , 587  
 pediatric experience , 588  
 predictive equations , 587–588  

   Envenomations 
 bees, wasps, and ants , 745  
 brown snake , 731–732  
 Irukandji jellyfi sh , 746  
 jellyfi sh , 745  

 box , 745–746  
 irukandji , 745–746  
  Physalia  , 746  

 lionfi sh , 746, 747  
 management plan for snake , 736  

 antivenom/antivenin therapy , 738–741  
 monitoring , 741  
 resuscitation and stabilization , 736–738  
 secondary management and follow-up care , 741–742  

 scorpions , 744–745  
 shark attacks , 747  
 spiders , 742  

 black widow , 743, 744  
 brown recluse , 743, 744  
 funnel-web , 742–743  
 red-back , 742–744  

 venomous marine animals , 745  
 blue-ringed octopus , 746  
 jellyfi sh , 745–746  
 stinging fi sh , 746–747  
 stingray , 746, 747  
 venomous cone shells , 747  

 venomous snakes , 730–731  
 brown snake , 731–732  
 clinical manifestations , 732–734  
 coagulopathy , 732, 734, 741  
 identifi cation of snake , 735  
 metalloproteinases , 732  
 mojave rattlesnake , 732  
 pit-vipers , 730, 732  
 sea-snake bite , 742  
 snake venoms and toxins , 731–732  
 systemic symptoms , 733, 734  
 and toxins , 731–732  
 uncommon and exotic snake bites , 742  
 venom detection kit , 735  

 venomous snakes, management , 736  
 antivenin administration , 740  
 antivenom therapy , 738–741  
 monitoring , 741  
 pressure-immobilization bandage , 737  
 resuscitation and stabilization , 736–738  
 secondary management and follow-up care , 741–742  

   Epidemics preparedness, mass casualty , 634–635  
   Epidemiology 

 of critical illness , 125–126  
 children receiving critical care services , 126–127  
 defi ning population in critical care , 126  
 hospital mortality , 126–127  
 MV and ARDS/ALI , 127–128  
 of sepsis , 128  
 of status asthmaticus , 128–129  

 of palliative care patients , 142  

Index



757

   Epigenetics, as signal transduction regulator , 225  
   Epiglottis , 301  
   Epilepsy , 245–246  
   Epinephrine , 392  
   E-selectin , 259  
   Esmolol , 312  
   Ethanol, toxic ingestions , 706  
   Ethyl cysteinate dimer (ECD) , 489  
   Ethylene glycol (EG), toxic ingestions , 704–705  
   ETI.    See  Endotracheal intubation (ETI) 
   Euthyroid sick syndrome , 283  
   Evaporative heat loss , 678  
   Evidence-based clinical practice (EBCP) , 150, 152  

 challenges , 155  
 JAMA Evidence , 155  

   Evidence-based medicine (EBM), in PICU , 149  
 approaching , 151–155  
 clinical scenario , 149–150  
 confi dence interval , 154  
 critical appraisal , 154  
 hyperosmolar therapy , 153, 154  
 information overload , 153  
 intensive care monitor , 153  
 JAMA Evidence , 155  
 need for , 150–151  
 primary validity criteria , 152  
 process , 151–155  
 PubMed , 153  
 randomized controlled trial , 151  
 systematic approach , 153  

   Exertional heat stroke (EHS) , 680–682  
   Extra-corporeal life support (ECLS) , 395  
   Extracorporeal membrane oxygenation (ECMO) , 454, 483, 525, 688  

    F 
  Failure Modes and Effects Analysis (FMEA) , 88  
   Family centered care , 38  

 and interfacility transport , 453  
   Family-centered communication , 143–144  
   Family Planning Act , 134  
   Fast-fl ush test , 544  
   Federal Emergency Management Agency (FEMA) , 623  
   Federal government emergency preparedness , 624–625  
   Femoral venous catheterization 

 anatomy , 348  
 complications and risks , 352–353  
 confi rmation of placement , 351–352  
 contraindications for placement , 347–348  
 demographic and historical data , 347  
 indications for placement , 347–348  
 malposition , 367  
 Seldinger technique , 349–351  

   Fenton reaction , 240  
   Fibrinolysis, coagulation and , 464  
   Fick principle , 548–549  

 indirect , 550  
 for oxygen consumption measurement , 549  

   Flow-time scalars , 533–535  
   Flow-volume (FV) loops , 537–539  
   Fluid overload , 608–609  
   Fluid resuscitation , 385  

 multiply injured child , 422  
 use of , 388  
 and vasoactive medications , 382  

   Fluid therapy, shock and , 388  
   Focused abdominal sonography for trauma (FAST) , 423  

   Folinic acid , 706  
   Fomepizole , 705, 706  
   Fourier analysis , 543  
   Fractional excretion of sodium (FE Na ) , 609–610  
   Fractional excretion of urea (FE Urea ) , 610  
    Francisella tularensis  , 653–654  
   Functional Status Scale (FSS) , 52  

    G 
  Gag refl ex , 439  
   γ-aminobutyric acid (GABA) , 722  
   Gamma-butyrolactone (GBL) , 702  
   Gamma-hydroxybutyrate (GHB), toxic ingestions , 702  
   Gas exchange, respiratory monitoring , 522  
   Gas mask-type respirators , 630  
   Gastric decontamination, toxic ingestions , 698  
   Gastric tonometry , 556  
   Gene expression profi ling , 234–235  

 sequential model , 234, 235  
 simultaneous model , 234, 235  

   Genes , 206–211  
   Genetic polymorphisms , 177–178  

 acute respiratory distress syndrome , 184  
 with ALI , 184–186  
 anti-infl ammatory cytokines , 187  
 in cardiopulmonary bypass , 187–188  
 CFTR , 186–187  
 DNA fragments , 178  
 genetic variation in genes   ( see  Genetic variation in genes) 
 GWAS , 187  
 hybridization , 178  
 leukocyte Fc ©  receptors , 181, 182  
 limitations and study design issues , 190  
 in lung injury , 184–187  
 mannose binding lectin , 181–183  
 pathogen-associated molecular patterns (PAMPs) , 180  
 pharmacogenomics , 188–190  
 polymerase chain reaction (PCR) technique , 178  
 polymorphic sites , 178  
 pro-infl ammatory cytokines , 187  
 in respiratory failure , 184–187  
 and risk of thrombosis , 188  
 in sepsis , 179–182  
 single nucleotide polymorphisms , 178  
 techniques involved in , 178–179  
 using DNA microarrays , 179  
 venous thromboembolism (VTE) , 188  

   Genetic variation in genes , 177, 180–184  
 angiotensin I converting enzyme , 184  
 mitochondrial genome , 183  
 multi-organ system failure , 183, 184  
 plasminogen activator inhibitor 1 , 184  
 TNF-‹ , 183  

   Genome-wide association studies (GWAS) , 204–205  
   Genome-wide expression profi ling , 206–209  
   Genomics 

 in critical illness , 203  
 acute lung injury , 204  
 branches of “omics,” 211 
 comparative , 209–210  
 epigenetics , 210–211  
 gene association studies , 204–206  
 genome-wide association studies , 204–205  
 genome-wide expression profi ling , 206–209  
 interleukin-8 , 207–208  
 linkage disequilibrium , 204  

Index



758

 Genomics ( cont .) 
 lipidomics , 211  
 metabolomics , 211  
 metalloproteinase-8 , 207  
 microarray technology , 206, 207  
 NGAL as biomarker for AKI , 209  
 pharmacogenomics , 211  
 polymorphisms , 204, 205, 211  
 proteomics , 209  
 septic shock , 208–209  
 single nucleotide polymorphism , 204  
 SIRS , 207  
 TLR4 as LPS receptor , 209–210  
 transcriptomics , 206, 209, 211  

 of drug response , 188–190  
   Glasgow Coma Scale (GCS) , 294  

 score , 437, 438, 443, 484, 570, 571, 669, 672  
   Glasgow-Pittsburgh Cerebral Performance Category scale , 292  
   Glidescope Cobalt , 338–339  
   Glomerular fi ltration rate (GFR) , 59, 605–607  
   Glucose control , 591  
   Glycemia , 502  
   Glycopenic shock , 384  
   Granulocyte macrophage colony-stimulating factor 

(GM-CSF) , 236, 237  
   Gut mucosal barrier dysfunction , 466  

    H 
  Halogenated hydrocarbons , 717  
   Han scale , 331–332  
   Healthcare providers, in quality improvement , 84–85  
   Health-care quality 

 defi nition , 83–84  
 as priority for PICU , 85–86  

   Health-related quality of life (HRQOL) , 109–110, 112–113  
   Heart diseases, congenital , 461  
   Heart transplantation , 505  
   Heat illnesses 

 biochemical and cellular alterations , 679–680  
 classifi cation , 679  
 clinical manifestations 

 cardiovascular , 681  
 CNS , 681  
 gastrointestinal , 681  
 renal , 681–682  
 respiratory , 681  
 skin , 681  

 cooling , 682–684  
 diagnosis and clinical evaluation , 682  
 end-organ support , 684–685  
 epidemiology , 680–681  
 laboratory fi ndings , 683  
 pathophysiology , 679  
 prognosis , 685  
 systemic alterations , 680  
 thermoregulation , 677–679  
 treatment , 682  

   Heat injury , 679  
   Heat shock proteins (HSPs) , 263, 680  
   Heat stress , 679  
   Heat stroke , 679  

 classical , 680  
 cooling techniques , 682–684  
 diagnosis , 682  
 exertional , 680  
 laboratory fi ndings , 683  

   Heat transfer , 678  
   Hemodialysis , 705, 706  

 for toxins and drugs , 700  
   Hemodynamic monitoring 

 cardiac output , 557  
 afterload , 559  
 contractility , 558–559  
 diastolic function , 559  
 heart rate , 557  
 measurement   ( see  Cardiac output measurement) 
 preload  vs.  volume responsiveness , 557–558  

 fl ow measurement adequacy , 554  
 blood lactate , 556  
 mixed venous oxygen saturation , 554–556  
 near infrared spectroscopy , 556  

 regional perfusion meaurement 
 capillary refi ll , 557  
 optical monitoring methods , 556–557  
 tissue PCO 2  monitoring using tonometry , 556–557  

   Hemodynamics 
 instability , 462  
 management , 468  

   Hemoperfusion , 700  
   Hemorrhagic shock , 255, 380, 416  
   Hemorrhagic shock encephalopathy syndrome 

(HSES) , 680–682  
   Hemotoxins , 732  
   Hepatic proteins , 582  
   Hepatomegaly , 681  
   Hepatotoxicity , 703  
   Herniation , 430–440  

 brain , 485  
 syndromes , 441  
 triggers , 499  

   High frequency oscillatory ventilation (HFOV) , 275  
   High mobility group protein (HMGB1) , 462  
   Histamine-like factors , 731  
   Histone modifi cations , 226  
   H1N1 pandemic infl uenza virus , 660–661  
   Hofmann elimination , 314  
   Horner’s syndrome , 438  
   Hospital-acquired infections (HAIs) , 90  
   Hospital Emergency Incident Command System (HEICS) , 626  
   Hospital emergency preparedness , 622–623  
   HRQOL.    See  Health-related quality of life (HRQOL) 
   Hydrocarbons, toxic ingestions , 717–718  
   Hydrocephalus , 440  
   Hydrocortisone in shock , 394–395  
   Hydrocyanic acid (HCN) gas , 719  
   Hydrogen sulfi de (H 2 S), endogenous production , 264  
   Hydroxocobalamin , 719, 720  
   Hydroxyethyl starch (HES) , 423  
   Hypercapnia , 671  
   Hypercarbia , 402, 404–406, 522  
   Hyperglycemia , 502  

 stress-induced , 591  
   Hyperinfl ation , 403  
   Hyperkalemia , 281, 682  
   Hypermetabolism , 465  
   Hypernatremia , 502–503  
   Hypertension , 701, 709  

 coma and , 437  
 systemic , 668  

   Hyperthermia , 679–681, 702  
 coma and , 436  

   Hypocalcemia , 281  
   Hypoglycemia , 280  

Index



759

   Hypokalemia , 487, 714  
   Hypometabolism, MODS , 465  
   Hyponatremia , 703, 722  
   Hypoperfusion, multiple trauma , 416–417  
   Hypotension , 709  

 coma and , 437  
 from TCA , 707  

   Hypothermia , 486, 668, 685  
 coma and , 436–437  
 effects of , 686  
 malignant , 684  
 mammalian “dive refl ex,” 668 
 mild , 687  
 mortality of accidental , 688–689  
 trauma , 425  

   Hypoventilation, acute respiratory failure , 404–405  
   Hypovolemic shock , 372, 378–380  
   Hypoxemia , 402, 408, 410, 522  

 clinically signifi cant , 404  
 etiology , 406  
 multiple trauma , 416–417  

   Hypoxia , 252, 555, 668, 719  
   Hypoxia-inducible factor-1 (HIF-1) , 263  
   Hypoxic-ischemic brain injury , 277, 665, 668  

 BAER in , 674  
   Hypoxic-ischemic encephalopathy (HIE) , 435, 436, 672  
   Hypoxic pulmonary vasoconstriction (HPV) , 406–407  

    I 
  ICAMs.    See  Intercellular adhesion molecules (ICAMs) 
   ICP.    See  Intracranial pressure (ICP) 
   ICS.    See  Incident Command System (ICS) 
   IJV catheterization.    See  Internal jugular vein (IJV) catheterization 
   ILE.    See  Intravenous lipid emulsion (ILE) 
   Immediately dangerous to life and health (IDLH) , 630  
   Immersion 

 therapy , 683  
 in water, physiologic effects , 667  

   Immune system 
 adaptive , 464  
 cellular elements   ( see  Cellular elements of immune system) 
 immune suppression , 464  
 infl ammation and , 463  
 innate   ( see  Innate immune system) 

   Immunoparalysis 
 adaptive immunity , 236  
 innate immunity , 235–236  
 reversal of , 236  
 tipping scales , 237  

   Incident Command System (ICS) 
 hospital emergency , 626  
 implementation of , 626  
 principles for adequate operation , 625–626  

   Indicator dilution techniques , 544–546  
   Indirect calorimetry , 585–586  
   Inducible nitric oxide synthase (iNOS) , 465  
   Infection 

 bronchopulmonary , 506  
 bronchoscopy , 506  
 control 

 inhalational anthrax , 651–652  
 pneumonic plague , 653  
 smallpox , 654–655  
 tularemia , 654  

 defi nition , 458  
 HAIs , 90  

   Infl ammatory response in critical illness , 231–232  
 circulating cytokine levels , 234  
 gene expression profi ling , 234–235  

   Infl uenza 
 molecular description of , 659  
 pandemic   ( see  Pandemic infl uenza) 

   Inhalation abuse , 717–718  
   Inhalational anthrax 

 chest radiograph of patient with , 652  
 signs/symptoms , 651  
 treatment , 652  

   Initial hospital management , 628  
   Injury Severity Score (ISS) , 51  
   Innate immune system , 180, 464  

 activation , 462  
 cellular elements , 232  
 immunoparalysis , 235–236  

   Inotropes , 390  
   Intensive care unit (ICU) 

 adverse events , 157–158  
 costs and cost-effectiveness , 79  
 design   ( see  Pediatric critical care, architectural design) 
 design competition , 18–21  
 history and statistics , 17  
 incidence , 126  
 mechanical ventilation and , 127  
 medical error in , 157–158  
 mortality , 76, 78, 79  
 in multiply injured child , 424–426  
 outcomes , 75  
 pediatric , 128  
 quality of care , 75  
 regionalization , 75, 76  
 telemedicine for children hospitalized in , 77–78  
 in United States , 75–76  

   Intercellular adhesion molecules (ICAMs) , 260  
   Interfacility transport 

 aeromedical transport considerations 
 altitude physiology , 450–451  
 safety in transport , 451–452  

 communications center , 449–450  
 critically ill/injured child , 452–453  
 equipment , 449  
 family centered care and , 453  
 future of pediatric transport , 454  
 historical perspective , 447–448  
 medicolegal issues , 452  
 modes of transport , 450  
 quality improvement , 454  
 teams 

 medical director , 448  
 transport coordinator , 448  
 transport team personnel , 448–449  

 training and education , 449  
 unique situations , 453–454  

   Interleukin-18 (IL-18) , 611–612  
   Internal jugular vein (IJV) catheterization 

 anatomy , 359–360  
 complications , 362–363  
 confi rmation of placement , 362  
 demographic and historical data , 358–359  
 fi nder needle technique , 358, 362–363  
 indications for placement , 358–359  
 insertion technique , 360–362  
 SCM and , 359, 361  

   Intestine transplantation , 508  
   Intracerebral blood fl ow test , 489  

Index



760

   Intracranial pressure (ICP) , 499, 500  
 coma and , 440–441  
 monitoring , 570–571, 671  

   Intrapulmonary shunting , 407–408  
   Intravenous lipid emulsion (ILE) , 700–701  
   Intubation 

 awake  vs.  anesthetized , 332–333  
 diffi cult , 308, 332  
 laryngeal masks as , 340–341  
 non-invasive  vs.  invasive technique for , 333  
 in sniffi ng position , 303, 304  
 tracheal   ( see  Tracheal intubation) 

   Iron toxicity , 716–717  
   Irukandji syndrome , 746  
   Ischemia , 251, 668  

 brainstem , 499  
 calcium overload during , 252–253  
 cellular and molecular defense mechanisms , 262  

 autophagy , 263–264  
 endogenous hydrogen sulfi de production , 264  
 heat shock response , 263  
 hypoxia-inducible factor-1 , 263  
 ischemic preconditioning response , 264–265  
 RISK pathway , 263  

 clinical conditions , 252  
 energy failure during , 252–253  
 metabolic derangements 

 alteration of oxygen supply , 252  
 energy failure and calcium overload , 252–253  

 mitochondria and , 252  
 prolongation of , 612  
 and reperfusion injury   ( see  Reperfusion injury) 
 transient focal cerebral , 500  

   Ischemic preconditioning response , 264–265  
   Ischemic shock , 385  
   Isopropyl alcohol/isopropanol , 706  

    J 
  Jamshidi needle , 422  
   Jugular venous oxygen saturation (SjvO 2 ) monitoring , 574  

    K 
  Ketamine , 69, 335, 420  

 side effects , 314  
 toxic ingestions , 703–704  

   Ketogenic diet , 246  
   Kidney function monitoring, in PICU 

 emerging biomarkers 
 cystatin C , 611  
 IL-18 , 611–612  
 KIM-1 , 612  
 L-FABP , 612  
 NGAL , 611  
 renal angina , 612–613  

 markers of AKI , 610–612  
 parameters of AKI 

 fl uid overload , 608–609  
 glomerular fi ltration rate , 605–607  
 serum creatinine , 607  
 serum urea , 607  
 urinalysis and microscopy , 609  
 urine chemistry and similarly derived 

indices , 609–610  
 urine output , 607–608  

   kidney injury molecure-1 (KIM-1) , 612  
   Kidney transplantation , 507–508  
   Kussmaul respirations , 437  

    L 
  Lactate 

 shock and , 387–388  
 shuttle concept , 556  

   Lactic acidosis , 554, 556, 685  
   Laryngeal mask airway (LMA) , 332  

 as intubation conduits , 340–341  
 supraglottic airways and , 336–337  

   Laryngoscopy 
 direct , 337  
 optical , 338  
 video/indirect , 338  

   Law, pediatric critical care , 11  
 civil legal exposure , 12  
 Daubert standard , 13–14  
 electronic data from EHR , 14–15  
 False Claims Act , 14  
 Frye standard , 13  
 issues , 14  
 medical malpractice , 13–14  
 medico-legal civil liability , 12–13  
 PRISM Score , 15  
 standard of care , 12–14  

   Left ventricular outfl ow tract (LVOT) obstruction , 382  
   Leukocyte rolling , 259–260  
   Levetiracetam , 722  
   Levosimendan , 276–277  
   L-FABP , 612  
   Life support, withdrawal.    See  Withdrawal of life support 
   Lipid peroxidation , 245, 254  
   Liquefaction necrosis , 718  
   Lithium dilution , 548  
   Liver 

 dysfunction , 592  
 transplantation , 506–507  

   LMA.    See  Laryngeal mask airway (LMA) 
   Locked-in syndrome , 434  
   Lower airway obstruction , 403–404  
   Lung protective ventilation , 468  
   Lungs transplantation , 505–506  
   Lymphocytes , 232–233, 236  
   Lymphopenia , 464, 467, 591–592  

    M 
  Macroglossia , 309  
   Macromolecules , 609  

 bioactivity , 239  
 damage , 254–255  
 hepatocyte , 711  

   Magnetic resonance spectroscopy (MRS) , 673  
 bispectral index monitoring , 575  
 proton , 575  

   Maintenance of Certifi cation (MOC) program , 85  
   Malaria 

 treatment , 639  
 WHO criteria for severe , 638  

   Malnutrition 
 criteria for relative risk for , 581  
 functional tests , 592  
 nutritional status , 582  

Index



761

   Mandibular hypoplasia , 309  
   Mannose binding lectin (MBL) , 181–183  
   MAPK phosphatases (MKPs) , 225  
   Mass casualty and disaster medicine 

 alternate care sites , 632  
 children related to terrorism and disasters , 632  

 biologic, chemical, radiologic and trauma vulnerabilities , 633  
 health care needs , 633–634  
 mental health vulnerabilities , 633  

 communication and information technology issues , 632  
 crisis standards of care , 632  
 emergency preparedness , 622–623  

 community and/or local government , 623  
 federal government , 624–625  
 hospital , 622–623  
 public health , 625  
 state government , 623–624  

 epidemics and pandemics preparedness , 634–635  
 hospital based decontamination and pediatric considerations , 

631–632  
 incidents , 625  

 casualties’ fl ow within hospital , 626  
 communication and manpower control , 629  
 Incident Command System , 625–626  
 information center and public relations , 629  
 initial hospital management , 628  
 operating room , 629  
 patient triage , 627–628  
 re-assessment phase , 629  
 secondary transport , 629  
 use of radiology , 629  

 pediatric disasters preparedness , 634  
 personal protective equipment , 629–630  
 terrorism preparedness , 635  

   Matrix metalloproteinases (MMP) , 262  
   Mean cerebral blood fl ow velocity (MCBFV) , 574  
   Mechanical ventilation (MV) , 409–410  

 epidemiology , 127–128  
 incidence , 127  
 of multiply injured child , 421–422  
 pressure-control and volume-control mode , 533  

   Medical errors , 83, 88  
 error-based surveillance , 88–89  
 error-proofi ng method , 95  

   Medical malpractice , 13–14  
   Medico-legal civil liability 

 electronic data from EHR , 14–15  
 medical malpractice , 13–14  
 for pediatric critical physicians , 12–13  

   Melatonin , 244  
   Meningococcemia , 464  
   Meperidine , 477  
   Metabolic acidosis , 280–281, 425, 682, 705, 711  
   Metabolic monitor , 549, 585–587  
   Methanol, toxic ingestions , 705–706  
   Methemoglobin (Met-Hb) , 527, 528  
   Methemoglobinemia 

 nitrite-induced , 720  
 toxic ingestions , 722–723  

   3,4-Methylenedioxymethamphetamine (MDMA) , 702–703  
   3,4-Methylenedioxy-N-ethylamphetamine (MDEA) , 702  
   Methylenedioxypyrovalerone (MDPV) , 703  
   4-Methylmethcathinone (mephedrone) , 703  
   Microdialysis, cerebral , 575  
   MicroRNA , 226  
   Microvascular barrier , 464  

   Minimally conscious state , 434  
   Mitochondrial dysfunction, in sepsis , 243  
   Mitochondrial permeability transition pore (mPTP) , 245  
   Mitochondrial respiration, regulation of , 241–242  
   Mitogen-activated protein kinase (MAPK) , 255–256  

 pathway , 222  
 ERK , 223–224  
 JNK , 223  
 p38 family of , 222–223  

   Models in end stage liver disease (MELD) , 507  
   MODS.    See  Multiple organ dysfunction syndrome (MODS) 
   MRS.    See  Magnetic resonance spectroscopy (MRS) 
   MT.    See  Multiple trauma (MT) 
   Mucopolysaccharidoses , 310  
   Multiple organ dysfunction (MOD) , 109, 128  
   Multiple organ dysfunction syndrome (MODS) , 418–420  

 adaptive immunity and immune suppression , 464  
 cellular dysoxia , 465–466  
 coagulation and fi brinolysis , 464  
 congenital heart diseases , 461  
 epidemiology , 459–460  
 etiology , 461  
 general supportive care , 467  
 hemodynamic management , 468  
 hyper and hypometabolism , 465  
 incidence and mortality , 460  
 infl ammation and immune system , 463  
 lung protective ventilation , 468  
 multiple trauma , 461  
 neuroendocrine response , 465  
 nutritional support , 467  
 organ dysfunctions , 466–467  
 organ therapeutic management , 467  
 outcome , 467  
 pathogenesis , 462–466  
 pathophysiology , 463  
 pediatric   ( see  Pediatric MODS) 
 primary and secondary , 459  
 renal failure management , 468  
 risk factor , 460  
 scoring systems , 459  
 sepsis , 461, 464  

 and tissue injury , 462–463  
 solid organ/bone marrow transplantations , 461–462  
 withdrawal of curative care , 468  

   Multiple organ system dysfunction (MODS) , 273  
   Multiple organ system failure , 183, 184, 418–420, 459, 464, 583  
   Multiple trauma (MT) , 413, 461  

 age distribution , 415  
 blunt abdominal trauma , 426–427  
 Center for Disease Control data , 414  
 clinical implications , 420  
 computed tomography scan , 423  
 emergency department management , 421–423  
 focused abdominal sonography for trauma scan , 423  
 hypoperfusion , 416–417  
 hypoxemia , 416–417  
 imaging , 423–424  
 incidence , 415–416  
 injury patterns , 415  
 intensive care unit , 424–426  
 mechanisms of injury , 415  
 MODS , 419–420  
 MOF , 419–420  
 mortality and morbidity , 414  
 MRI , 423  

Index



762

 Multiple trauma ( cont .) 
 neuroendocrine and metabolic stress response , 417–418  
 pre-hospital care , 420–421  
 reperfusion injury , 417  
 systemic infl ammatory response , 418–419  
 thoracic injury , 427–428  
 tissue hypoxia , 416–417  
 WHO report , 414  

   Muscarinic effects , 715  
   Mydriasis , 722  
   Myocardial dysfunction , 272, 275  

 neurogenic , 499  
 vasoactive agents for post-resuscitation , 276  

   Myocardial necrosis , 499  
   Myocardial stunning , 275  
   Myoglobinuria , 734, 741  

    N 
  N-acetylaspartate (NAA) , 295, 575  
   N-acetylcysteine (NAC) , 711–713  
   N-acetyl-p-aminophenol (APAP) , 710, 711  
    N -acetyl- p -benzoquinoneimine (NAPQI) , 711  
   Nalmefene , 710  
   Naloxone , 704, 709  
   Nasal airway , 300, 301, 309  
   Nasal tracheal intubation , 318–319  
   Nasopharyngeal airways , 306–307  

 insertion , 336  
 modifi ed , 336  

   National Registry of Cardiopulmonary Resuscitation 
(NRCPR) , 292  

   Near-infrared spectroscopy (NIRS) , 277, 556  
 bispectral index monitoring , 574–575  

   Necrosis 
 acute tubular , 705, 742  
 cellular , 262, 373  
 liquefaction , 262, 373, 718  
 myocardial , 499  

   Negative pressure pulmonary edema.    See  Post-obstructive 
pulmonary edema (POPE) 

   Neonatal Resuscitation Program (NRP) , 160, 449  
   Nerve agents 

 decontamination/isolation , 649–650  
 mechanism of action , 649  
 signs/symptoms and diagnosis , 649  
 treatment , 650–651  

   Neuroendocrine response, MODS , 465  
   Neurogenically stunned myocardium , 499  
   Neurogenic myocardial dysfunction , 499  
   Neurogenic pulmonary edema , 499–500  
   Neurogenic shock , 383, 384  
   Neurological monitoring 

 bispectral index monitoring , 572  
 assessments of blood fl ow and/or metabolism , 573  
 brain oxygen monitoring and cerebral microdialysis , 575  
 electroencephalography , 572–573  
 evoked potentials , 573  
 jugular venous oxygen saturation , 574  
 MR spectroscopy , 575  
 near-infrared spectroscopy , 574–575  
 serum markers of neurological injuries , 576  
 transcranial Doppler ultrasonography , 574  
 xenon cerebral blood fl ow determination , 573  

 electrophysiological monitoring , 571  
 intracranial pressure monitoring , 570–571  
 neuromonitors , 570  
 physical examination , 570  

   Neurologic examination, coma 
 cranial nerve examination   ( see  Cranial nerve examination) 
 GCS , 437  
 response to stimuli , 437–438  

   Neuromarkers , 576  
   Neuromonitors , 570, 574  
   Neuromuscular blockade , 136, 335–336  
   Neuromuscular blocking agents (NMBs) , 314–316  
   Neuromuscular syndromes , 466  
   Neuronal nitric oxide synthase (nNOS) , 241  
   Neuron-specifi c enolase (NSE) , 295, 296  
   Neutrophil gelatinase-associated lipocalin (NGAL) , 209, 611  
   Neutrophil infi ltration , 258–260  
   Nicotinic effects , 715  
   NIRS.    See  Near-infrared spectroscopy (NIRS) 
   Nitric oxide (NO) 

 endogenous and exogenous , 241  
 endothelial relaxation and adherence properties , 241  
 and nitrosative stress , 257–258  
 research , 240  

   Nitric oxide synthase (NOS) , 257  
 non-selective  vs.  selective inhibitors , 244  
 subtypes , 240–242  

   Nitrite-induced methemoglobinemia , 720  
   Nitrosative stress 

 nitric oxide , 257–258  
 endogenous  vs.  exogenous , 241  
 research , 240  

 reperfusion injury , 253–256  
 direct , 254–255  
 indirect , 255–256  

 ROS and RNS , 239–240  
 antioxidants , 240  
 epilepsy , 245–246  
 immune responses , 241  
 mitochondrial respiration regulation , 241–242  
 physiologic function , 241  
 redox homeostasis , 241  
 sepsis   ( see  Sepsis) 
 traumatic brain injury , 245–246  

   Nitrovasodilators , 258  
   NMBs.    See  Neuromuscular blocking agents (NMBs) 
   N-methyl-D-aspartate (NMDA) receptor , 145, 704  
   Noncardiogenic pulmonary edema , 709  
   Non-convulsive status epilepticus (NCS) , 572  
   Non-depolarizing neuromuscular blockers (NDNMB) , 314, 319  
   Non-governmental organizations (NGOs) , 638  
   Non-oliguric AKI , 608  
   Nonsteroidal anti-infl ammatory drugs (NSAIDs) , 714–715  
   Non-thyroidal illness syndrome , 283  
   Non-traumatic coma , 433–434  
   No-refl ow phenomenon , 259  
   Norepinephrine , 392  
   NOS.    See  Nitric oxide synthase (NOS) 
   NRP.    See  Neonatal Resuscitation Program (NRP) 
   NSE.    See  Neuron-specifi c enolase (NSE) 
   Nuclear factor-κ B pathway (NFκB) , 221–222  

 nuclear translocation , 255–256  
 sepsis , 243  

   Nuclear medicine imaging techniques , 489  
   Nursing care, in PICU 

 administration 
 staffi ng , 44  
 structure , 44  

 education 
 orientation of new staff , 42–43  
 preceptorship , 43  
 senior staff development , 43–44  
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 innovation , 44–45  
 research , 44–45  
 role , 41–42  

   Nutrition monitoring, in PICU 
 biochemical markers 

 creatinine height index-body protein turnover , 584  
 nitrogen balance , 583–584  
 nutritional indices , 583  
 plasma proteins , 582–583  

 body-composition tests , 588–590  
 bioelectrical impedance, MRS , 590  
 doubly labeled water technique , 590  
 dual-energy X-ray absorptiometry , 590  
 whole-body counting/neutron activation , 590  

 early , 593  
 immunonutrition question , 593  
 metabolic response , 595  
 nutritional status assessing 

 anthropometrics , 580–582  
 malnutrition , 582  
 obesity , 582  
 subjective global nutritional assessment , 580  

 nutritional status/stress response , 590  
 cell-mediated immunity and lymphopenia , 591–592  
 functional tests of malnutrition , 592  
 glucose control , 591  
 Recommended Dietary Allowances , 590–591  
 routine laboratory tests , 591  

 nutrition and metabolic response 
 counter-regulatory stress hormones , 592  
 critical illness , 592–593  
 cytokines , 592  
 drugs infl uencing monitoring , 592  
 metabolic response , 592  

 predict energy expenditure, methods use to 
 bicarbonate dilution kinetics , 587  
 pediatric experience , 588  
 predictive equations , 587–588  

 protocols in role of , 594–595  
 ratios of , 596  
 resting energy expenditure 

 advances in , 586–587  
 energy intake and , 594  
 indirect calorimetry , 585–586  
 indirect estimations of , 587  
 short Douglas bag protocol , 587  
 standard metabolic monitor , 586  

    O 
  Obesity, nutritional status assess , 582  
   Obstructive shock , 378, 380  

 cardiac tamponade , 381–382  
 left ventricular outfl ow tract obstruction , 382  
 pulmonary embolism , 381  
 right-sided obstructive lesions , 382  
 tension pneumothorax , 381  

   Obtundation , 434  
   Occlusion pressure , 546, 547  
   Oculocephalic refl exes , 439  
   Oculomotor nerve , 438  
   Oculomotor nerve palsy , 438  
   Oculovestibular refl exes , 439  
   Olanzapine , 706  
   Oliguria , 607, 608, 681–682  
   Ontario Health Plan for an Infl uenza Pandemic (OHPIP) , 661  
   Opiates , 477  

 benzodiazepine and , 335, 477  

   Opioids , 709–710  
   Optical laryngoscopes , 338, 339  
   Optical monitoring methods , 556–557  
   Optical stylets , 339–340  
   Optimal method, for in-hospital cooling , 683  
   Oral airways , 304–306, 336  
   Oral tracheal intubation , 316–318  
   Organ donation , 137–138, 478, 479  

 after cardiac death , 138  
 brain death , 481–484, 488  

   Organophosphate-induced seizures , 716  
   Organophosphates, toxic ingestions , 715–716  
   Organ therapeutic management, MODS , 467  
   Organ yield , 498, 503, 508  
   Osmolal gap , 698  
   Outcomes research in PICU , 107–108  

 comparative effectiveness research 
studies , 113  

 defi nition , 108–110  
 functional health status , 108–109  
 future of , 114  
 health resource utilization and costs , 114  
 HRQOL model , 109–110, 112–113  
 illness as mediator , 110  
 measuring functional health status , 109  
 morbidity , 109  
 mortality , 107, 108, 110, 114  
 observational studies , 113  
 organ dysfunction scales , 109  
 pathways to studying , 110–113  
 randomized controlled clinical trials (RCT) , 113  
 rationale for , 108  
 structure-process-outcomes model , 111–112  
 survival status , 108  
 types , 113–114  

   Overdose 
 antihistamines , 721  
 antipsychotics , 706  
 APAP , 711  
 barbiturate , 721  
 CCBs , 708  
 iron , 716  
 MDMA , 702  
 NSAIDs , 714, 715  
 phenytoin , 721  
 salicylates , 714  

   Oxcarbazepine, toxic ingestions , 722  
   Oxidative stress 

 nitric oxide 
 endogenous  vs.  exogenous , 241  
 research , 240  

 reperfusion injury , 253–256  
 direct , 254–255  
 indirect , 255–256  

 ROS and RNS , 239–240  
 antioxidants , 240  
 epilepsy , 245–246  
 immune responses , 241  
 mitochondrial respiration regulation , 241–242  
 physiologic function , 241  
 redox homeostasis , 241  
 sepsis   ( see  Sepsis) 
 traumatic brain injury , 245–246  

   Oxygenation 
 acute respiratory failure evaluation , 409  
 clinically useful measures of , 524  

   Oxygen consumption measurement , 549  
   Oxyhemoglobin dissociation curve , 522, 523, 720  
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  PAC.    See  Pulmonary arterial catheterization (PAC) 
   PAHPA.    See  Pandemic and All-Hazards Preparedness Act (PAHPA) 
   Palliative care, in PICU 

 attention to siblings , 146  
 bereavement , 146  
 complementary and alternative medicine , 145  
 decision making , 144  
 defi nition , 141–142  
 dying period , 146  
 epidemiology , 142  
 family-centered communication , 143–144  
 goals of , 144  
 for healthcare professionals , 146  
 integration of , 142  
 interdisciplinary , 142–143  
 pain management , 145  
 perideath period , 146  
 spiritual distress , 145–146  
 symptom management , 144–145  

   PAMPs.    See  Pathogen-associated molecular patterns (PAMPs) 
   Pandemic and All-Hazards Preparedness Act (PAHPA) , 658, 659  
   Pandemic infl uenza 

 critical-care planning for , 659  
 ethics , 661  

 OHPIP , 661  
 SOFA score , 661  

 government planning for , 658–659  
 PAPHA , 658  

 2009 H1N1 experience , 660–661  
 RIDTs , 660  

 infl uenza virus , 659  
 pediatric-specifi c issues , 659–660  
 Sequential Organ Failure Assessment score , 661  

   Pandemics preparedness, mass casualty , 634–635  
   Pathogen-associated molecular patterns (PAMPs) , 

232, 462, 463, 591  
   Pathogen recognition receptors (PRRs) , 418  
   Patient safety in PICU , 83  

 administrative controls , 104  
 challenge of measurement , 101–102  
 computer physician order entry , 102  
 culture , 105  
 error detection , 101–102  
 extracorporeal life support , 103  
 fatigue , 105–106  
 harm and risks exists in , 102–103  
 hazards and risks , 102  

 analysis , 104  
 identifi cation , 104  
 reduction , 104  

 hospital-acquired infections , 102–103  
 improvement , 104–105  
 standardization , 105  
 systems and systems thinking , 103–104  
 training and education , 104  
 use of barriers and design , 105  

   Pattern-recognition receptors (PRRs) , 219, 418, 463  
   Peak inspiratory pressure (PIP) , 410, 533, 535  
   Pediatric Advanced Life Support (PALS) , 449  
   Pediatric Cerebral Outcome Category (POPC) , 442  
   Pediatric Cerebral Performance Category (PCPC) , 442  

 scale , 292, 293  
   Pediatric critical care 

 architectural design 
 administration and education , 28–29  
 bed location , 24–25  

 best practice units , 18  
 case studies, comparisons and practice , 19–20  
 construction types , 20  
 degree of nursing centralization , 25–27  
 departmental areas , 21  
 diagnostic and treatment support , 28  
 exemplary designs , 24  
 family space , 29–30  
 functional types , 20  
 green space , 30–31  
 health design and sources , 17–18  
 history and statistics , 17  
 layout types , 20–21  
 medical utilities , 24–25  
 MICU , 21  
 room and technology , 25  
 room design and bed number , 21–22  
 SCCM , 18–22  
 space allocation , 22–24  
 staff access to nature , 27–28  
 toilet facilities , 24  
 unit circulation , 21  
 waste disposal , 24  

 developing world , 7  
 essential components , 5  
 ethical considerations , 7  
 and law   ( see  Law, pediatric critical care) 
 in mass disaster situations , 7  
 mortality among children , 3–4, 7  
 requirement , 4–7  
 resource-limited settings , 6  
 resources , 6  
 scoring systems in   ( see  Scoring systems in critical care) 
 time sensitive treatment , 6  

   Pediatric drowning 
 associated conditions 

 associated injuries , 667  
 hypothermia , 668  
 medical conditions , 666–667  

 clinical evaluation and decision making , 669–670  
 cardiopulmonary resuscitation , 669  
 hypothermic protection , 669  

 effects on end-organs 
 cardiovascular system , 668  
 central nervous system , 668–669  
 respiratory system , 668  

 epidemiology , 665–666  
 pathophysiology 

 immersion , 667  
 submersion , 667–668  

 predicting long-term outcome 
 clinical neurologic examination , 672  
 neurophysiology , 673–674  
 neuroradiology , 672–673  

 treatment 
 emergency department , 670  
 intensive care unit , 670–671  
 scene , 670  

   Pediatric intensive care unit (PICU) 
 administration , 33  

 advanced practice nurse , 35  
 ancillary staff , 36  
 communication , 37  
 education and training , 38–39  
 family centered care , 38  
 historical perspective , 34  
 hospital relations , 38  
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 hypoglycemia , 37  
 leadership team , 36–39  
 levels of care , 34  
 medical director , 34–35  
 multidisciplinary approach , 36  
 nursing team , 35–36  
 patient population , 34  
 physician team , 35  
 quality assurance , 36–37  
 quality improvement , 34–37  
 respiratory therapy , 36  
 safety assurance , 36–37  
 Safety Attitudes Questionnaire , 38  
 subspecialty care , 34  
 team development , 37–38  

 career development in   ( see  Career development in PICU) 
 donor care , 498  
 EBM in   ( see  Evidence-based medicine (EBM), in PICU) 
 end-of-life care and obligations of , 483  
 ethics in , 133–134  

 assent , 135  
 caring for caregiver , 138–139  
 communication , 135  
 confl ict resolution , 136–137  
 decision making , 136  
 declaration of death , 137  
 doctrine of double effect , 136  
 donation after cardiac death , 138  
 do-not-attempt-resuscitation , 135, 136  
 emancipated minor exceptions , 135  
 EMTALA , 135  
 end of life care provision , 135  
 Family Planning Act , 134  
 futility policy , 136  
 informed consent , 134  
 mature minor exceptions , 135  
 medication at end of life , 135–136  
 neuromuscular blocking agents , 136  
 organ donation , 137–138  
 Organ Procurement Organization , 138  
 palliative care , 133, 136  
 parental permission , 134–135  
 research in , 138  
 withdrawing life support , 136  
 withholding life support , 136  

 history and statistics , 17  
 modes of death in , 484  
 multidisciplinary approach , 36  
 nursing care in   ( see  Nursing care, in PICU) 
 nutrition monitoring in   ( see  Nutrition monitoring, in PICU) 
 outcomes research in   ( see  Outcomes research in PICU) 
 palliative care in   ( see  Palliative care, in PICU) 
 patient safety in   ( see  Patient safety in PICU) 
 pharmacology in   ( see  Pharmacology in PICU) 
 physician role , 421  
 quality improvement science in   ( see  Quality improvement science 

in PICU) 
 regionalization , 77–80  
 resident and nurse education in   ( see  Resident and nurse education 

in PICU) 
 simulation training in   ( see  Simulation training, in PICU) 
 telemedicine in   ( see  Telemedicine in PICU) 
 tracheal intubation , 307  
 unique learning environments , 118  
 Web sites , 118  

   Pediatric logistic organ dysfunction (PELOD) score , 459, 460  
   Pediatric MODS 

 defi nition , 458–459  
 epidemiology , 459–460  
 outcome of , 467  
 scoring systems , 459  
 in sepsis , 460  
 treatment , 467–468  

   Pediatric morbidity scores , 50  
   Pediatric mortality 

 MODS , 459  
 scores , 50  

   Pediatric overall performance scale (POPC) , 292, 442  
   Pediatric resuscitation 

 outcomes 
 biomarkers , 295  
 cardiac arrest , 292  
 classifi cation , 292  
 neuroimaging , 295  
 neurologic exam , 294  
 neurophysiologic studies , 294–295  
 predictors list , 293  
 prognosis , 293–295  
 therapeutic hypothermia , 295–296  

   Pediatric Risk of Mortality (PRISM) Score , 15, 48–50, 449  
   Pediatric version of the RIFLE criteria (pRIFLE) , 605  
   PEEP.    See  Positive-end expiratory pressure (PEEP) 
   PELOD score.    See  Pediatric logistic organ dysfunction 

(PELOD) score 
   Perfusion measurement 

 capillary refi ll , 557  
 optical monitoring methods , 556–557  
 tissue PCO 2  monitoring using tonometry , 556–557  

   Pericardiocentesis , 382  
   Peripherally inserted central catheters (PICCs) , 346  
   Peritoneal dialysis , 188, 688, 700  
   Persistent vegetative state , 434, 442  
   Personal protective equipment (PPE) , 629–630  
   Pharmaceutical interactions , 68–69  
   Pharmacodynamics 

 developmental effects , 58–59  
 interactions , 67  
 principles , 56  

   Pharmacogenomics , 59–60, 188–190, 211  
   Pharmacokinetics 

 absorption , 56–57  
 bedside application , 60–62  
 bioavailability , 60  
 clearance , 60–61  
 developmental effects on , 58–59  
 drug 

 distribution , 57  
 elimination , 58  
 metabolism , 57–58  

 elimination half-life , 61–62  
 interactions 

 absorption , 64  
 distribution , 64–65  
 elimination , 67  
 metabolism , 65–67  

 principles , 56  
 volume of distribution , 60  

   Pharmacology in PICU , 55–56  
 AUC/MIC , 63  
 drug 

 interactions   ( see  Drugs, interactions) 
 safety , 70–71  

 drug-disease interactions , 69–70  
 drug-drug interactions , 63–64  
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 Pharmacology in PICU ( cont .) 
 drug-food and drug-enteral formula interactions , 69  
 eMAR , 70  
 fi rst order kinetics , 61  
 glomerular fi ltration rate (GFR) , 59  
 herbal-drug interactions , 68  
 ketamine , 69  
 pharmaceutical interactions , 68–69  
 pharmacodynamics 

 developmental effects on , 58–59  
 interactions , 67  
 principles , 56  

 pharmacogenomics , 59–60  
 pharmacokinetics   ( see  Pharmacokinetics) 
 target-effect  vs.  target-concentration strategies , 62–63  
 zero order/nonlinear kinetics , 61–62  

   Phencyclidine (PCP) , 314, 703  
   Phenytoin, toxic ingestions , 721  
   Phosphatases , 220  

 interactive role of oxidants with , 255–256  
 MAPK , 225  
 protein , 224–225  
 as regulator of signal transduction , 224–225  

   Phosphodiesterase (PDE) inhibitors , 392–393, 559, 709  
   Physostigmine , 696  
   PICU.    See  Pediatric intensive care unit (PICU) 
   Plan Do Study Act (PDSA) approach , 91  
   Plasma proteins, biochemical markers , 582–583  
   Plasminogen activator inhibitor-1 (PAI-1) , 462, 464  
   Pneumonic plague , 652–653  
   Pneumothorax , 347, 348, 358–359, 367  

 tension , 381  
   Point-of-care (POC) test , 522  
   Polyethylene glycol-electrolyte solution (PEG-ES) , 699  
   Polymerase chain reaction (PCR) technique , 178  
   Poly (ADP-ribose) polymerase-1 (PARP-1), DNA 

and activation , 254–255  
   Polytrauma , 413  
   Positive end-expiratory pressure (PEEP) , 410  

 auto , 534  
 optimal , 530, 537  

   Post-cardiac arrest syndrome , 272.     See also  Post-resuscitation care 
 acid-base management , 280–281  
 acute kidney injury , 283  
 blood glucose management , 279–280  
 coagulation abnormalities , 282  
 electrolyte management , 280–281  
 endocrinologic abnormalities , 283  
 gastrointestinal management , 282–283  
 immunologic disturbances and infection , 281–282  
 moderate glucose control group , 279, 280  
 myocardial dysfunction , 275–276  
 pathophysiology , 272–273  
 phases , 272  
 post-cardiac arrest brain injury , 277–279  
 strict glucose control group , 279, 280  

   Post-obstructive pulmonary edema (POPE) , 320  
   Post-resuscitation care , 271.     See also  Post-cardiac 

arrest syndrome 
 cardiovascular system , 275–277  
 neurologic management , 277  

 clinical manifestations , 278  
 management , 278–279  
 pathophysiology , 277–278  
 prognosis , 279  

 respiratory system , 273–275  

   Powered air-purifying respirators (PAPRs) , 630  
   Pralidoxime , 715  
   Predicted basal metabolic rate (PBMR) , 588, 589  
   Predicted Energy Expenditure (PEE) estimation , 589  
   Predictors , 293  
   Pressure-controlled ventilation , 274  
   Pressure-immobilization bandage (PIB) , 737  
   Pressure-volume (PV) loops , 536  
   PRISM Score.    See  Pediatric Risk of Mortality (PRISM) Score 
   Problem based learning (PBL) , 118  
   Prognostic Infl ammatory and Nutritional Index (PINI) , 583  
   Pro-infl ammatory mediators , 232  

 cellular elements   ( see  Cellular elements of immune system) 
 chemokines , 233–234  
 cytokines , 233–234  
 gene expression profi ling , 234–235  
 immunoparalysis , 235–237  

   Propofol infusion syndrome , 278  
   Protein kinases 

 interactive role of oxidants with , 255–256  
 mitogen-activated , 255–256  

   Proteomics , 209  
   Proton MRS , 575  
   PRRs.    See  Pattern-recognition receptors (PRRs) 
   P-selectin , 259  
   Psychoactive drugs 

 antipsychotics , 706–707  
 selective serotonin reuptake inhibitors , 707  
 tricyclic antidepressants , 707–708  

   Pulmonary arterial catheterization (PAC) , 500, 505  
   Pulmonary capillary pressure , 547  
   Pulmonary edema 

 neurogenic , 499–500  
 noncardiogenic , 709  

   Pulmonary embolism (PE) , 381  
   Pulmonary thermodilution , 546–547  
   Pulse Doppler instrument , 489  
   Pulse oximetry , 525–528  
   Pulse pressure , 553  
   Pyridoxime , 705  

    Q 
  Quality improvement science in PICU , 89–93  

 actual harm measure , 89  
 classic research  vs.  , 87, 91  
 error-based surveillance , 88–89  
 error-proofi ng method , 95  
 evidence-based protocols/pathways , 95–96  
 Five-S mnemonic , 96  
 harming , 88, 89  
 healthcare providers in , 84–85  
 health-care quality , 83–84  

 as priority , 85–86  
 high-reliability organizations , 92  
 models for , 86–89  
 process measures  vs.  outcome measures , 92  
 realistic evaluation model , 89  
 reliability , 87, 92  
 root cause analysis , 96–97  
 Shewart/control chart , 93–95  
 statistical process control , 93–94  
 tools and change concepts , 94–97  
 translational research , 84  

   Quality Standards Subcommittee of the American 
Academy of Neurology , 279  
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  Radiant heat , 678  
   Radionuclide angiography, for brain death , 489  
   Range ambiguity , 550  
   Rapid infl uenza diagnostic tests (RIDTs) , 660  
   Rapid sequence intubation (RSI) , 319–320, 420  
   Reactive nitrogen species (RNS) , 239–240  

 antioxidants , 240  
 critical illness 

 sepsis , 242–244  
 TBI , 245–246  

 immune responses , 241  
 mitochondrial respiration regulation , 241–242  
 physiologic function , 241  
 redox homeostasis , 241  
 sources 

 anti-oxidant mechanisms , 258  
 mitochondrial production , 256  
 nitric oxide , 257–258  
 nitrosative stress , 257–258  
 oxidative burst from infi ltrated neutrophil , 257  
 xanthine oxidase , 256–257  

   Reactive oxygen species (ROS) , 239–240  
 antioxidants , 240  
 critical illness 

 sepsis , 242–244  
 TBI , 245–246  

 immune responses , 241  
 mitochondrial respiration regulation , 241–242  
 physiologic function , 241  
 redox homeostasis , 241  
 sources 

 anti-oxidant mechanisms , 258  
 mitochondrial production , 256  
 nitric oxide , 257–258  
 nitrosative stress , 257–258  
 oxidative burst from infi ltrated neutrophil , 257  
 xanthine oxidase , 256–257  

   Realistic evaluation model , 89  
 classic research  vs.  , 90  

   Recommended Dietary Allowances (RDA) , 590–591  
   Redox homeostasis , 240  

 and physiologic function , 241  
   Refeeding syndrome , 593  
   Regional lymphadenitis , 733  
   Regulators of signal transduction , 224  

 epigenetics as , 225  
 phosphatases as , 224–225  

   Renal angina, emerging biomarkers , 612–613  
   Reperfusion injury , 251  

 ALI and ARDS , 274  
 cellular and molecular defense mechanisms , 262  

 autophagy , 263–264  
 endogenous hydrogen sulfi de production , 264  
 heat shock response , 263  
 hypoxia-inducible factor-1 , 263  
 ischemic preconditioning response , 264–265  
 RISK pathway , 263  

 complement activation , 260–261  
 damage associated molecular patterns , 261–262  
 endothelial dysfunction , 258–260  
 ischemia and   ( see  Ischemia) 
 MMP , 262  
 multiple trauma and , 417  
 neutrophil infi ltration , 258–260  
 oxidative and nitrosative stress , 253–256  

 post-cardiac arrest syndrome , 272–273  
 ROS and RNS , 256–258  
 toll-like receptors , 261–262  

   Reperfusion injury salvage kinase (RISK) pathway , 263  
   Resident and nurse education in PICU , 117–118  

 ACGME guidelines , 119–120  
 computer assisted learning , 118–119, 122  
 didactics , 118  
 educating , 121–122  
 evaluation , 121  
 experiential learning , 122  
 factors impacting , 120  
 FOPE , 119  
 interpersonal and communication skills , 121  
 learner-centered teaching , 122  
 medical knowledge , 121  
 patient care , 121  
 practice-based learning and improvement , 121  
 problem based learning , 118  
 professionalism , 121  
 simulators in medical education , 122–123  
 system-based practice , 121  
 team-based learning , 119  
 training and education , 118–119  
 unique learning environments , 118  

   Respiratory alkalosis , 714  
   Respiratory care, interfacility transport , 452–453  
   Respiratory depression , 709  
   Respiratory failure , 521, 522, 525  

 acute   ( see  Acute respiratory failure) 
 genetic polymorphisms in , 184–187  

   Respiratory monitoring 
 arterial blood gas , 522–525  

 analysis , 529  
 end-tidal CO 2  monitoring , 529–531  
 gas exchange , 522  
 loops , 535  

 fl ow-volume , 537–539  
 pressure-volume , 536  

 mechanical ventilation , 533  
 mechanics of , 532–533  
 monitoring ventilation , 528  
 pulmonary overdistention , 537  
 pulse oximetry , 525–528  
 recruitment/derecruitment , 537  
 scalars , 532  

 fl ow-time , 533–535  
 pressure-time , 535  
 volume-time , 535  

 transcutaneous CO 2  measurements , 531–532  
   Respiratory muscle insuffi ciency , 405–406  
   Respiratory system 

 acute lung injury , 668  
 acute respiratory distress syndrome , 668  
 post-resuscitation care , 273–275  

   Respiratory therapy , 36  
   Resting energy expenditure (REE), monitoring 

 advances in , 586–587  
 energy intake and , 594  
 indirect calorimetry , 585–586  
 indirect estimations of , 587  
 ratios of , 596  
 short Douglas bag protocol , 587  
 standard metabolic monitor , 586  

   Resuscitation Outcomes Consortium (ROC) , 272  
   Return of spontaneous circulation (ROSC) , 271, 273, 283  
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   Revised Trauma Score (RTS) , 50, 416  
   Reye’s syndrome , 712  
   Rhabdomyolysis , 607, 734  
   RNS.    See  Reactive nitrogen species (RNS) 
   ROS.    See  Reactive oxygen species (ROS) 
   ROSC.    See  Return of spontaneous circulation (ROSC) 
   Routine examination EEG (rEEG) , 572  
   RSI.    See  Rapid sequence intubation (RSI) 

    S 
  Safety Attitudes Questionnaire (SAC) , 38  
   Salicylates, toxic ingestions , 712–714  
   SALT triage method , 627–628  
   S-100B protein , 295  
   Scalars , 532  

 fl ow-time , 533–535  
 pressure-time , 535  
 volume-time , 535  

   SCh.    See  Succinylcholine (SCh) 
   Scoring systems in critical care , 47–48  

 adult mortality scores , 50  
 APGAR score , 48  
 benchmarking , 48, 51  
 calibration , 50  
 congenital heart disease , 51  
 discrimination , 49  
 elements of , 49  
 functional outcome scores , 52  
 future of , 52  
 Glasgow Coma Scale , 48  
 history , 48  
 mortality prediction , 48, 49, 51, 52  
 outcome , 47–52  
 pediatric morbidity/mortality scores , 50  
 physiology-based score , 48  
 prognostication , 48, 49  
 quality of medical care , 48, 49  
 reliability , 49  
 risk stratifi cation , 49  
 severity of illness , 48–51  
 STS-EACTS score , 51  
 trauma , 50–51  
 types 

 disease/condition specifi c scoring systems , 50–52  
 intervention specifi c scoring systems , 50  
 physiology specifi c scoring systems , 50  

 use of , 48–49  
 validation , 49–50  

   Sedation for airway management , 335  
   Seldinger technique , 349–351, 355, 365, 367, 546  
   Selective serotonin reuptake inhibitors (SSRIs) , 707  
   Self-contained breathing apparatus (SCBA) , 630  
   Sensory afferent nerves , 678  
   Sepsis , 242, 374, 384, 387, 388, 391, 464  

 antioxidants , 243–244  
 biomarker development in , 207  
 cecal ligation and puncture model , 244  
 cytopathic hypoxia , 243  
 defi nition , 458  
 epidemiology , 128  
 gene association studies related to , 205  
 genetic polymorphisms in , 179–182  
 genome-wide expression profi ling , 206  
 interfacility transport , 453  

 mitochondrial dysfunction , 243  
 multiple organ dysfunction , 128  
 oxidative and nitrosative stress , 244  
 pediatric MODS in , 461  
 ROS and nuclear factor kappa-B in , 243  
 and tissue injury , 462–463  
 vascular dysregulation , 242–243  

   Sepsis-like syndrome , 283  
   Septic shock , 377, 384, 388, 392, 458, 466  
   Serum markers, of neurological injuries , 576  
   Serum proteins , 240  
   Serum tests, for drugs and toxins , 698  
   Serum urea , 607  
   Severe sepsis , 458  
   Shaken baby syndrome , 245  
   Shewart chart , 93–94  
   Shock 

 adenosine triphosphate and , 373–374  
 anemic , 389  
 AVDO 2  and , 387  
 blood products and , 389  
 cardiac fi lling pressures and , 386–387  
 cardiogenic , 382–383  
 causes of , 372  
 cellular respiration/basis , 373–375  
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