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FOREWORD 

This volume is a compendium of papers presented during an 

Advanced Seminar on Air Traffic Control (ATC) that took place in 

Capri, Italy on October 28-31, 1991. The Seminar was' organized by the 

Progetto Finalizzato Trasporti of the Italian National Research Council. 

The papers presented in the Seminar dealt with a wide range of topics 

which are currently important in ATC. For example, there were 

papers on such subjects as recent developments in primary and 

secondary 

protocols, 

radar technologies, communications networks and 

and the future uses of satellite-based communications, 

navigation and surveillance in ATC. However, all the papers contained 

in the volume were selected exclusively from that set of papers that 

addressed some aspect of the main area of emphasis in the Seminar, 

namely massive data-processing requirements and computer­

intensive problems in ATC. 

Data-processing requirements in A TC have grown enormously 

over the years. Obviously, the rapid increase in air traffic volumes in 

most of the world is one of the factors that has contributed to this 

growth. However, two other developments have contributed much 

more significantly: first, the ATC system now collects (mostly 

automatically) immensely more "information per flight" than in the 

past; and, second, as the system's complexity increases and as it 

becomes more tightly interconnected geographically, so grows the 

need to communicate, process and "filter" the data presented to the 

system's various components. 

Moreover this growth in data-processing needs will accelerate, if 

anything, in the future. For example, recently-introduced, advanced 

Flight Management Systems (FMS) are now capable, in principle, of 

transmitting, via satellite, practically any imaginable type of 

information about the status of a flight and of the weather 

environment around it to ATC systems anywhere in the world. On the 

ground, concerns about the workload of air traffic controllers and 

about maximizing the effectiveness of these individuals· in their role 

as traffic managers will undoubtedly lead to concerted efforts toward 
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providing to each controller position "the right amount of data, in the 

right form and at the right time". 

The same developments - more traffic, more information, higher 

complexity, higher workload - will intensify the already pressing 

need to take full advantage of the many opportunities for automation 

in ATC. This means using the computer to perform not only routine 

data-manipulation functions as has been the rule until very 

recently - but also to provide assistance to the controller in carrying 

out "intelligent" tasks such as traffic flow management and aircraft 

spacing and separation assurance. To accomplish this objective, it is 

necessary to develop sophisticated Decision Support Systems (DSS), 

drawing on the methodologies of such fields as large data-base 

management and the decision sciences (operations research, optimal 

control, artificial intelligence, statistical decision theory). 

In the first paper of the volume, Bertocchi and Zenios provide a 

general introduction to the subject of parallel and distributed 

computing, technologies vital to the future of air traffic control. The 

paper introduces the terminology of the field and points to some of 

the fundamental advantages that parallel and distributed computing 

enjoy. The authors also suggest that some large-scale optimization 

problems in air traffic flow management have a structure which 

makes them "natural" candidates for solution through parallel 

computation. This is an observation confirmed by several research 

teams in recent years. For example, another paper in this volume 

(Andreatta, Odoni and Richetta) shows how a specific and important 

problem in this family can be decomposed into many parallel 

problems, each of which can be solved by using standard and 

efficient network optimization algorithms. 

In the successive paper, McCarthy offers an overview of one of 

the most comprehensive data collection, processing and dissemination 

systems currently under development for ATC. The new Aviation 

Weather System for the United States will assemble weather data from 

a very large number of sensors on the ground, on aircraft, on 

satellites or airborne by themselves (e. g. balloons) and will distribute 

and display this information in a timely manner, as needed. The 
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system will enhance greatly both the efficiency and the safety of air 

traffic and offers a paradigm, on a large scale, for other aviation 

weather systems of the future. 

Even ten years ago, relatively little attention was being paid to 

flow management, the activity of controlling the flow of air traffic 

for the purpose of maximizing efficiency and minimizing the cost of 

delays. Today, with congestion reaching the dimensions of a Crisis at 

many of the world's busiest airports and airspace sectors, this attitude 

has changed dramatically. Flow management is now seen as one of the 

two fundamental activities of the ATC system, the other one being the 

function of monitoring and assuring the safe separation between 

aircraft in the air and on airfields. The next three papers in the 

volume address flow management in ATC, each from a different 

perspective. 

Bianco and Bielli provide an overall context in their 

introduction. It is pointed out that, given a set of ATe facilities and 

their associated capacities, flow management can be viewed as a 

hierarchical problem, that begins with strategic decisions which are 

made months in advance and end with short-term tactical 

interventions with a time-horizon of minutes. The authors then 

review a series of models for various stages of the problem that have 

been developed by them and their colleagues over the years, both for 

en route and for terminal airspace. This paper points out that flow 

management problems can be extremely complex computationally. 

Selecting the right level of detail is essential, if a model is to have 

practical utility. 

The paper by Winer describes an extensive array of simulation 

and optimization tools that have been or are now being developed by 

the Federal Aviation Administration (FAA) as decision support tools 

for air traffic flow managers in the United States. As noted earlier in 

this introduction, the methodologies that are being used can be vastly 

different. One of the tools described is an expert system, others use 

discrete mathematical optimization, while yet another set serve 

essentially as graphic traffic visualization aids for the controllers. 

Winer (and Zellweger later in the volume) also refers to "rapid 
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pr.ot.otyping" • a m.odel devel.opment appr.oach used with c.onsiderable 

success in recent years by the FAA: an initial versi.on .of the m.odel is 

devel.oped quickly and the m.odel is subsequently evaluated and 

refined with the participati.on .of th.ose air traffic c.ontrollers wh.o will 

be the m.odel's eventual users. 

Perhaps the m.ost imp.ortant pr.oblem in A TC fl.ow management. at 

least in terms .of c.ost implicati.ons. is that .of devel.oping "gr.ound­

h.olding strategies", i.e.. rescheduling the take-.off times .of aircraft 

that are expected t.o enc.ounter delays. If an aircraft is certain t.o 

suffer s.ome delay, it is better that as much .of this delay as p.ossible be 

abs.orbed .on the ground bef.ore take-.off. rather than in the air. 

Andreatta. Od.oni and Richetta sh.ow that the ground-h.olding problem 

(GHP) is a difficult .one with dynamic. st.ochastic and c.ombinat.orial 

characteristics and pr.ovide a survey .of a series .of m.odels they and 

their c.olleagues have devel.oped t.o address it. The selecti.on .of the 

m.odel t.o be used in any given ATC envir.onment depends .on the 

quality and timeliness .of the data available t.o ATC regarding the 

current and future status .of airp.ort capaciUes and .of air traffic 

demand during the c.ourse .of daily .operati.ons. The paper als.o 

describes an extensive set .of c.omputati.onal experiments that suggest 

the feasibility .of devel.oping highly beneficial aut.omated t.o.ols that 

w.ould pr.ovide decisi.on supp.ort t.o A TC regarding ground-h.olding 

strategies. 

Applicati.ons .of artificial intelligence techn.ol.ogies are 

increasingly appearing in ATC. s.o far primarily in experimental 

f.orm. In his paper Simps.on describes the devel.opment .of tw.o expert 

systems t.o assist the planning .of air traffic fl.ows in a busy terminal 

area. One .of the expert systems generates in real-time a set .of 

c.onflict-free descent paths f.or aircraft entering a terminal area t.o 

land. The paths adhere t.o patterns which are immediately 

rec.ognizable and familiar t.o pil.ots and air traffic c.ontr.ollers. The 

sec.ond system assists l.ocal air traffic c.ontr.ollers at a maj.or airp.ort t.o 

devel.op a plan f.or the runway c.onfigurati.ons t.o be used .on any given 

day at the airp.ort. taking int.o c.onsiderati.on weather c.onditi.ons. 

traffic demand. n.oise abatement p.olicies. etc. The paper als.o c.ontains 
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some observations on the types of ATC functions for which the use of 

expert systems would seem appropriate, as well as on the difference 

between typical "static" applications of expert systems and the 

applications encountered in A TC where the temporal element is 

critical. 

The final two papers in the volume deal with the development of 

simulation environments for the development and testing of new ATC 

concepts and systems. As A TC costs and complexity increase, the 

availability of such environments has become critical. Zellweger 

describes a large-scale effort that has been undertaken by the FAA to 

develop a National Simulation Capability (NSC) for ATC in the United 

States. The NSC will be a geographically distributed group of 

simulation facilities that will rely, at least initially, on already 

existing simulations. Its objective is to assist the FAA in understanding 

the entire range of implications of proposed innovations, in order to 

ensure that such innovations are truly effective and that they can be 

properly integrated into the overall ATC system. Thus, the NSC will 

emphasize a "systems" viewpoint and will perform such tasks as: 

concept validation at a system-wide level; systems engineering, 

planning and development; and human factors evaluations and 

assessments. Among other benefits, the NSC is seen as an instrument 

for involving at an early stage all interested parties in the 

development of new A TC concepts, procedures or equipment. 

Eventually, the NSC can also become a mechanism for accelerating the 

acceptance and implementation of ATC enhancements and 

innovations. A few NSC experiments have already been completed at 

this point and several more are in progress. 

The paper by Benoit, Swiestra and Garcia describes a tool that 

could be typical of the kinds of capabilities that might reside in the 

NSC or its future counterparts elsewhere in the world. That tool is 

ST ANS, a simulation testbed for experimenting with alternative 

airspace configurations and for assessing the impacts of new 

procedures and equipment in an A TC region. ST ANS is designed with 

the objective of serving as a low-cost, flexible and transportable 

simulation environment. This testbed would be used to "screen" new 
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concepts by evaluating their performance and potential in a 

preliminary way. Presumably. the most promising concepts would 

then be subjected to more detailed testing and experimentation. 

Overall. the papers in this volume and the other papers 

presented during the Advanced Seminar in Capri provide additional 

evidence of the strides being made in advanced ATC research and 

development. It is noteworthy that. to varying degrees. the work 

described herein has benefited not only from advances in data 

processing technologies and the decision sciences. as might be 

expected. but also from striking recent progress in such areas as 

software engineering. telecommunications. information-display 

technologies and the development of low-cost sensors and other data 

acquisition technologies. 

It was the conclusion of the Seminar that there are good reasons 

to be optimistic about future enhancements to existing ATC systems on 

both a local and a global level. especially if the currently favorable 

political climate vis-a-vis A TC research. development and capital 

investments can be maintained. What can be considered as the first 

comprehensive terminal area automation system has already been 

deployed in Frankfurt under the name of COMPAS. Other automation 

systems are now in advanced stages of development or near 

implementation. including the terminal area MAESTRO system in 

France and the Terminal Area Air Traffic Control Automation (T ATCA). 

Automated En Route Air Traffic Control (AERA) and Advanced Traffic 

Management System (ATMS) in the United States. The prevailing 

feeling in the technical community today is that ATC may finally be 

on the verge of its long-awaited transition toward advanced 

automation. Some of the ideas. concepts or systems described in this 

volume will undoubtedly contribute to current or future 

developments along these lines. 

Lucio Bianco Amedeo R. Odoni 
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LARGE SCALE ARCHITECTURES AND PARALLEL PROCESSING 
IN AIR-TRAFFIC CONTROL! 

Marida Bertocchi 

Department of Mathematics, Statistics, 
Informatics and Applications 

University of Bergamo, Bergamo, ITALY. 

Stavros A. Zenios 

Decision Sciences Department, The Wharton School 
University of Pennsylvania, Philadelphia, USA. 

The performance of von Neumann, serial, computers improved by a 
factor of 106 over the period 1955-1990. Within the next decade we 
expect to see similar improvements, delivered by parallel 
supercomputers. As this new technology matures, it shifts from 
being a research topic in its own right, to being a fundamental tool 
for scientific, engineering and business applications. 
Multiprocessor systems that once cost several millions of dollars 
and were found only in Government laboratories are now very 
affordable. They have proliferated in academia, high-technology 
industries, and several business applications. 
In this paper we review recent developments in the general area of 
large scale computer architectures, with particular emphasis on 
parallel processing. The impact of this technology in different areas 
of application - real time management of traffic, crew scheduling - is 
highlighted. The paper concludes with a discussion of several 
applications from Air Traffic Control (ATC) that are well suited for 
parallel processing, and stand to gain substantially from this 
technological innovation. 

1. Introduction 

Parallel computing has received increased attention from the 

scientific and business communities over the last five years or so. 

Reasons for the interest in this technological development are 

numerous. Just to name a few: limitations of the serial, von Neumann 

computer, economies of scale in manufacturing multiprocessors, the 

natural parallelism inherent in several applications and so on. It can 

be said that parallel computing has moved from being a research 

1 Research partially supported by NSF grants CCR-9104042 and SES-00216, 
and AFOSR grant 91-0168 and MURST 60% Italian grant 91 
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topic in its own right to the role of a fundamental tool for furthering 

our understanding of natural phenomena (like the weather), physical 

phenomena (like the flow of oil in reservoirs), engineering processes 

(like computer aided design and manufacturing) and management 

problems (like the logistics associated with the deployment of 

numerous military units during operation Desert Shield). The recent 

commitments of big computer manufacturers to massive parallelism -

such as IBM's collaboration with Thinking Machines Corporation, and 

Digital's arrangements with Maspar - give new impetus to the parallel 

computing industry. The transition of parallelism to a broad 

marketplace is fast approaching. 

In this article we give an overview of large scale architectures 

and parallel processing, and discuss its potential application to 

problems from Air-Traffic Control (ATC). We also highlight the impact 

of this computing technology on some specific applications that are of 

central interest to air transport system modeling: the real time 

management of traffic and the optimal scheduling of airline crews. 

The rest of this paper is organized as follows: Section 2 reviews 

developments in parallel processing, Section 3 reviews the current 

use of this technology in different applications and Section 4 

discusses several ATC models where parallel processing could have a 

substantial impact. Some concluding remarks are given in Section 5. 

We begin with a general discussion on parallel computing 

technology. 

2. What is Parallel- and Super-Computing 

Computing power improved by a factor of 106 in the period 1955-

1990 and it is expected to improve by that much more just within the 

next decade. How can this accelerated improvement be sustained? The 

answer is found in novel computer architectures: Multiple, semi­

autonomous processors, each with its own local memory, coordinating 

for the solution of a single problem. There is a lot of flexibility in how 

this architecture can be realized. Indeed, this flexibility has 
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hampered acceptance of parallel computers by a broad spectrum of 

industrial and business users, since no standard parallel architecture 

seemed possible. Before we proceed with a classification of computer 

architectures it is important to understand the distinction between a 

supercomputer and a parallel computer. 

Super computer is defined as the fastest machine at any point in time. 

Some computers, however, may be very efficient for some 

tasks (e.g., array processing), while they lack substantial 

capability for others (e.g., list processing). Hence, this 

definition is rather vague. 

Parallel computer refers to a class of computer architectures, with 

multiple processing units. Detailed classifications are given 

below. A parallel computer does not automatically qualify as a 

supercomputer. However, it is widely accepted that improved 

supercomputing performance can only be achieved using 

parallel architectures. 

A broad classification of parallel architectures was offered in 

Flynn [1972]. While several extensions have been added (see, for 

example, Hockney and Jeeshope [1981]) Flynn's taxonomy is still 

fundamental in understanding parallel architectures. He identified 

four classes, depending on the interaction of the instructions of a 

program with the data of the problem: 

SISD (Single Instruction stream Single Data stream.) Systems in this 

class execute a single instruction on a single piece of data before 

moving on to the next instruction and the next piece of data. 

Traditional uniprocessor, scalar, computers fall under this 

category. 

SI M D (Single Instruction stream Multiple Data stream.) A single 

instruction can be executed simultaneously on multiple data. This 

of course implies that the operations of an algorithm are 

identical over a set of data, and that data can be arranged for 

concurrent execution. This is one type of parallel computing and 
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some of the successful instances of SIMD machines are the 

Connection Machine CM-2, the Active Memory Technology DAP 

and MasPar. 

MIS D (Multiple Instruction stream Single Data stream.) Multiple 

instructions can be executed concurrently on a single piece of 

data. This form of parallelism has not received, to our knowledge, 

extensive attention from researchers. It appears in Flynn's 

taxonomy for the sake of completeness. 

M 1M D (Multiple Instruction stream Multiple Data stream.) Multiple 

instructions can be executed concurrently on multiple pieces of 

data. The majority of parallel computer systems fall into this 

category. Multiple instructions indicate the presence of 

independent code modules that may be executing independently 

from each other. Each module may be operating either on a 

subset of the data of the problem, have copies of all the problem 

data, or access all the data of the problem together with the other 

modules ill a way that avoids read/write conflicts. The Intel 

hypercubes, the CRA Y X-MP and Y -MP, the Alliant, and the 

Convex are MIMD systems. 

A mode of computing deserving special classification is that of 

vector computers. While they fall in the category of SIMD machines, 

vector computers constitute a class of their own. This is due to the 

appearance of vector capabilities in parallel systems and most 

supercomputers. The development of algorithms and software for 

vector computers, such as the CRAY, presents different problems than 

the design of algorithms for a system with multiple processors that 

operate synchronously on multiple data - such as, for example, the 

Connection Machine CM-2. 

Another major classification of parallel machines is based on 

their memory organization: Shared memory machines are those 

where multiple processors can access directly all the 

system. Communication among processors takes place 

reading data to and from this common memory. 

memory of the 

by writing and 

The algorithm 

designer has to ensure that no read or write conflicts arise (Le., no 
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two processors access the same memory location simultaneously) 

otherwise the integrity of the data cannot be guaranteed. Distributed 

memory machines are those where each processor has direct access 

only to some local memory. Communication among processors takes 

place by exchanging messages through some communication 

network. Accessing the local memory is a very efficient operation, 

while communication among processors is much more expensive. 

Distributed memory systems are equipped with sophisticated routing 

algorithms that direct messages from the sending to the receiving 

processors. Nevertheless, it is the algorithm designer who has to 

specify which processors communicate at different phases of the 

execution of an algorithm. 

2.1 Some Unjfyjn& Concepts of Parallel Computin& 

Flynn's taxonomy created the impression that a uniform model of 

parallel computation were not possible. However, some recent 

concepts allow end-users to a get a uniform view of the computer 

system, independently of the underlying architecture. 

Single Program Multiple Data (SPMD). The distinction between MIMD 

and SIMD gives way to the unified notion of SPMD. Parallelism 

can be viewed as the operation of a single program on multiple 

sets of problem data. Each data set is operated upon by its very 

own processing elements. 

Using a linear programming (LP) solver to solve multiple related 

instances of a linear program - as, for example, in the analysis 

of multiple scenarios in a portfolio management model - is an 

SPMD application. Whether each solver executes exactly the 

same pivot steps or not is irrelevant to the programmer. Of 

course an SIMD computer would impose this restriction, and 

could be inefficient if each solver should execute different pivot 

steps. If most of the solvers execute identical steps, efficiency 

will be substantially improved. An MIMD computer might be 

more efficient. But the main point is that the parallel program 
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looks, at least to the analyst, the same for both computers. 

SPMD has been motivated by the computing paradigm of SIMD 

architectures, as introduced by Hillis [1985] for his Connection 

Machine. However, it is likely that MIMD architectures will be 

more effective environments for the execution of SPMD 

applications. The advantage of SPMD is that the user need not 

worry about the details of the computer architecture. 

Distributed Virtual Memory (DVM). The distinction between 

distributed memory and shared memory architectures becomes 

fuzzy with the introduction of the notion of distributed virtual 

memory. This idea was originated by distributed computing 

environments - like LINDA from Scientific Computing Associates 

and Parasoft EXPRESS; see Carriero and Gelernter [1989]. 

Within a DVM environment a distributed architecture can be 

viewed as a system with (shared) virtual memory. The algorithm 

designer, of course, has to deal with the problem, of data 

integrity to avoid incorrect results. However, the fact that 

memory is implemented in a distributed environment is of no 

direct consequence to him. It is the developer of the distributed 

computing environment who has to keep track of global objects. 

Where is a global object (like a common variable) stored? One 

approach would be to distribute all global objects to local 

memories. Another approach would be to distribute the address 

of all global objects to local memories, and let each processor 

fetch the data only if and when they are being used by the 

application. Of course, these designs tradeoff space with time 

efficiency. The point, however, is that the analyst need not 

worry about the shared/distributed memory distinction. Indeed, 

systems like LINDA and EXPRESS have made it possible to port 

applications between shared memory machines, distributed 

memory machines and distributed heterogeneous networks of 

workstations with little effect on performance and no 

reprogramming effort. 

Heterogeneous Parallel Processing. In the early days of parallel 

processing - and in the quest for a "winner" parallel computer -
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the debate on the right architecture was quite heated and often 

dogmatic. With the emergence of unifying computing paradigms 

- like SPMD and the distributed virtual memory - the notion of 

heterogeneous parallel processing is finding widespread 

acceptance. By this term we mean a parallel computing 

environment consisting of multiple machines - some of which 

could be parallel processors themselves linked together 

through some communication network or a fast switching 

device. 

For example, networks of workstations can be linked together in 

a most cost-effective form of parallel processing. Fiber optics 

provide data-transfer rates (100 Mbits/sec) that were until 

recently found only on tightly coupled systems. Software 

systems like LINDA or EXPRESS allow users to decouple their 

problems in a distributed virtual memory environment. Multiple 

workstations will then grab pieces of work from this 

environment, complete them at their own pace (depending on 

workload and the performance of each workstation) and return 

the results. There is no reason to assume that all the servers on 

the network are identical workstations, or even just 

workstations. Some of the servers could be more advanced 

parallel architectures. For example, an array processor attached 

to the network could be used to execute any linear algebra 

calculations, while workstations could be executing the less 

homogeneous operations. 

2.2 Why Parallel and SUDer-CQmDutjn~? 

What are the factors that motivate the development of parallel 

architectures? Is this a sustainable development or just a scientific 

fad? The original motivation in designing vector supercomputers, like 

the eRA Y IS, was the limitations of serial von Neumann architectures. 

Systems with serial, scalar processing are limited by the speed with 

which signals can be communicated across different components. 

With the speed of light as an upper bound, we find current vector 
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supercomputers operating near their limit as far as clock cycles are 

concerned. Parallel designs appear to be the only way to overcome 

this barrier. 

Following the breakthroughs of Cray Research Inc. in the mid­

seventies the computer industry realized that manufacturing parallel 

machines could also be cost effective. There are economies of scale in 

utilizing multiple processors around some common memory. After all, 

only a tiny fraction of a computer's silicon is found in the processing 

unit. Continued progress in very large scale integrated circuits 

provides additional justification for packing multiple processors in 

the same system. 

Furthermore, as parallel machines became available, scientists 

from several disciplines realized that parallelism is a natural way to 

view their applications. For example, weather forecasting models can 

naturally be split by geographical regions, and for:ecasting models 

run separately for each region. Only boundary information needs to 

be communicated across adjacent regions. Tracking the flow of traffic 

on the high-altitude jet routes can be allocated to multiple processors: 

one for each control sector, or one for each route within the sector, or 

one for each aircraft. Information among processors would only be 

exchanged as aircraft change routes, or move from the jurisdiction of 

one control sector to the next. 

In terms of cost effectiveness, there are a number of reasons to 

be optimistic about the future of parallel processing environments. 

The domain of "Performance versus R&D Investment" for computers -

or any other technology for that matter - takes an S-shaped form; see 

Figure 1. At the early stages of the development effort progress is 

expensive and time consuming. As basic technological difficulties are 

being resolved progress accelerates, and this is captured by the steep 

middle part of the curve. Eventually, however, we see a slowdown in 

improvements as the original design concepts reach their limit. The 

rightmost, upper part of the curve is once more flat. 
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The S-shaped curve is easily justified from our observations 

about current parallel machines: massively parallel systems are at the 

early stages of their development cycle while vector supercomputers 

are at the later stage. Evidence to this can be seen from the diagram of 

computational power versus cost (Figure 2), obtained from the report 

of Deng el al. [1992]. From the CRAY X-MP to the CRAY Y-MP we have 

seen a shift to a lower cost-effectiveness ratio. Small improvements in 

performance came at a large cost. The cost-effectiveness ratio of the 

DEC mainframes remained almost constant: mainframes lie at the 

middle (linear) part of the S-shaped development domain. Finally, 

personal computers became much more cost-effective, as they are 

moving along the lower part of the S-shaped domain. That is, their 

performance improves rapidly with little increase in their cost. 
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Figure 2. Computational power versus cost. Constant cost-effectiveness 

ratios are indicated by the lines A-D. 

Similarly, we expect massively parallel architectures to improve 

very rapidly in performance, while experiencing marginal increase 

in cost. This is precisely where we see the potential of massive 

parallelism: not so much in what has been achieved to-date, but what 

is expected to happen in the next several years. 
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We conclude that parallelism is an unavoidable step in the 

development process of computing technology. Even major 

breakthroughs in serial processing technology will not change this 

development. Instead, they will accelerate it: for instance, the earlier 

hypercube systems by Intel were based on hardware found in 

personal computers. Their latest models coordinate a thousand 

processors that are typically found in workstations. 

For the purpose of this study it suffices to acknowledge the 

growing importance and capabilities of parallel computing as well as 

traditional supercomputing. We are more interested in the potential 

effects of both of these technologies on ATC than we are in the debate 

about their relative merits. 

2.3 Measurin~ ComDutin~ Performances: The Laws of Amdahl and 

Gustasfon 

The following question needs to be resolved: "How will 

performance scale as we add more processors?" Amdahl's law specifies 

that improvements in execution time (speedup) when moving from a 

serial machine to one with P processors is given by 

Speedup = 
s+plP 

1 

where s is the fraction of serial execution of the application, and p is 

the fraction of execution time that can be performed in parallel (s + p 

= 1). Even with an infinite number of processors, speedup cannot 

exceed lis. As scientists observed that 10% of a typical application 

could not be parallelized (input/output, initializations, serial 

bottlenecks of the algorithm) they concluded that a speedup of 10 was 

the best one could expect. 

Research performed at Sandia National Laboratory over a period 

of years gradually brought the community out of this "mental" block. 

Parallel computers are not just used to solve 10 times faster an existing 

application. Instead, they were used to solve in about the same time 
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1000-fold bigger instances of the same problem. Speedups of 1000 

were not uncommon on a hypercube with 1024 processors at Sandia. 

When an application is scaled in size, to fit in the larger number of 

processors, the serial part usually remains unchanged. What scales up 

is the parallel part. Hence, linear speedups can be expected. Consider a 

problem with a serial execution part s and a parallelizable part p. 

When a P processor system becomes available the application would 

be scaled. If the parallel part would scale linearly then the larger 

application would require s+ pP execution time. A modified Amdahl's 

law, due to E. Barsis from Sandia. is given in Gustafson [1988]: 

Scaled speedup = s + p x P. 

Viewed in this context the prospects of parallelism are much 

more promising. Indeed, it is misuse of the technology to try to solve 

faster existing applications. If the problem is currently being solved 

in an acceptable manner, why bother? The major thrust of 

parallelism is in solving applications that were not considered within 

reach with serial computers. In the next section we, describe several 

such applications from diverse industries. 

3. Parallel Processing Applications 

We first describe some important management problems which 

share some characteristics and show some similarities with ATC 

applications. Parallel computing has been used effectively in solving 

these applications. 

3.1 Lot;istics and the Manat;ement of Traffic 

Recent advances in telecommunications, information 

technology, and automation in intelligent highway systems create an 

environment where real-time traffic management is made possible. 

For example, drivers of suitably equipped vehicles may have access to 



13 

a control center via an Advanced Driver Information System (ADIS). 

They can obtain real-time information about the status (Le., 

congestion level) of the transportation network. Going a step further, 

an Advanced Traffic Management System could provide route 

guidance instructions to drivers, or control the status of the network 

(for example, by changing the number of eastbound versus 

westbound lanes depending on traffic conditions). 

The capability to collect information about the network, and 

communicate it to interested parties, is already available through 

ADIS. The ability to provide real time guidance and improved 

management of the network requires additional modeling and 

algorithmic research. For example, the central controller will need 

dynamic assignment capabilities. Given information about Origin­

Destination (O-D) trip desires he should be able to route all traffic 

from their current position to the desired destinations. The 

assignment must take into account time-dependent link status 

conditions, like loadings, link travel times, capacity reducing 

incidents or weather conditions and so on. Furthermore, the analysts 

should be able to determine the time-dependent link flow patterns 

that result from the path choices made by motorists in response to the 

AD IS information. 

The complexities of such a system are enormous. A multi-year 

investigation is currently under way at the University of Texas at 

Austin under H. Mahmassani, sponsored by the Federal Highway 

Administration (FHA) - his research team also includes G-L. Chang, L. 

Lasdon and one of the authors. An integral part of this investigation 

is the use of parallel computers for executing- the various components 

of the model in real time. Indeed, some earlier methodological 

of a dynamic 

on parallel 

research has demonstrated that several components 

assignment model could be computed effectively 

architectures. These developments have prompted FHA to proceed 

with this very ambitious project, Mahmassani et al. [1991]: 

1. The static traffic assignment problem, Wardrop [1952], has been 

studied recently by Chen and Meyer [1988]. Taking advantage of the 
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block diagonal structure of the constraint matrix they designed a 

special purpose decomposition algorithm that was suitable for 

implementation on a parallel architecture. Witness their results in 

modeling traffic in the city of Winnipeg by solving a nonlinear 

model with 140400 constraints and 382860 variables: 

Processors 

1 

10 

16 

Solution time 

30 hours 

3 hours 50 minutes 

2 hours 28 minutes 

These results were obtained on a Crystal multicomputer, a cluster of 

20 VAX 111750, at the University of Wisconsin, Madison. Moving 

from the rather primitive technology of the V AX 111750 to top 

range RISC workstations will provide at least an order of magnitude 

improvement. Hence, a model that would require a two-day run, 

can be completed within minutes on a network of top-range 

workstations. 

2. The problem of distributing multiple distinct commodities - like, 

for example, different kinds of traffic, trucks, cars, aircraft and so 

on over a transportation network is known as the 

multicommodity network flow problem. The essence of the problem 

is to distribute each commodity over the transportation network in 

the most cost-effective way, taking into account the limited 

capacity of the links that must be shared by all commodities. Such 

problems are usually of very large sige: the transportation 

network may cover large geographical regions, and a large 

number of commodities are typically present. Nevertheless, it has a 

very special structure: block-diagonal with a few coupling 

constraints. Each block reflects conservation of flow constraints 

for each commodity, while the coupling constraints ensure that the 

link capacities are not exceeded by the aggregate flow of all 

commodities. 

This special structure has prompted Schultz and Meyer [1991], and 

Pinar and Zenios [1992] to develop algorithms that are well suited 
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for implementation on parallel architectures. The algorithms were 

used to solve logistics applications for the Military Airlift 

Command. Using a KORBX system. with its implementation of 

Karmarkar's algorithm. will take a day for the optimization of a 20-

period planning model. The same size application can be solved 

within 10 minutes on a CRA Y Y -MP with 8 processors when one 

takes advantage of parallelism. as well as the vector architecture 

(results from Pinar and Zenios [1992]): 

Planning horizon Rows x Columns KORBX CRAY Y-MP 
times times 

10 day planning 15389 x 48763 3 hrs 20 min 1 min 36 sec 

20 day planning 31427 x 105728 17 hrs 12 min 20 sec 

Monthly planning 46453 x 154998 NA 42 min 46 sec 

3. The problem of estimating Origin-Destination (O-D) matrices based 

on incomplete. and perhaps noisy. data can be modeled as a 

nonlinear (entropy) optimization problem with transportation 

constraints. It has been known in the literature 'as the mat r i x 

balancing problem. see Schneider and Zenios [1990]. Zenios and Iu 

[1990] and Zenios [1990] studied this problem in the context of 

parallel computing. Extremely large problems were solved within 

seconds of solution time on a CRA Y X-MP/48 or the Connection 

Machine CM-2 with 32K processors. Typically such problems would 

take several hours. even on large mainframes with vector 

capabilities, like the IBM 3090. We provide below an illustrative 

comparison of the massively parallel algorithms. compared with 

the algorithm of Nagurney et al. [1990] executing on the vector 

supercomputer: 

Dimension of O-D matrix 

500 x 500 

1000 x 1000 

2000 x 2000 

IBM 3090 

1 min 9 sec 

8 min 3 sec 

hr 3 min 43 sec 

CM-2 

18 sec 

22 sec 

47 sec 
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The performance of the algorithm on the CM-2 led to the 

investigation of more general formulations of the matrix 

balancing model. In particular, Censor and Zenios [1991], proposed 

interval-constrained formulations of the matrix balancing model. 

These interval formulations allow us to solve problems when the 

observations on the O-D m.atrix are subjected to noise - a common 

phenomenon in practice in which case the equality .constrained 

formulation may not have a solution. This is an instance where the 

parallel computing technology motivated the development of new 

model formulations. 

3.2 Ajrljne Crew Schedu!jn~ 

Scheduling an optimal sequence of complex and interdependent 

operations has always been a chaIlenging problem for management 

scientists. Several real-world examples can readily be cited: Vehicle 

routing for the distribution of goods and services, Fisher [1985] or 

Glover et al. [1978], scheduling of machines for manufacturing, 

Guignard and Kim [1987], crew scheduling for airlines, Gershkoff 

[1989], operator scheduling for telephone companies and so on. Models 

for these applications usuaIly fall under the realm of combinatorial 

optimization. This is an area of extensive research for the design of 

new algorithms that exploit paraIlel computer archItectures. While 

paraIlelism does not make these models theoreticaIly easier, it opens 

up new ways for the design of heuristics or the development of 

approximation procedures. 

American Airlines has recently challenged the operations 

research community to attack extremely large crew scheduling 

problems. The availability of high-performance supercomputers has 

provided the catalyst for some recent work that led to the solution of 

multi-million variable instances of this application. Bixby et al. [1991] 

use a combination of interior point codes with a simplex algorithm to 

solve a test problem from tne American Airlines ChaIlenge with over 

12 million columns. Using a CRA Y Y -MP they were able to streamline 

the software implementation to execute at over 200 MFLOPS computing 
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rates. The problem was so 1 ved in a remarkable 7 minutes, using either 

interior point or simplex algorithms, and in approximately 4 minutes 

using a hybrid approach. Interestingly enough, the time needed to 

process the input data, remove some duplicate columns and load the 

data into the memory exceeds by far the solution time. However, 

supercomputers like the eRA Y offer a solid-state storage device with 

extremely fast input/output channels that substantially enhance the 

computer's capability in handling very large data files. The 

integrated use of new developments in linear programming 

algorithms, the effective use of the vector hardware and the 

availability of high-speed storage devices made the solution of 

extremely large scheduling applications feasible. 

4. Parallel Processing Applications in Air 

Traffic Management System 

The field of Air Traffic Management is becoming extremely 

important today as air traffic congestion is growing all around the 

world. This problem has indeed existed since the early days of flight 

but only now, with the great increase in aircraft transportations and 

travel, is the problem becoming critical. 

Using FAA terminology. two major components can be identified 

in the Air Traffic Management system: 

1. Flow management 

2. Air traffic control. 

The former ensures optimum flow of air traffic when demand 

saturates the available capacity of the system. The latter provides 

correct and safe separations to prevent collisions between aircraft 

while mantaining an ordered and prompt flow of air traffic. Because 

safety is ensured first, irrespective of other considerations, flights 

are often penalized in terms of time, fuel and cost. Recently many 

researchers have been developing optimisation models for air traffic 
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management in order to reduce these penalties. We point out in the 

next paragraphs the main aspects of these models, and discuss why 

and how parallel processing can help in their solution. 

4.1 Flow Mana~ement 

As Bianco and Bielli [1991] and Odoni and Richetta [1991] observe, 

flow management can be seen as a hierarchical problem in time 

where possible interventions can be scheduled in long, medium and 

short time horizons. Of course the most difficult problem is related to 

short term flow management. Two main types of flow control can be 

identified: 

1. Strategic control which determines when to release an aircraft 

into the ATC system or, in other words, how long to delay an 

aircraft before take-off (ground holding problem). 

2. Tactical control for controlling an aircraft once it is airborne. 

Typical control actions are holding (that is stacking aircraft at 

different altitudes), re-routing aircraft on a path different from 

the original one, and flow rate restrictions. 

The latter has been widely studied, models have been proposed 

and related algorithms implemented. However none of the proposed 

models have been able to capture the multiple complexities of this 

problem, and tactical control is still performed "on the spot" by a 

traffic controller without any planning on the implications of local 

decisions on the global performance of the system. Zenios [1991] 

proposed a multi-period model for a single sector over all possible 

altitudes with the dual objectives of optimizing congestion and fuel 

cost. Results on a prototype modeling system for the Indianapolis 

control sector show that significant reduction of congestion is 

possible. Moreover it is shown that using a supercomputer, like the 

CRAY X-MP/24, the model is solved within a few seconds versus many 

hours on a VAX 111750. This result makes possible the use of the 

developed models as operational planning tools under real time 
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conditions. 

Models for multisector control become much more complex. 

Zenios [1991] and Bianco and Bielli [1991] study different global, 

dynamic models that consider the flow of traffic through major 

airports at a nationwide level. In Zenios' model the objective is to 

minimize delays of departing flights while avoiding congestion at the 

destination airports. In Bianco's model the objective is to maximize a 

weighted sum of the source-generated flows and a weighted sum of 

the arc flows where the weights can be chosen to assign special 

priorities. The scale of the problem varies substantially depending on 

the time and space representation chosen. 

Efficient algorithms for multi-sector models need greater 

computational power than those for a single control sector. Moreover, 

to have a complete practical tool. the multisector and the single sector 

model should interact with each other. It follows naturally that the 

computational technology for solving the single sector is quite 

different from that needed for multisector control. The former needs 

local powerful supercomputers able to carry out simultaneous 

simulations. while the latter needs a supercomputer working as a 

master and able to collect data from local processors spread over the 

different sectors and linked together in a loosely coupled way. 

Returning now to the problem of strategic ~ontrol. this is 

motivated by the need to find a trade-off between delays on the 

ground before take-off and delays suffered while airborne (which are 

much more expensive than the former). As Odoni et al. [1991] point 

out. the problem is intrinsically stochastic and dynamic. The 

probabilistic structure comes essentially from the fact that the 

landing capacity at each airport cannot be predicted exactly even few 

hours in advance, due to uncertainty both in weather conditions and 

in demand levels. Dynamic aspects are related to the system data 

involved which are characterized by continuous and fast changes. 

It is well known that stochastic programming was proposed as a 

remedy to deterministic programming which is unable to take into 

account dynamic behaviour in real-time applications. Recent works 

show that large stochastic problems can be solved in a very efficient 
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way compatible with real-time requirements and without losing the 

structure of the original problem during the solution process 

(Rockafeller and Wets [1987]). Dantzig [1988] discusses how parallel 

processing can affect the solution process of large stochastic 

programs. Moreover, Nielsen and Zenios [1992] showed that using a 

decomposition technique on the decision variables and the row-action 

algorithm of Censor and Lent [1981] in solving quadratic stochastic 

network problems is suitable for massively parallel SIMD computers 

like the Connection Machine CM-2. 

What these researchers have collectively shown is that it is 

possible to solve extremely large dynamic and stochastic problems 

very effectively. Various forms of parallel computing technologies 

have provided the catalyst for these developments. 

We also observe that, even if we focus on the capacity of a single 

airport, the number of alternatives that should be considered is very 

large. The problem is approached through a stochastic linear model 

with control on individual flights in Terrab and Odoni [1990] and with 

groups of aircraft in Odoni [1991]. The first method leads to a very 

large problem in practice while the second leads to a problem which 

can be solved on a single workstation. This latter has been tested on a 

single airport and it has been shown that a substantial reduction of 

delay can be achieved with respect to the current strategy. 

It follows that if we want to solve the ground-holding problem 

on an individual flight basis we can solve it using a massively parallel 

approach. The problem becomes much more complex if we extend our 

analysis to multiple airports. However, a loosely coupled environment 

with massively parallel processing at each airport could potentially 

solve it. 

4.2 Sjmulation 

We have not yet discussed the importance of simulation studies in 

ATC and the impact of parallel processing on them. Simulation has 

been used for many different aspects of aviation system development 

ranging from airport studies (relocation of gates, building of new 
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Certainly the most stimulating and 
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or to training of users. 

promising research and 

development efforts are in real-time simulations where on-line data 

and possible scenarios have to be used to obtain an advanced 

knowledge of what would happen if a certain event takes place. In a 

very advanced environment an optimization strategy could also be 

used to obtain the optimal use of the resource available 

(determination of least-fuel path, track optimization, etc.). 

For example, the Operations Research Service of FAA has 

developed FLOWSIM, an on-line planning support tool to be used by 

air traffic managers to control national traffic flows. A dynamic 

ocean track system is also under development, able to advise each 

aircraft of track alternatives on the basis of actual weather conditions 

and with the goal of reducing the workload and improving fuel 

efficiency. 

The FAA National Simulation Laboratory is carrying out a more 

demanding task, that is to simulate the interactions J)etween different 

components of the aviation system. The goal is to understand how a 

modification in performance in a part of the system can influence the 

behaviour whole system. This is a challenging subject for parallel and 

distributed processing. 

s. Conclusions 

Parallel processing promises to be the dominant paradigm for 

large-scale computations over the next decade, and perhaps beyond. 

Air traffic management stands to gain substantially from the 

development of this technology: parallel processing promises to solve 

problems that were considered so far intractable. The real time air 

traffic management includes complex operations that play a key role 

for the effective use of it. With the development of parallelism this 

role appears to be redefined, to address more complete and ambitious 

instances of the application. In particular, Dantzig's old admonition to 

"cope with uncertainty" is well within reach. Tools like stochastic 
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programming and robust optimization provide the framework within 

which we may control the impact of uncertainty, while parallel 

processing provides the required computing power. 

We should expect to see substantially more progress in the use of 

parallelism in applications of air traffic management. After all, it has 

been less than five years since the development of the first parallel 

optimization algorithms, and we have already seen some very 

interesting applications. 
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A VISION OF AVIATION WEATHER SYSTEM TO SUPPORT AIR 
TRAFFIC MANAGEMENT IN THE TWENTY-FIRST CENTURY} 

John McCarthy 

National Center for Atmospheric Research (NCAR)2 
Boulder. CO 80307 

Today's aviation weather system provides imprecise information, 
covers huge geographic areas, and often overpredicts or entirely 
misses adverse weather conditions. When weather conditions are 
marginal or rapidly changing, the safety. efficiency. and capacity of 
aviation operations are compromised. The vision of the future 
aviation weather system presented in this paper includes a data­
rich, gridded observation and forecast system that will make it 
possible to deal with weather situations strategically rather than 
reactively. as is the case today. The accurate. high-resolution 
weather products provided by this system will be presented to 
pilots. controllers, and other users ill clear. simplified formats on 
user-friendly displays. The result will be a major enhancement of 
the safety, efficiency, and capacity of the National Airspace System. 

1. Introduction 

Aircraft and weather have been inseparably linked since the 

first day of powered flight at Kitty Hawk. Despite decades of 

technological advances, weather remains one of the most important 

factors affecting aviation safety and efficiency. From 1970 to 1985, for 

example, 40 percent of all airline accidents were weather related. 

Sixty-five percent of annual air traffic control system delays are 

attributable to weather and account for $1.7 billion of direct costs to 

the airline industry each year-not including the inconvenience and 

costs suffered by the traveling public. With aviation demand and 

business costs projected to double within 20 years, weather-related 

delays will increase unless avoidable weather-related delays are 

identified and weather system improvements are planned and 

implemented. 

1 An earlier version of this paper was prepared for the Federal Aviation 
Administration (FAA) Office of System Development. 

2 NCAR is sponsored by the National Science Foundation (NSF); principal 
funding for this work is provided by the FAA. 
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Unfortunately, the quality of aviation weather services in the 

United States has major deficiencies, many existing since the 1950s or 

up to about five years ago when selected improvements were 

implemented. Today's aviation weather system is characterized by 

observations that are too sparse, prohibiting the creation of high­

quality, definitive, and reliable weather information. This 

insufficient or inaccurate weather information compromises safety 

(when pilots inadvertently get into hazardous situations) and 

efficiency (as they make unnecessary, costly flight path diversions). 

The lack of adequate predictions about wind and weather conditions 

that lie ahead results in reactive operational decision making by 

pilots and controllers. 

A much-improved aviation weather system is needed to resolve 

hazardous and operationally significant weather and make useful 

products available to ground crews, flight crews, and the automation 

system. Groundwork has already begun, as U.S. institutions 

responsible for improving weather forecasting have concluded that 

higher resolution observations and numerical prediction computer 

models are necessary. For example, knowledge to detect and predict 

one of the severest, smallest, and most deadly weather phenomena­

the microburst-was virtually unavailable a decade ago. The 

experimental use of integrated weather sensors, including the 

Terminal Doppler Weather Radar, at Denver Stapleton International 

Airport to detect and track microbursts has been credited with saving 

hundreds of airline passenger and crew lives. 

By anticipating a time when improved weather sensors, 

processors, and much more usable products will become. available, the 

aviation weather system infrastructure has undergone an evolution 

during the past decade. While significant progress has been made, the 

rapidly accelerating state of atmospheric science and associated 

technology compel a much greater emphasis in the coming years. 
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2. Future Vision: Objectives and Benefits 

From the perspective of various aviation users, the current 

aviation weather system has a number of operational shortfalls. The 

envisioned system has several objectives that could mitigate these 

shortfalls. They are: 

1. To improve the timeliness and accuracy of weather information so 

that pilots are not forced to "guess" about weather conditions and 

potentially compromise the safety of passengers and crew. 

2. To provide controllers and traffic management with accurate 

weather information about current and forecasted conditions to 

support the controllers' responsibility to ensure pilots' ability to 

make timely and informed operational decisions in response to 

hazardous weather conditions. In addition, controllers and traffic 

managers will be able to do a much better job of planning and 

optimizing flow, as well as provide separation from known 

hazardous weather. 

3. To "fine-tune" aviation terminal forecasts (FTs), which currently 

cover all possible hazards and often overforecast local weather 

conditions, so that only germane hazards are forecasted; in 

addition, an elucidation of terminal winds and hazardous areas is 

needed. 

4. To improve winds aloft forecasts and identification of hazardous 

airspace, allowing for better pre-flight planning and in-flight 

rerouting strategies. 

5. To provide the wake vortex advisory service with information 

about current and anticipated atmospheric conditions. Without 

precise knowledge of wake vortex location and movement, 

separation standards are arbitrarily large, thus decreasing 

capacity. 

6. To provide pilots and controllers with easily understood weather 

products. Many current aviation weather products are highly 

coded, taxing the abilities of seasoned pilots, controllers, and 

meteorologists to interpret them. Significant meteorological 



28 

warnings (SIGMETs) cover areas that are typically much larger 

than the extent of the actual hazard; nevertheless, they must be 

broadcast to pilots. 

7. To provide en route users with critical information about local 

weather conditions. Numerical models have improved forecasts in 

the 8, 12, 24, 36, and 48 hour forecast periods, but they do not 

predict rapidly changing weather conditions in the short term of 

several hours. (Most continental U.S. flights are completed within 

2 hours.) Warning and forecast offices and centers have therefore 

been established by the operational arms of the weather service to 

provide information about local weather events such as the 

location, movement, and severity of thunderstorms. However, this 

urgently needed information may not be transmitted to the 

aviation user, especially to general aviation pilots, in a timely 

manner, an important problem of connectivity between the 

National Weather Service's Weather Forecast Offices and the FAA's 

air traffic control facilities. 

It should be noted that although the aviation system operates 

satisfactorily about 80 percent of the time, when weather is either 

"ceiling and visibility unlimited" (CA VU) or "Low Instrument Flight 

Rules" (LIFR) , it is impacted negatively 100 percent of the time by 

poor information about marginal and rapidly changing weather 

conditions. Reactive flying, increased controller workload, major air 

traffic control delays, increased voice congestion, and inefficient use 

of the airspace are symptomatic of this situation. The expected 

doubling of flights will compound this deficiency. 

Achievement of these objectives will lead to annual safety, 

capacity, and efficiency benefits of approximately $4 billion, based on 

an assessment of weather products that could be developed between 

1990 and 2000 and a description of a proposed FAA and National 

Weather Service aviation weather system. And the FAA has estimated 

enhanced weather detection and forecasting for FAA systems alone to 

have a benefit of $110 billion over the next 20 years. 

A need or requirement for a four-dimensional weather system is 
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based on the concept that a broad consortium of weather capabilities 

can produce a highly resolved weather system which includes a very 

high temporal structure. The air traffic control system should begin 

now to accommodate four-dimensionality in its advanced stages of 

modernization. 

3. Realization of the Vision 

3.1 Current and Planned Improyements 

The ability to resolve weather on space/time scales of a few miles 

and a few minutes, necessary for aviation, has been unsuccessful due 

to an insufficiently dense observation network. To address this 

inadequacy and achieve the objectives of the future vision, several 

enhancements have been planned (and some have already been 

procured and deployed) by the FAA, the National Oceanic and 

Atmospheric Administration, and the Department of Defense. Doppler 

radars for en route and terminal areas, weather satellites, automatic 

surface weather observing systems, wind profilers, in situ 

atmospheric measurements taken by aircraft, and lightning detection 

systems form a groundwork for greatly improved weather resolution. 

In the U.S. heartland, where observations are planned to be most 

dense, the number of daily weather observations may increase by as 

much as 30 times by the year 1995 and perhaps by 50 times early in 

the next decade. The state of the atmosphere will be known in detail, 

including temperature; humidity; wind; all types of precipitation such 

as rain, snow, and freezing precipitation; cloud type and extent; and 

pressure. Aviation-state weather variables will be known similarly, 

including the extent of thunderstorm conditions, windshear, icing 

and ground icing conditions, ceiling and visibility changes, and 

turbulence. Figure 1 shows the improved resolutions of the observing 

system between 1985 and 1995. 
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In addition to enhanced observational systems, on going 

improvements in parallel-processing computers and communications 

technologies will allow for similarly enhanced capabilities in 

weather processing and dissemination. The federal ,agencies that 

focus on weather have created, or are in the process of creating, real­

time weather processors that will assimilate thousands of times more 

weather data, and will provide those data to weather information 

displays that allow for a much more clear description of weather 

conditions. Major advances in weather forecasting models will make 

routine short-term prognostication of aviation weather conditions on 

1, 2, and 3 hour scales. Other weather information extrapolation 

techniques will allow for very short term forecasting capabilities in 

the 1, 5, 10, 30, and 60 minute time frames, important for turbulence 

and windshear warnings. 

An example of where this very short term capability applies is in 

wake vortex forecasting, detecting, and warning, included in this 

vision of the future aviation weat.her system because of the close 

association wake vortex detection and decay has with aviation 

weather sensors and certain atmospheric conditions.' Needed are 

microwave Doppler and light detection and ranging (lidar) radar 

systems that can positively identify vortices, and very high 

resolution wind field mapping over the airport, necessary for 

tracking detected vortices, to create major advances in a workable 

wake vortex advisory service. By having an expanded capability to 

measure and reliably forecast the atmospheric conditions that cause 

wake vortices to advect and/or decay, one can provide weather­

adaptive wake vortex separations. The Terminal Automation System 

should permit the practical and safe utilization of such separations 

without increasing controller workload. 

Other improvements include: 

• Airborne hazardous weather detection systems will provide 

warnings to flight crews. These warnings could then be sent 

automatically to other flight crews en route. In an advanced 

weather system, this airborne sensing capability (now in its early 
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stage) will grow immensely to include infrared and lidar clear air 

turbulence sensing, Doppler radar sensing of windshear, lightning 

detection, and a host of aviation-state variables, including 

humidity, the presence of icing, and the presence of the aircraft in 

cloud conditions. 

• An integrated terminal surveillance and weather system early in 

the twenty-first century could include electronically scanning 

Doppler radars; these advanced, multiparameter radars could 

provide a three-dimensional image of terminal weather hazards 

such as thunderstorms with update rates as frequent as 30 to 60 

seconds. 

• Satellite-derived soundings of the atmosphere in remote regions 

(e.g., use of occulting Global Positioning System satellites to derive 

temperature and humidity soundings) will be combined with 

airborne measurements, improving weather warnings and 

forecasts. Satellite communications, integrated with the navigation 

system for precise location, will provide this new information to 

flight decks worldwide. 

To some degree, the deficiencies of the current aviation weather 

system have been addressed for the past decade. An extraordinary 

array of new weather sensors and processors, along with an 

improving understanding of the aviation weather science, has been 

evolving. Some of these new systems (e.g., Terminal Doppler Weather 

Radar and Low-Level Windshear Alert System) have paved the way to 

a future vision for an even better aviation weather system. 

3.2 A New Aviation Weather System for the United States 

The FAA will establish aviation weather product generators to 

provide useful weather information to all classes of pilots, controllers, 

traffic managers, and other users. This is in stark contrast to the 

weather data overload that is rapidly accumulating in today's weather 

system. 
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Terminal Area Airspace 

The Integrated Terminal Weather System will receive gridded 

observation and forecast data from the National Weather Service 

every 5 minutes and combine them with FAA terminal sensor data 

(e.g., from the Terminal Doppler Weather Radar and Enhanced Low­

Level Windshear Alert System). It will generate four-dimensional 

estimates of the current and predicted hazardous weather and 

distribute the information as products to pilots via data link and to 

flight controllers via graphical displays. Traffic managers will be 

able to rely on Integrated Terminal Weather System information to 

ensure efficient airspace operations. Air traffic management 

computers will use Integrated Terminal Weather System information 

to maximize traffic acceptance and departure rates at high-traffic 

airports. Programs associated with the Terminal Air Traffic Control 

Automation such as the Center/Terminal Automation System will be 

able to use high-resolution information about winds to provide four­

dimensional metering, spacing, and rerouting of inbound and 

outbound -traffic. These products will be user-friendly and not require 

interpretation by a meteorologist. 

Pilots will have advanced onboard graphics screens that 

integrate weather hazard information with a four-dimensional 

navigation system and traffic control instructions. Highly succinct 

textual products also will be available. For example, the Integrated 

Terminal Weather System will provide simple, textual microburst 

alerts: 

MICROBURST ALERT, EXPECT 

60 KNOT LOSS ON 1 MILE FINAL 

coupled with situational color displays of severe windshear hazard 

areas. The Terminal Doppler Weather Radar and enhanced Low-Level 

Windshear Alert System have this windshear warning capability, and 

the Integrated Terminal Weather System will expand it to a 

considerably broader complement of terminal area weather hazards 
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identification. Additionally, in our view of the future aviation 

weather system, it will be incumbent upon the air traffic control 

system to provide separation from these sorts of extreme and life­

threatening weather hazards. 

Creative use of text and graphics will define areas to be avoided 

by aircraft, due either to hazards (e.g., thunderstorms) or to 

operationally significant weather (e.g., strong localized winds), with 

update rates of a few seconds to minutes. By stratifying the airspace 

in the terminal area into "go" and "no-go" space, airspace capacity 

could be increased by as much as 25 percent in many types of weather 

conditions and maintained when it would otherwise be lost in today's 

system. However, certain weather events such as blizzards will still 

close airports. 

En Route/Regional Airspace 

For the en route airspace, a Regional Aviation Weather Products 

Generator will be situated in the Area Control Facility. Typical 

resolutions of this domain will be in the I minute and I mile range, 

somewhat more coarse than the Integrated Terminal Weather System 

domain, but many times more detailed than today's system. High­

resolution hazard and operationally significant weather products will 

be delivered to pilots via data link and to controllers and traffic 

managers via the Advanced Automation System. The Advanced 

Automation System (e.g., using Automated En Route Air Traffic 

Control) will ingest highly resolved weather data for planning to 

maximize airspace usage in the Area Control Facility airspace by 

employing the products of the Regional Aviation Weather Products 

Generator. Figure 2 illustrates high resolution icing and turbulence 

hazard areas, in a three-dimensional perspective, that should become 

available in the next several years. Figure 3 represents a view of the 

same hazard as seen from a modern glass cockpit. 
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Figure 2. High resolution depiction of icing and turbulence zones 

along a flight track at 17,000 feet, between Denver and Kansas City. 
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COCKPIT DISPLAY 

Figure 3. Depiction of icing zone (same zone as in Figure 2), as shown 

on an in-flight display typical of a modern glass cockpit. Note the ATe 

"automatic reroute" around the hazard. 
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National Airspace 

The national airspace environment will also be protected by an 

advanced, high-resolution system. At the Central Flow Control 

Facility, a National Aviation Weather Products Generator will provide 

traffic managers and traffic management computers with a mosaic of 

weather hazards for the continental United States, similar to that 

provided by the Integrated Terminal Weather System and the 

Regional Aviation Weather Products Generator. The resolutions will 

likely be a coarser 10 minutes and 25 miles, sufficient for national 

traffic management purposes. Ceiling, visibility, and other 

acceptance restrictions will be closely monitored at hub airports on 

time scales of a few minutes to 6 hours, the duration of a 

transcontinental flight. Consequently, a one to three hour terminal 

forecast will be valuable to traffic management and of great interest 

to central flow control. With an improved wind mapping capability in 

the one to three hour forecast, national air traffic management of 

traffic flow will become significantly more efficient, a capability that 

will be enhanced when thunderstorm cells, snowstorms, and reduced 

ceiling and visibility conditions are much more succinctly known. 

Figure 4 illustrates a national depiction of convective hazard 

airspace along a specific route of flight, while Figure 5, illustrates 

highly refined airspace hazards that should be avoided. 

The Automated Flight Service Station will have advanced graphic 

and textual capabilities emanating from the Integrated Terminal 

Weather System, Regional Aviation Weather Products Generator, and 

National Aviation Weather Products Generator. A new-generation 

Flight Service Automation System will use products from the Regional 

Aviation Weather Products Generator to 

weather condi tions for general aviation 

Automated Flight Service Station. 

provide 

pilots 

route-specific 

querying the 
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Figure 4. A national-scale display of convective slOrm hazard, similar 

to a penetration of a thunderstorm squall-line located in the Southeast 

U.S .• for a flight from Denver to Orlando. 



~ 

1: 
or 
o 
u 

!l . 
;;; 

w 
Col 
III 
~ 

~ 
"CI 
w ... -19 
.g 
,t 
... 
w 

.cI .. 
III 

~ 

li 
j S 
QOo :3 

II I~ ! ' .. , N ., .., .., 

39 

..--C 
C 
c 
t') 
t') 

I 
\.0 C 
III C 
t:n C 
III .,. 

..J N 

Figure 5. I1Iustrates the concept of weather prohibited airspace, 

which are zones so hazardous that no flight should penetrate except 

in an emergency. These composite zones are derived from a variety of 

sensors, rather than from anyone sensor, all part of weather system 

modernization. 
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All components of the future system will have route-specific 

information available by computer. Only the aircraft location and 

intended route are needed to provide route-specific weather 

information via voice, data link, or satellite communications. Each 

flight in the continental United States will have onboard access to 

information about weather conditions to within a few miles of either 

side of the intended route. If intervening weather suggests a strategic 

change, alternative routes will be commonly understood by both pilot 

and controller (Figure 6). This is a crucial element of the envisioned 

aviation system. Getting route-specific weather information to pilots, 

particularly general aviation pilots, will provide a tremendous 

improvement in flight safety. 

The role of weather vendor services will be greatly enhanced 

through satellite broadcast of Integrated Terminal Weather System, 

Regional Aviation Weather Products Generator, and National Aviation 

Weather Products Generator data bases. Sharing the improved 

strategic assets of the FAA's traffic management system, airline 

dispatchers will be able to adapt their operations to better deal with 

restricted weather situations. 

Oceanic Airspace 

The U.S. aviation weather system is important to international 

transoceanic flights. With continuing pressure on the capacity of the 

transatlantic and transpacific routes, and with the advent of satellite 

navigation and communications, the need to provide short-term 

information regarding rapid changes in adverse weather conditions 

en route will become critical. A transoceanic weather warning and 

forecast system will provide these advisories, using weather satellite 

monitoring and improved hemispheric forecast models. Onboard 

weather measurements from aircraft flying these routes will be 

linked via satellite to weather processors in oceanic weather warning 

and forecast centers that serve these routes. Oceanic weather 

improvements will be important to both strategic planning (e.g., 

better optimal routing with more closely spaced routes) and tactical 



Figure 6. Depiction of winds aloft with a jet stream core analysis 

superimposed, along with an anticipated optimal air routing. 
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planning (e.g., the ability to make rapid route shifts due to 

turbulence, convective cells, and small-scale jet-stream features). 

This is in contrast to today's rigid routing and separation standards 

that allow little flexibility in diverse weather situations. 

In the more distant future, most or all of the capabilities 

indicated here should become available world-wide as satellite-borne 

weather sensors become more prevalent, and as improved ground­

based sensors become more available in countries throughout the 

world that are intent on improving aviation commerce. The resulting 

global weather system will eventually join with a global ATL system, 

as we achieve a global economy. 

3.3 Evolving to a Viable Operations Concept for Aviation Weather 

Improving weather data, developing a data-delivery system, and 

providing aviation users with products is the government's 

framework for evolving to an advanced aviation weather system. 

Hardware and software infrastructure and interfaces can be sketched 

out early in the design process so that as components of the 

envisioned system are defined, they can be demonstrated and 

implemented quickly. The envisioned future aviation weather system 

takes full advantage of existing FAA and National Weather Service 

assets. The integrated Terminal Doppler Weather Radar/Low-Level 

Windshear Alert System is a prime example of expected high­

precision improvements, involving explicit textual and graphical 

user-friendly products. 

Evolutionary strategy will focus on quickly developing 

prototypes with key related systems such as the FAA's 

Center/Terminal Automation System and the National Oceanic and 

Atmospheric Administration's Gridded Forecast System and Advanced 

Weather Interactive Processing System to ensure that interfaces and 

operations concepts are thoroughly validated. Prototypes will be 

demonstrated in an operational environment (test beds), and feedback 

from user evaluation teams will help refine them. 

A flexible design will accommodate many levels of sophistication 
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in the receiving equipment, from simple, separate weather displays 

intended for use by air traffic supervisors to the display of complex 

presentations of combined Doppler radar and weather satellite 

suitable for the most sophisticated graphical display system. For 

example, preflight weather information could be available to an 

airline's computer system, a distribution service (such as today's DUAT 

providers), a flight service specialist, the Weather Channel, or the 

meteorologists on AM Weather. 

All aviation weather-related decisions for safe aircraft 

operations will continue to be retained by the pilot. As the capability 

of the weather system continues to evolve and short-term predictions 

of hazards become more accurate, routing changes will occur less 

tactically and be more strategic. Optimal route selection, which 

factors in weather and traffic information, will be determined 

through a cooperative decision-making process between the pilot and 

controller. 

Human factors considerations of information system design and 

sensory overload must be taken seriously. In the cockpit, obtaining or 

assimilating weather information cannot detract from controlling the 

aircraft. Complex keystrokes or the necessity of orienting a graphic 

product to the direction of flight will be avoided. At the controller's 

console, weather information will require little or no interpretation 

and not detract from ensuring aircraft separation; it will be 

integrated with the controller's primary display, as airways and fixes 

are depicted today. 

The appropriate components of the aviation weather 

information system will, through direct connections and via data 

link, provide more timely, more accurate, and higher resolution data 

to the future air traffic control automation, flow management, and 

cockpit systems. A four-dimensional navigation system onboard the 

aircraft could request and use information regarding winds aloft, 

requiring no more human effort than monitoring. A terminal 

automation system could estimate aircraft arrival over the arrival 

gate by taking into account a severe thunderstorm ("no-go" space) 

that will force rerouting. A similar en route automation system could 
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provide automatic rerouting around hazardous weather areas, with 

much greater strategic planning than is possible today. 

In light of these significant operational and technological 

advancements, a major effort to re-educate all users of the airspace 

system will be necessary. Pilots and controllers nearing retirement 

today have spent their entire careers learning to cope -with many of 

the same weather products that were available when they began 

working in the 1950s. Our most competent flight professionals take 

the current, imprecise forecasts with a grain of salt, while worrying 

about liability when forecasts show a chance of hazardous weather in 

nearly every prediction. 

There are immediate, critical tasks before us. A description of the 

current state of the atmosphere is an unmet need today. We need to 

describe the state of the atmosphere with greater clarity, even 

without the new sensors, processing, automation, and 

communications envisaged early in the next century. The evolution 

of the aviation weather system to a truly four-dimensional weather 

system can be accelerated by developing a capability to digitize what 

today is essentially an analog system. By so doing, we can maximize 

current capabilities, making the baselined National Airspace System 

more effective, meeting more immediate weather needs of the users, 

and positioning the current aviation weather system to phase into the 

future weather vision with greater success. 

4. Conclusion 

Today's 3D-year-old marginal aviation weather system operates 

well only when weather conditions do not strain the safety, 

efficiency, and capacity of the current airspace system. With the 

anticipated improvements, it will evolve into a weather system that, 

in concert with air traffic control modernization at the turn of the 

century, will provide accurate, high-resolution aviation weather 

products. Weather-related capacity limitations that restrict operations 

and cost billions of dollars each year will be mitigated. Pilots, 
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controllers, and traffic managers will be able to use these new 

weather capabilities much more effectively than today's limited 

weather information products. With an open-ended design and 

development strategy, improvements will be integrated into the 

system in a smooth, continuous process. 

Users will be able to fly preferred trajectories. The situational 

weather awareness of pilots and controllers will be enhanced. Users 

will know where hazards will be located, minutes to hours in advance, 

allowing for strategic planning, with air traffic control's assistance, 

to avoid these areas. Traffic routes will be adjusted perhaps hundreds 

of miles before encountering hazardous weather, providing for a 

smooth circumnavigation. Voice congestion on air traffic control 

frequencies will decrease. Some reduction in large fuel reserves will 

be realized with more accurate weather forecasts. Airspace over the 

oceans will have a much-increased capacity as improved tactical and 

strategic planning become possible with improved oceanic weather 

information. Most importantly. weather factors that currently limit 

aircraft operations will be predicted with much greater accuracy, 

resulting in greater safety, efficiency, and capacity of the National 

Airspace System. 
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The current air traffic control systems are mainly conceived to 
ensure, with tactical interventions, the safety of flights. This 
approach often suffers due to the difficulty of accurately foreseeing 
the future traffic evolution, so that planes are often penalized more 
than necessary with the real traffic conditions. In fact, in such a 
situation safety standards are redundant and the single airplane can 
be forced to fly non optimal routes and unnecessary holding 
patterns. 
Today, this management philosophy is no longer valid because of 
congestion phenomena which often occur in the most important 
terminal areas. Therefore, it seems necessary to introduce in the 
future control systems not only more automated procedures to keep 
adequate safety levels, but also planning functions to increase the 
system capacity and reduce the total cost; in this manner, it is 
possible to improve system efficiency. 
In recent years several studies have been carried out in these two 
directions so that new control concepts and some optimization 
models and algorithms have been developed. 
In this paper a survey of our earlier work in this field is provided. 
In particular a multilevel model of air traffic control is proposed 
and discussed. Then, the functions corresponding to on-line control, 
that is flow control, strategic control of flights and aircraft 
sequencing in a terminal area, are examined and the corresponding 
optimization models and solution algorithms are illustrated. Finally, 
some relevant problems discussed in recent research are mentioned 
and new trends are indicated. 

1. Introduction 

The current Air Traffic Control (ATe) systems are mainly 

conceived to ensure safety of flights and orderly operations, 

according to procedures and international rules. So, they are 

essentially tactical ground-based systems operated by human 
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controllers. performing manually many relevant functions with 

short term interventions. 

The effectiveness of this approach is diminished by the 

difficulty of accurately foreseeing the dynamic evolution of traffic on 

the airspace network. in face of aleatory events. such as weather, 

airport congestion, accidents or failures, etc. 

As a consequence, safety standards are often redundant and 

planes are often penalized more than necessary with the real traffic 

conditions, because the single aircraft can be forced to fly non 

optimal routes and unnecessary holding patterns. 

Today, this approach to air traffic management is no longer valid 

because of increasing travel demand, deregulation policy and 

congestion phenomena which often occur in the most important 

terminal areas. Therefore. it seems necessary and practicable to 

introduce in the future control systems not only more automated 

procedures to maintain adequate safety levels, but also planning 

functions to increase system capacity and to improve system 

efficiency, with a reduction of the total cost. 

In recent years, several scientists have carried out studies in 

these two directions and developed new control concepts and some 

optimization models and algorithms. 

In this paper. we firstly deal with the system aspects of ATC and 

propose and discuss a multilevel model architecture. Then, the single 

functions corresponding to on-line control, that is flow control, 

strategic control of flights and aircraft sequencing ,in the terminal 

area are examined and the optimization models and solution 

algorithms are illustrated. 

Finally. trends in ATC development, based on the introduction of 

new technologies. and recent research directions are outlined. 
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2. A multilevel model of air traffic control 

The air traffic control problem is a typically large-scale problem 

characterized by: 

- high number of variables and constraints; 

- numerous sub-systems and strong interactions; 

- numerous control objectives also conflicting; 

- limitations and complexity of models used to forecast the movement 

of airplanes and traffic evolution; 

- fast dynamics and real-time interventions; 

- presence of several human operators in the system (pilots, 

controllers, etc.), each having a certain independence on taking 

decisions. 

To approach this problem it seems right to resort to the 

possibility of decomposing the overall problem into sub-problems 

solvable in a simpler manner (Mesarovic and others, 1970; Wismor, 

1971). Typically, each control function can be decomposed into 

different levels; each level deals with a specific problem that can be 

so 1 ved by known methods and techniques. Moreover, each level can 

be viewed as part of a multilevel system of the global process. 

In the ATC field an appropriate decomposition criterion is based 

on a hierarchy of control functions, each related to a different time 

horizon. 

Figure 1 represents a possible scheme where both the available 

resources and long term air traffic demand are supposed to be known. 

The highest level is associated with the planning of the air space 

structure, routes and ATC procedures and generally with the evolution 

of the overall control system. The second level represents the 

planning activity of flights carried out within a time horizon of some 

months in connection with the estimated traffic demand. The level 

called "strategic control" represents a planning activity of medium­

long term interventions to organize traffic flows and/or define 

amendments to single flight plans. Finally, tactical control is a real-
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Figure 1. A multilevel model of air traffic control 

time control action to satisfy short-term requirements and/or to so 1 ve 

emergency situations. 

At present, the actions relative to the first two levels are not 

being carried out on the basis of optimization criteria. For example, in 

general, there is no coordination in the decision of the airlines; then, 

it is not a priori possible to prevent the congestion situations. 

Available studies refer especially to the two lowest levels of the 

mentioned hierarchy or, more precisely, to sub-functions of these 

levels. In particular,. strategic control, up to now, has only been 
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utilized in a partial and limited manner; in fact, the current A TC 

systems are still mainly based on tactical control actions. On the 

contrary, we feel that a systematic introduction of a strategic function 

could constitute the most relevant and revolutionary innovation in 

air traffic control. In fact, this approach seems to be. in theory, the 

only one able to minimize the operational cost and. at the same time. 

improve safety standards in ATC (Erwin 1974. 1975). In practice, the 

implementation of a control function that optimizes planning of 

flights implies considerable difficulties due to the necessity of correct 

long-term forecasts and the inadequacy of available methodologies to 

solve problems of such complexity. Therefore. it seems convenient to 

decompose the strategic control function. in its turn. on the basis of a 

multilevel model of distinct sub-functions. 

A first decomposition cl!iterion could be a distinction between 

"off-line" and "on-line" control. By off-line control. we mean a 

planning activity carried out before interested aircraft enter the 

system (generally. before the aircraft departures) and based 

exclusively on traffic forecasts. By on-line control. we mean a control 

activity based mainly on observations of the current state of the 

system and performed in a rather short period (in comparison with 

dynamics of flights) to allow subsequent interventions on the 

controlled traffic. 

A second criterion could be based on a distinction between 

control on aggregate variables (traffic flows) and control on 

variables relative to single planes (flight plans). 

Figure 2 represents a multilevel decomposition of strategic 

control corresponding to the above criteria. To completely understand 

the meaning of this model. one must point out that the hierarchical 

order of the various levels refers mainly to the different time horizon 

and generally does not express a decisional hierarchy in the control 

actions. More precisely. we can say that higher levels basically ought 

to simplify decisional problems relative to the lower levels. In the 

following. functions associated with each level and set of operations 

are illustrated. 
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Figure 2. A multilevel model of strategic control 
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Flow Planning 

The flow planning function should be carried out with a horizon 

of a few hours, comparing the expected traffic d,emand with an 

estimate of the system capacity (airways, terminal areas). Then, a 

distribution of traffic flows in the airspace should be determined to 

relate the demand to the capacity. 

Planning of Flights 

On the basis of flow planning and of the same time horizon, this 

off-line activity should determine amendments for the requested 

flight plans. These amendments should have the aim both of reducing 

the a priori conflict probability and satisfying a somewhat optimal 

criterion. We must also specify that many random factors affect the 

above process; so we represent the flights by utilizing a simplified 

model made up, for example, of passing times and altitudes at the way­

points of the planned route. 

Flow Control 

The on-line flow control refers to a time horizon of about 15-30 

minutes and, in particular, it should forecast local and short-period 

traffic peaks and reduce possible effects on the system. This can occur 

both by imposing delays on the flows upstream of traffic congestion 

and planning a different distribution of traffic in adjacent sectors. 

Strategic Control of Flights (SCF) 

This function has the same time horizon as the on-line flow 

control. It should plan conflict-free trajectories on the basis of 

observation of the current state of the system in order to satisfy the 

constraints on airplane performance, space structures and possible 

flow limitations. 

Once a hierarchical structure of an A TC system has been defined, 
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it seems worthwile to develop specific mathematical models to support 

the optimization of semi/fully automatic air traffic control and 

management systems at different levels of intervention. 

In the following sections we consider in detail only those 

functions related to the on-line ATC problem. 

3. Flow control 

Whenever traffic congestion is present or is likely to originate 

in the controlled area, a flow control action must be taken. This 

means, essentially, matching traffic demand with capacity of the ATC 

system facilities. 

The flow control activity can be, conceptually, decomposed into 

two different phases: 

I) Congestion forecast: This refers to the evaluation of where and 

when congestion is likely to arise and the corresponding order of 

magnitude of the overload. 

2) Congestion prevention: Whenever an overload is forecast, a 

control action, possibly optimal, must follow so as to prevent 

congestion development. 

The first phase is the basis for an efficient A TC system; in 

particular, it requires accurate evaluation of air traffic capacity and 

demand. These two characteristics show random variations with space 

and time. Capacity varies for several reasons: (a) airport and airspace 

structure, communication, control and aid to navigation facilities 

used; (b) workload of controllers; (c) weather; (d) special events: 

incorrect functioning or out-of-order of control facilities, etc. 

The traffic demand depends on time-varying characteristics of 

air transport, on delays etc. 

Once traffic demand and capacity associated to the controlled 

region have been fully evaluated, congestion prevention can be 

taken into consideration. It can be performed by means of certain 
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typical control actions: take-off delays, holdings, re-routing and 

upstream flow restrictions. Take-off delays may only be imposed on 

the airports located within the controlled region. Holding is used 

whenever an aircraft cannot initiate its landing procedure, because 

of airport congestion. In this case, the aircraft is instructed to join a 

waiting line which is called a "holding stack" because aircraft are 

"stacked" at different altitude levels above a check point, caIled 

"feeder" fix point. The re-routing action involves a flow reassignment 

on a path different from the normal one, constrained to the same 

destination point. Upstream flow restrictions consist of limitations 

imposed on the "flow rate" at the boundary points of the region under 

control. 

In this paper, attention is primarily devoted to the prevention of 

congestion. As a consequence. a constrained optimization model based 

on an airspace and traffic model can be established so as to perform 

the control actions, aforementioned, in an efficient way. The 

objective is that of minimizing an overall cost function, respectively 

fuel consumption and/or total delay in the system, taking into account 

capacity and safety constraints. 

4. Airspace and Traffic Flow Optimization Model 

The airspace under control is defined by a structure of a given 

set of standard routes and waypoints, corresponding to navigational 

aids and check point locations, and by the associated flights 

procedures. In modelling it, one must take into account the 

subdivision of the airspace into several control sectors and, in 

general, the associated rules of operation (Ratcliffe, 1974). 

The airspace structure can be represented in a straightforward 

way as a directed network of arcs and nodes. The nodes are of the 

following types: 

- Source nodes, representing terminal areas, generating departing 

traffic, or boundary points of the airspace where traffic arriving 
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from outer regions is "generated"; 

Intermediate nodes, representing route intersections or given 

check points; 

- Sink nodes, representing points of arrival into terminal areas, or 

boundary points where traffic "disappears" into outer regions. 

The arcs represent route segments connecting a p~ir of nodes. 

Furthermore, different arcs can be associated with different groups of 

altitude flight levels along the same route. The control sectors, which 

are parts of the airspace controlled by one controller team, are 

represented by non-overlapping subnetworks connected by nodes 

representing the points of transfer of control from one sector to 

another. 

Finally, as a controlled region is, in general, affected by 

different kinds of traffic (departure, arrival, overflight) and by 

different aircraft speed classes, they can be modeled by different 

commodities, each one characterized by its origin-destination pair. In 

general, when dealing with traffic congestion probl~ms, it may be 

necessary to consider time-varying flows on the network. So, a 

dynamic traffic model can give a more precise description of the real 

environment (Bianco and others, 1980; Bielli and others, 1980). In this 

case, one needs to specify arc-transit times so as to represent dynamic 

evolution of traffic patterns entering the network. The planning 

horizon T is subdivided into elemental time intervals of suitable 

length S, so as to establish a discrete-time model. 

Then, the following assumptions have been made: 

I) All the variables have been discretized (that is, they are assumed 

not to change appreciably within the elemental time period S 

fixed), 

2) To each commodity-flow on each arc, an average transit time is 

assigned (the greater the mix of aircraft speed and trajectories 

considered, the less this assumption is valid). 

3) Each average transit time i:: is chosen as a multiple integer of S. 
I) 



57 

Network flow equations assume an orderly and regular flow. To 

take into consideration any congestion situation one has to consider 

some waiting lines, according to the procedures actually employed by 

ATe controllers. These waiting lines are modelled as arcs closed on the 

nodes that represent the associated check points. 

Once the network G (N ,A) and the set of commodities are defined, 

the optimal control strategy to solve traffic congestion can be 

obtained by setting up a constrained optimization model. It has been 

defined in the following way: 

max L LcD (t) - ~ c .. x .. (t) 
T/o K E k k ~ k k ] 

t=1 k=1 S (ij) e A I} IJ 

subject to: 

k k k LX .. (t) - L xJ'; (t - 'tJ) = 
jeA(i) lJ je8(i) 

t = 1 • •..• TI'O; i e N; k = 1 •...• K 
K k LX .. (t) s h .. (t). t = 1 •...• T/'O; (ij)eA 

1.:=1 lJ I) 

T/o k 

L L L 
1=1 (i.j)eSr k=1 

k x .. (t) S h • 
I} r 

r= I •...• R 

1 t 

(1) 

(2) 

(3) 

(4) 

Os L Dk(q) S L Dk(q). t=I •... ,T/'O; k=I •... ,K (5) 
q=1 q=1 0 

L x~. 
(ij)eA IJ 

where 

k x .. (t) 
l) 

k k ~ K E (t) S Eo' t = I, ... ,T/v; k = 1 •...• 

Tlo k k Tlo k 
(0) + L D (t) = LX.. (T) + L E (t) = k = I, ... ,K 

t=1 (ij)eA IJ t=1 

~ 0 and integer, t = I •... ,TI'O; (i,j)eA; k = I, ... ,K 

A = set of arcs; A = {t •...• m} 

A(i) = set of nodes j "after" node i; A(i) = U e NI(i.j) e A} 

(6) 

(7) 

(8) 
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B(i) = set of nodes j "before" node i; B(i) = (j E NIU,i) E A} 

c: = cost associated to the flow generated by the source sk 

c~. = cost associated to the k-commodity flow on arc (i,j) 
IJ 

D! (t) = k-commodity forecasted flow in the time interval 

Dk(t) = feasible k-commodity flow in the time interval t 

E!(t) = k-sink capacity in the time interval t 

E k(t) = k-sink flow in the time interval t 

h ij( t) = arc (i,j) capacity in the time interval t 

hr = r-sector capacity 

K = set of commodities; K = (1, ... , K) 

N = set of nodes; N = (1, ... , n) 

pk = k-commodity si'nk 

R = number of sectors 

Sr = T-sector 

sk = k-commodity source 

T = control time interval 

X~(t) = k-commodity flow on arc (i,j) in the time interval t 

5 = elemental time interval 

"t"~. = k-commnodity arc-flow average transit time on arc (i, j), 
IJ 

multiple of 5. 

The objective function is made up of two terms: a weighted sum 

of the source-generated flows and a weighted sum of the arc flows. 

The first term involves maximization of the source-generated flows, so 

as to better match traffic demand with system capacity. Different 

weight coefficients can be assigned to different commodities, 

according to the priorities established. The second term concerns a 

better management in the traffic assignment on the network. In this 

way, weight coefficients can be assigned to different arcs, so that they 

can represent priorities in selecting the routes and flight levels or 

they can be directly associated to delays and/or fuel consumption, 
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relative to different paths. Hence, the system can analyse different 

objectives, i.e. maximal flow, minimum cost rerouting and holding 

delays, etc. 

As regards to constraints, equations (2) represent flow 

continuity at the various nodes. Since. for safety reasons, the aircraft 

have to maintain given in-trail standard separations, a maximum rate 

of flow on each arc can never be exceeded. This is expreased by arc 

capacity constraints (3). In each control sector, a maximum controller 

workload is defined. Here, it is approximated by the maximum number 

of aircraft in the sector during the period T. This is represented by 

sector capacity constraints (4). Upstream flow restrictions or source 

restrictions are given by constraints (5). The limitation both on 

airport acceptance rates and on overflight traffic to outer regions is 

taken into account by sink capacity constraints (6). Total flow 

conservation on the network, over the period T. is espressed by 

equations (7). Finally. the natural nonnegativity and integrality 

constraints (8) are to be included. 

The proposed mathemat.ical model has been assumed to be linear. 

As a matter of fact. the relationship between cost coefficients and 

flows and the controllers' workload (over a period T) are not exactly 

known and there is a need for further research in this field. However. 

since the purpose of this study is mainly to establish a suitable basis 

for working out more refined flow control models, the 

aforementioned hypotheses are acceptable. The dynamiC problem (1)­

(8) can be changed into a static one, by considering the network 

replicated in a multiperiod context (Fig. 3), i.e. each arc is repeated 

according to the number of time periods selected (Bielli and others, 

1982). It becomes an equivalent linear static problem, belonging to 

the class of multicommodity network flow programming. 
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s. Decomposition techniques and computation algorithms 

The resolution of the problem can be more or less complex, 

depending on the accuracy required to represent the airspace 

structure and dynamic traffic evolution. If the controlled region is 

large and includes several airports and a complex route and flight 

levels structure, one has to deal with a network with a large number 

of arcs, nodes and commodities. Solving such a large-scale problem 

can become a heavy task if detailed airspace and traffic 

representation over space and time is required. In this case, 

simulation models appear to be a more suitable tool. especially for 

traffic analysis and management problems (EUROCONTROL, 1977). On 

the other hand, if a certain level of aggregation in the flows and 

airspace structure is acceptable, then the problem can be so 1 ved by 

suitable mathematical programming decomposition techniques. For 

instance. from a general point of view. resource-directive 

decomposition methods (such as the one developed by Assad. 1976) 

look promising, in spite of some computation difficulties. 

This method is based on the distribution of arc capacities among 

the single commodities. Once the resulting one commodity ("local") 

subproblems are so 1 ved. the initial ("master") problem can also be 

considered so 1 ved, if the aggregate so I ution satisfies a given 

optimality criterion. Otherwise. the arc capacities are redistributed 

and the process repeated. To redistribute the arcs capacities one can 

apply in a suitable wayan optimization method. based on the 

subgradient algorithm. The advantage of this approach lies in the fact 

that many efficient algorithms are available for so 1 ving one­

commodity problems like the out-of-kilter algorithm. However. the 

"bundle" constraints (4) are peculiar to the problel11 considered in 

this paper. 

Thus. a practical approach, suitable for implementing an 

operati ve flow control technique, is presented (Bielli and others. 

1981). From an operative point of view. real-time flow control is aimed 

to cope with trafflc peaks exceeding an acceptable demand level by 

optimally re-distributing the traffic flows over the network. 
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Moreover, the capacity constraints to be abso I utely respected are, 

generally, the sector workloads and only a few arc capacity 

constraints (stacks of aircraft waiting for landing over the airports, 

departure and landing acceptance rates). 

The former constraints measure the total flow over all arcs of the 

sector that can be handled by the associated team of controllers. Let us 

remark that these constraints are more restrictive, in the sense that 

they become binding before all individual arcs of the sector are full to 

capacity. Thus, the problem can be seen as one of choosing how to 

redistribute this workload among the arcs of the sector to optimize the 

objective function. Then, the approach can be summarized as follows: 

(I) Smoothen the traffic peaks and then set fixed capacity values on 

some arcs and an initial capacity distribution hO on all other arcs. 

This initial distribution satisfies the sector workload constraints 

and insures a starting flexible flow on the network. 

(2) Find capacity increments on the latter arcs satisfying workload 

constraints and optimizing the objective funclion. 

If, instead, one is dealing with strategic flow control, only 

aggregated flows between sectors, rather than 1lows on specific route 

legs, need to be considered. In this way, the route network can be 

suitably aggregated: the constraints on the controllers' workload 

become upper bounds on the capacity of the arcs connecting two 

sectors. The integrality constraints can also be relaxed, considering 

only continuous flows, if the traffic volume is sufficiently large. 

Under the preceding hypotheses, the computational difficulties of the 

problem are greaUy reduced (Bielli and others, 1981). 

Figure 3 represents the space-lime network resulting from the 

replication of the basic structure in a one-hour control interval. The 

corresponding discretization lime is 15 minutes. Three super-sources 

and three super-sinks have been added, with dummy arcs having a 

capacity corresponding to the effective air traffic demand entering 

the sectors, the maximal value of the traffic exchangeable between 

sectors or the maximal airport landing and take-off rates. 
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Three possible cases have been considered: max flow (case Cl), 

max flow and min cost with costs c k »c~. (case C2) and max flow and 
S 1/ 

min cost with costs c k = c k (case C3). The results for the commodities 
s i; 

flows are shown in Table 1. 

The actual forecasted traffic demands F~ on the network are 

larger than the sectors capacity (traffic congestion). As a 

consequence, the max flow is lower than demand by 12 aircraft units. 

These aircraft must be delayed outside the region under control. 

When one considers a cost - for the rerouting of the third 

commodity, that commodity is delayed while the other two are given 

priority. In the case in which the rerouting and delay costs of the 

demand F3 are equal, the correspond i ng optimal flow is further 
0 

decreased similarly to the global flow transiting through the network. 

As far as the computational aspects are concerned, Table 2 

reports the basic parameters for evaluating the performance of the 

suggested algorithm. 

The stepsize is controlled in an adaptive way (as shown by the 

halving of A). The solution is within a small percentage of the upper 

bound v (computed with the optimal flows obtained in the case that 

each commodity may use all the available resources of arc capacity). 

As a consequence, the distance of the so I ution from the true optimum 

is probably even smaller. 

The number of iterations sufficient to obtai n an acceptable sub­

optimal so 1 ution is small and the CPU times on a Univac 1100 computer 

are also small. As a consequence, the algorithm is suitable to also deal 

with large-scale networks in a real-time air traffic flow control 

environment. These results confirm the conclusions of Ali and others 

(1980) that, for this class of muIticommodity network flow algorithms, 

the resource-directive decomposition code is the fastest available. 
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Table 1. Results relative to optimal flows 

Commodities Total 

1 2 3 flow 

Actual air traffic demand 38.00 32.00 62.00 132.00 

CaseC1 33.90 27.48 59.01 120.39 

CaseC2 35.16 28.38 55.91 119.45 

CaseC3 35.50 28.50 51.00 115.00 

Table 2. Computation algorithm results 

CaseC1 CaseC2 CaseC3 

" " " v-v v-v v-v 
-,,- DID A -,,- DID A -- % 

" 
A 

Iterations v v v 

0 7.53 2 7.50 2 2.63 2 

1 7.21 1 7.23 1 2.58 1 

2 7.08 1 7.06 0.5 2.52 0.5 

3 7.02 0.5 7.02 0.25 2.50 0.25 
4 6.95 0.25 6.98 0.25 2.49 0.125 

5 6.79 0.25 6.92 0.25 ----------_ ... -
6 6.75 0.25 6.84 0.125 
7 6.71 0.125 -------_ ... _---

CPU = 1.592 sec.; 1.673 sec.; 0.328 sec. 
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6. Strategic control of flights 

As previously mentioned, the task of on-line SCF is to optimize 

flight plans of single airplanes in a prefixed region with a time 

horizon of about 15-30 minutes. The sub-system associated with the 

SCF functions can be outlined as in Figure 4 where both inputs and 

outputs are indicated. The inputs are the flight plans of the airlines, 

the information relative to the state of the system and the limitations 

imposed by flow control. 

The outputs are the amendments to the flight plans that 

represent control interventions 011 the planes of the system and can 

be useful information for tactical control. 

In more detail, the requested flight plans should be optimal from 

the point of view of fuel and/or time consumption if each plane were 

alone in the system. Information available on the state of the system 

concerns radar data on the evolution of flights, short and medium 

term meteorological forecasts and the status of the ATC infrastructure. 

Restrictions imposed by flow control limit the control decision for any 

single plane according to the flow planning in the control region. In 

particular, such limitations can refer to the maintaining of 

appropriate separations when the planes fly over prefixed points of 

the controlled airspace. Finally, for amendments to flight plans we 

consider: 

variations of altitude levels in comparison with the nominal flight 

plans; 

- imposing route delays through speed control; 

- imposing reroutings and/or holding patterns; 

- imposing departure delays. 

Now, to build a mathematical model of the SCF, we must first 

establish a control region, a time horizon and a representation of the 

airways network and the trajectories of planes; then we must define 

control variables, constraints and the objective function to optimize. 
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flow control 
constraints 

STRATEGIC 

CONTROL OF 
flight plans amendments to 

FLIGHTS flight plans 

state of 

the system 

Figure 4. Representation of the SCF function 

Control Regioll 

The feasibility of carrying on a strategic action at the single 

plane level depends greatly on the size of the region where a 

coordinating intervention is possible. In fact, SCF generally aims to 

specify an efficient profile during all phases of the flight (take-off, 

cruise, landing). Therefore, the more the flight plans which refer to 

the prefixed control region, the more significant SCF is. Nevertheless, 

even without considering political, normative and organizational 

difficulties, an upper bound to the size of the control region exists 

because of limits in the performance both of mathematical 

methodologies and real time computation systems. In fact, the problem 

complexity increases as the dimensions of the control region 

increase. 
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Time Horizon 

The time horizon is mainly determined by the maximum time 

interval in which it is possible to predict accurately future traffic 

conditions in the control region. At present, the available models 

seem to be able to provide adequate forecasts for look-ahead times of 

about 15-30 minutes. This limit could also assist in a spatial 

decomposition of the control action in the fixed region. 

Representation of Airspace and Plane Trajectories 

Given a control region R, the representation of the space and 

planned trajectories must be accurate enough to permit real-time data 

processing. To this end, in the following, airspace is described 

through a network representing both the airways and the terminal 

areas. In detail, the network nodes represents: 

the intersection of the airways with the boundary of R; 

- the intersection of the airways with the boundaries of terminal 

areas; 

the intersection of two or more airways; 

- the waypoints fixed on each airway. 

Obviously, the arcs represent all possible connections of the 

nodes. 

A set of discrete altitude levels is also associated with each node 

so that constraints on vertical separation, imposed by safety 

requirements, are respected. 

As for the representation of flights, we utilize a discrete model in 

which trajectories are defined by the set od nodes to be traversed, by 

the corresponding altitude levels and by the passing times on each 

node. In this model we do not consider the detailed dynamics of flight 

between consecutive nodes and within the terminal area; 

nevertheless, the problem solutions are forced to be consistent with 

the performance of airplanes. 
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In the following section we suggest a mathematical formulation 

of SCF, as it has been previously described. In particular, the problem 

is formulated as an optimization problem with the hypothesis that the 

nodes to be traversed are fixed on the basis of the nominal flight plan. 

In this framework, one must determine altitude levels and passing 

times on the node trajectories, so that an appropriate set of 

constraints is satisfied and a cost function is minimized. 

7. Mathematical model 

Notations 

R: strategic planning region; 

[to,to + T]: strategic planning interval; 

1= {l, ... ,i, ... ,N}: set of indexes of flights in R in the inter~al [to,to + T]; 

K = {l, ... ,k, ... ,N}: set of indexes of nodes in R; 

Ki = { k ~, ... ,k ; }!:;;; K: set of nominal trajectory nodes traversed in R by 

plane i in the interval [to,tO + T]; 

£ : node following k in Ki; 
-i 
t k : nominal passing time of plane i on node k; 

t~ : actual passing time of plane i on node k; 

H : set of indexes of altitude levels allowable in nodes of R; 

H~ !:;;; H: set of indexes of altitude level allowable for plane i on node k; 

zh' h E H: altitude level h; 

qi ,h E Hi : binary variable indicating whether the plane 
kh k 

occupies 

or not the altitude level h of node k; 

q~ , h E H ~ : binary variable indicating whether the plane i occupies 

or not the altitude level h of node k in the nominal trajectory; 

P~ E H~: set of indexes of altitude levels allowed in node k. w hen 

plane i starts from level h of node k. 
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Altitude Constraints 

First of all. we must specify the set H~ of altitude levels allowable 

for plane i in each node of the trajectory. With reference to the 
i definition of P f we have 

i U i - i H'l = . P'Kh' k.k e K . 
heH' 

k 

To determine ph correctly. we must consider that a speed 

range. consistent with the performance of plane i, corresponds to 

each allowable level. Then. knowing the distance between k and k. 

we can determine. for each speed. the altitude levels reachable in k . 

Among these levels. we will only consider levels satisfying eventual 

control needs in k and/or limitation on the maximum shifting of the 

actual altitude level from the nominal one. Therefore. if we introduce 

the binary variables qi • the altitude constraints can be expressed as 
hk 

L i q~h = 1. 'like Ki. Vi el 
heHk 

~ qi 
kI. Ilk 
heH~ 

~ i - i kI qkj =1. Vk.keK. Viel. 
. pi 

JE k. 
;} 

(9) 

(10) 

The first set of constraints states that plane i can occupy only 

one of the allowable levels of node k. The second concerns altitude 

variations when plane i goes from k to k . It states that. if plane i is in 

level h of k. it can occupy only one level of p~ in node k. 
kj 

Transit Time Constraints 

As regards the transit time on nodes. denoted with t~ • we must 

consider constraints depending on aircraft performance. safety 

standards and possible restrictions of traffic flows on the airways 

network. Constraints on aircraft performance can be expressed as 
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. . i i Mi - i 
tf:5:t~ + 2: i 2:. qkh qfh 'Ckhj , Vk,keK, Viel (11) 

heH k jeph 

if. qi.. 'Cmi 
kh kh khj , 

- i 
Vk,keK , Vie I (12) 

(13) 

Ti < t i . < Ti ,\-I t·e I 
fin - kl - jM v 

f 
(14) 

~Mi mi where ~ khj and 'C klzj denote, respectively, maximum and minimum 

time intervals from level h of node k to level j of node k; Ti and 
om 

Ti indicate limits on the initial node; Ti and Ti indicate limits 
oM fin jM 

on the final node. 

Moreover, as regards the safety constraints and possible further 

restrictions caused by flow control, we can state, for every two planes, 

the following condition 

It~ - t ~I ~ [ ~ q~ q ~ ] l!.T~' 
heH' flH' 

k k 

(15) 

V ke Ki II K', V (i,r)e I, i "* r 

A T i" where U k is the minimum time separation. Expression (15) ensures 

that if planes i and r cross node k at the same level, they have a 

minimum separation time l!. T i' 

Transit Time Intervals 

Exact specification of transit times in each node can be 

meaningless, especially for those nodes far from the initial one. To 

improve this model it is convenient to associate an interval of transit 

times, consistent with plane performances and assigned standard 

separations, with each plane and each node instead of a single transit 

time. To this end, constraints (11)-(14) must be modified. 
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iii i 
Now, let [t k - M k • t k + 6 t k] be the interval of transit times of 

plane i 011 Ilode k. The expressions (11)-(14) become, respectively 

(11 *) 

L. i i ,..lIli i - i . q q- ~ +6t- Vk.keK, Vie! 
. kh kh khj k' 

. p' 
JE fh 

(12*) 

(13*) 

Ti A t i . < i. <,..i A ti . ,",' I 
fin + U k I - t k I - 1 jM - U k I • v Ie. 

000 

( 14*) 

Expressions (11 *) and (12*) ensure that any transit time on node 

k • relati ve to plane i and included in the interval [t~-.i t L ,tL +.i t(] is 
k k k k 

always consistent with plane performance, while transit time on node 

. i A i i A i 
k assumes any value in the lllterval [t k - U t k .t k + U t k]' 

Expressions (13*) and (14*) are similar to (13) and (14) and 

extend to intervals the limitations on the initial and final nodes. 

Obvious Iy, system (11 *)-(14*) is meaningful if conditions 

are satisfied. 

As far as separation constraints are concerned, (15) becomes 

Iti_trl~[.i{+.iti+.iTi,r][ L. qi qr] 
k k k k k i rkhkh 

hEHknH k 

(15*) 

"Ike Ki n Kr, V (i, r) E !, i * r. 
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Waiting Times 

The suggested model may have no feasible solution because of 

transit time constraints. To avoid this circumstance, y.re can increase 

the degrees of freedom of the system by providing the possibility of 

waiting at prefixed nodes. To this end, it is sufficient to introduce in 

(11) or in (11 *) a term representing waiting times. In detail, (11 *) 

could be replaced by 

L qi qL 'tMi. _ A tL +ri 
. kh kh kh) k k 

. p' 
)E kh 

- i Vk,k E K. Vi E I 

where J-{ is a binary variable equal to 1 if plane i waits at node k a 

time 't ~ ¢ 0 and equal to zero otherwise. 

Objective Function 

We may consider several objective functions. The first possibility 

is to minimize total delay of planes in the control region. In this case, 

the objective function can be expressed as 

J ~ i. t i . 
1 = ~ ak , k' 

f f 

where a~ i are weight coefficients depending on the plane class and 
f 

the terminal node. 

In particular, J 1 seems meaningful in the terminal area, where, 

because of operating reasons, the main objective is to minimize the 

final delay. 

When we consider larger airspace regions, we must also take into 

account the cost connected with deviations from the nominal flight 

profile. In this case, the objective function could be expressed as 
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'2=L L { L. L . dkhj q~ q~'t~-ti-f~hj'+ 
ieI keK heH~ jeH~ 

+~il L.(q~k-~k)Zhl} 
heH' 

r 

where ~j represents, for plane i, the transit time from level h of 

node k to level j of the subsequent node following a minimum fuel 

consumption profile; <{'u and ~i are appropriate weight 

coefficients. The first term of '2 represents the total shifting of 

transit times between pairs of adjacent nodes from the corresponding 

times in the minimum consumption profile; the second term 

represents the total deviation of altitude levels from the nominal ones. 

Therefore, h could be utilized.as a cost index related to the total final 

consumption. 

In this model one must also notice that, if delay costs and costs of 

deviations from the nominal flight profile could be evaluated in 

homogeneous quantitative terms, we could take as an objective 

function '3 = 'I + '2, where arrival times and fuel consumption are 

simultaneously considered. 

On the basis of this model, the minimization of anyone objective 

function with the previous constraints, is a non-linear mixed 

variables optimization problem. 

8. Problem decomposition 

The general model illustrated above involves several 

computational and operational difficulties. In fact, mathematical 

complexity increases with the number of planes to be controlled; 

moreover, the provided control methodology may conflict with 

current ATC procedures. In fact, the suggested control philosophy 

may require, for every new plane entering the control region, an 

intervention on all planes previously planned. Consequently, this 

could involve heavy operational difficulties. To partially overcome 
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these difficulties, in the following, we shall consider a simplified 

model of SCF based on the hypothesis that flights planning is carried 

out according to the FIFO (first in, first out) discipline. Specifically, 

the planning for each new plane entering the control region is 

carried out assuming, as constraints. the flight plans of airplanes 

already in the system. 

This hypothesis obvious 1 y reduces so 1 ution optimality, but it 

reduces also mathematical complexity (variables relative to only a 

single plane must be taken into account). Moreover. the suggested 

control method becomes consistent with current ATC procedures. On 

this basis, the mathematical model can be simplified considering 

planning for a single plane at a time. 

Since minimization of 13 = 11 + 12 remains a problem whose 

difficulty increases with the number of nodes of the trajectory, a 

decomposition algorithmic procedure of the control problem is 

illustrated in the following. In this way, in general, a sub-optimal 

so 1 uti on of the global problem can be obtained. The so 1 ution method 

consists of two sequential steps: 

1) determine a so 1 ution satisfying constraints (9)-(15) and 

minimizing only deviations of altitude levels from the nominal 

ones; 

2) for the levels fixed in the first step, determine a solution 

satisfying constraints (11)-(15) and minimizing transit time 

deviation from those relative to the nominal flight path (or delay 

at the terminal node). 

Thus, we obtain two different sub-problems that can be denoted, 

respectively, as "altitude control" and "speed control". 

In the following, we review only the fundamental mathematical 

aspects of each problem and the techniques utilized to solve them. 

More details on the mathematical models and solution algorithms can 

be found in an earlier paper (Andreussi and others, 1981). 



75 

Altitude Control 

Let K = {1, 2, ... , k, k , ... , NJ be the ordered set of nodes to be 

traversed by a plane and denote with?~ the transit times of planes 

already planned for node k; constraints (9)-(15) become the following 

L qkh = 1, 'VkeK 
heHk 

L qkJl L qkj = 1, 'Vk<N 
heHk je PkJ1 

tk~tk+ L L M 
qkh qkj 't' khj' 'Vk<N 

heHk jePfh 

tk~tk+ L L m 
qkh qkj 't' khj' 'Vk<N 

heHk jePfh 

tom ~ tl ~ toM 

(9') 

(10') 

(11') 

(12') 

(13') 

(14') 

(15') 

where m and M, as denoted before, indicate, respectively, the 

minimum and the maximum values of the time parameters and It is 

the set of indexes of planes already planned to pass through node k. 

The problem corresponding to step 1) and referred to as "altitude 

control" is, therefore, that of determining altitude levels so that the 

function 

J = L ~ 
q keK k 

L (q -q ) Zh 
heHk kh kh 

is minimized and constraints (9')-( IS') are satisfied. 

The problem, thus defined, is one with mixed variables, hk and tk, 

where the variables tk are not present in the objecti:ve function and 

constraints on tk require that at least a sequence of time intervals, in 

pairs consistent according to what is represented in Figure 5, exist. It 
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follows that, given the altitude levels h to we can verify their 
feasibility through a finite number of comparisons. Therefore, the 

optimal solution Ilk can be determined through a classical brancn 

and bound algorithm. 

E J E 3 node K 

----------~E~-----------3j_--------~E~---------3j-----K 

a) Feasible time windows: the case of one altitude level for each node 

VK 
a-T'" I b-T'" 

K K 
E ] ES \ 

node 
-----~----~------~~~~~~------------~-----------K 

[ --------~------~--------~--------~---K 
a V-K b 

b) Reflection of feasible time windows of node "Ii 
and representation of consistent time intervals Vk. V k 

Fig. 5. Examples of feasible time windows of two subsequent nodes 

and corresponding consistent time intervals 

REMARK 1. If nominal altitudes are feasible (with respect to plane 

performance, separation constraints and possible limitations on 

available altitude levels) the optimal solution is determined in the 

first cycle of the algorithm. 

REMARK 2. Corresponding to each feasible solution, a sequence {Vk} 

of consistent time sets, with k = I, 2, ... , N is also determined. Thus, a 

sequence of transit times on each node satisfying .all constraints, can 

be easily defined. 
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Speed Control 

The problem referred to as "speed control" is to determine transit 

times at each node so that the function 

is minimized and constraints on the performance of the controlled 

airplane and on safety are satisfied. Since in this problem we assume 

that the altitude levels are the nominal ones or those computed by the 

algorithm for altitude control, then the control action carried out is 

equivalent to the control of the plane speed. 

With these hypotheses, constraints (11)-(15) can be further 

simplified by eliminating altitude variables. Therefore, they become 

t"iS tk +-r~, 'rtk <N 

t- ~ t +-rm, 'rt k <N 
k k k 

t m < t <t M 
I - 1 - 1 

t m<t <tM 
1 - N- N 

I fr - t I ~ t.t r , 'rtk e K, 
k k k 

1\ 
'rtre I . 

k 

(11") 

(12") 

(13") 

(14") 

(15") 

The problem thus formulated is a linear programming one with 

mixed variables where the combinatorial aspect is due to constraints 

(15"). To sol ve this problem, we have carried out a hybrid algorithm 

that utilizes dynamic programming and branch and bound 

techniques. Dynamic programming is used to transform a problem 

with mixed variables into a problem with only discrete variables. The 

latter is then solved by an enumerative procedure. 

An important aspect of this method is that, since no 

discretization of the continuous variables tk is necessary, the optimal 

solution can be reached. 
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9. Computational results 

The algorithms relative to altitude and speed control, previously 

described, have been implemented in a UNIVAC 1100/82 computer and 

different series of tests have been performed. Specifically, in a first 

step, the altitude levels have been determined; subsequently, transit 

times on the prefixed nodes have been computed. With this approach, 

the altitude levels and the consistent time intervals determined by the 

first algorithm are utilized as input data for the second algorithm. 

The numerical tests were carried out by considering an 

increasing number of nodes N = 5, to, 15, 17, 20 for a total of 400 tests. 

For each test, the input variables have been uniformly distributed 

over fixed intervals and the relative values have, been randomly 

generated. Moreover, appropriate limits to ensure reciprocal 

consistency and operational meaningfulness have been imposed. For 

example, the number of levels at each node is five and upper and 

lower bounds for f, 'fill, 'fM are derived from the speed/altitude 

aeroperformance diagrams. 

The simulation results are reported in Table 3 where, for each 

value of N, the most significant computation times are indicated. In 

particular, t a is the time required to determine altitudes and it 

coincides with the time necessary to find the first global feasible 

solution; to is the time needed to find the optimal solution and te is the 

global computation time. The results show that the most time­

consuming algorithm is the altitude control algorithm. Little 

computation effort is required, on the contrary, by the speed control 

algorithm. 

The computation times also suggest that the proposed approach 

can be used as a tool to compute on-line conflict-free four­

dimensional paths, as long as the number of nodes in the trajectory is 

less than 20. For N = 20, the algorithm begins to look unsatisfactory. 

These results demonstrate that the algorithm could be used, for 

example, in a strategic control system in large Terminal Areas. 

However, one must also note that computation times depend 

strongly both on the number of nodes N and on the number of 
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feasible windows corresponding to the various flight levels. This 

indicates that the tests that increase most the mean computation times 

are those that consider traffic congestion situations, which occur 

only under special operational conditions. 

Table 3. Computational results of the strategic control model 

Number of nodes 5 10 15 17 20 

Number of tests 150 110 100 40 10 

ta (sec.) .014 .27 6.2 17 102 

to (sec.) .014 .27 7.2 17 102 

tc (sec.) .014 .37 7.4 1 9 112 

10. Tactical control 

Today the air traffic controller uses radar to assess the traffic 

situation and speed, altitude and heading instructions to separate and 

space aircraft. This is the "tactical" system using relative - position 

separation in which the planning horizon is very short and the 

situation is allowed to develop before solutions are offered. The pilot 

does his own navigation only when there are no nearby aircraft. As 

the flight encounters traffic of increasing density, A TC intervenes 

more and more until, in a busy terminal area, the controller is 

vectoring the airplane continuously in all three dimensions and in 

airspeed. This control system is manpower intensive, uses relatively 

inefficient flight paths to so I ve traffic situations and is at or near its 

capacity in handling traffic and supporting increased runway 

operations. This management philosophy is not adeguate in 

congestion situations and, in particular, near the main airports 

where, owing to user requirements, traffic distribution is highly 
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concen trated. 

The effects of this situation are felt mostly in the arrival and 

departure phases. In fact, in the last years it has been assessed that 

only 10% of the delays occur along the aircraft routes, while the 

corresponding percentages for arrivals and departures are, 

respectively, about 60% and 30%. For this reason, in the last years, 

specific attention has been devoted to the management of the 

Terminal Area (TMA) where the overall system efficiency becomes 

nearly as important as safety. Moreover, a reduction of human 

intervention in the management of operations is needed and, 

consequently, more automated systems have been proposed. From this 

point of view the TMA problem is "the automation of the aircraft flow 

control and sequencing in the proximity of the airport so as to satisfy 

an optimality criterion". 

As a consequence, the need arises to define a model which can be 

dealt with mathematically and to analyze all those elements which 

constitute a semi-or fully-automated control system. 

To contribute in solving the TMA control problems, in this 

paper, we consider in particular the Aircraft Sequencing Problem 

(ASP). 

11. The aircraft sequencing problem 

During peak traffic periods, the control of aircraft arrivals and 

departures in a TMA becomes a very complex task. Air traffic 

controllers, among other things, must guarantee that every aircraft, 

either waiting to land or preparing to take off in such a congested 

area, maintains the required degree of safety. They also have to decide 

what aircraft should use a particular runway, at what time this should 

be done and what manoeuvres should be executed to achieve this. The 

viable accomplishment of such a task becomes more difficult in view 

of the fact that aircraft are continuously entering and leaving the 

system and that, at peak periods, the demand for runway occupancy 

may reach or even exceed the capabilities of the system. It is at such 
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periods that excessive delays are often observed, resulting in 

passenger discomfort, fuel waste and disruption of the airlines' 

schedules. 

Under such "bottleneck" conditions, an increase in collision risk 

can logically be expected as well. As a consequence, because of safety 

considerations, the structure of TMA is rigidly defined and all aircraft 

must fly in a manner satisfying prefixed procedural constraints. 

To simplify the understanding of the problem we refer to a TMA 

as shown in Figures 6 and 7 and we consider only landings, even if 

the approach proposed in the following allows to simultaneously take 

into account takeoffs. 

Then, the following aspects must be underlined: 

a) every aircraft must approach the runway for landing, flying 

along one of the prestructured paths of TMA; 

b) the runway can be occupied by only one aircraft at a time; 

c) every aircraft must fly along the common approach path 

following a standard descent profile; 

d) during all the approach phases a separation standard between 

every pair of consecutive aircraft must be maintained; 

e) the sequencing strategy used by almost all major airports of the 

world is still today the "First-Come First-Served" (FCFS) discipline. 

As it is well known, FCFS strategy is very simple to implement, 

but it is likely to produce excessive delays. Therefore, an effort must 

be made to minimize the delay or optimize some other measure of 

performance related to passenger discomfort, without. violating safety 

constraints. 

Consequently, the TMA problem can be stated as follows: "Given a 

set of aircraft entering the TMA and given, for each aircraft, the 

Preferred Landing Time (PL T), the runway occupancy time, the cost 

per unit time of flight, the geometry of the approach path and glide 

path and the corresponding aircraft speeds, assign to each aircraft 

the starting time from the fix and the approach path in such a way 

that the procedural constraints are satisfied and a system 
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performance index is optimized". 

...-HOLDING PATTERN 

MERGING GATE 

A ENTRY FIX 

o EXIT FIX 

Fig. 6. Structure of TMA 
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- NOMINAL ROUTE 

---- DELAY ROUTE 

RUNWAY 
E --+------

MERGING 

ENTRY 

Fig. 7. Delay routes 

With the TMA operating in the aforementioned way, the TMA 

problem can be decomposed into the two following sub-problems: 

I) given the contraints on aircraft performance, the initial and final 

states (position and speed) and the pre-established flight time, 

determine the optimum trajectories which connect these states 

with the specified flight time; 

2) given a set of PLT and the maximum admissible delay, determine 

the Actual Landing Times (AL T) sequence which satisfies the 

procedural constraints on the runway and the glide path and 

optimizes a system performance index. 
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To a large extent, these two problems are independent. In fact, as 

the required controls to follow the approach paths can be calculated 

in advance. it is possible to predetermine the optimal flight path. 

Therefore. the need of "real-time" calculations is limited only to sub­

problem 2. called the Aircraft Sequencing Problem (ASP), which is 

the topic discussed here. The goal of solving the ASP is. at least 

theoretically, achievable for two reasons. 

First, safety regulations state that any two coaltitudinal aircraft 

must maintain a "minimum horizontal separation". which is a 

function of the types and relative positions of these two aircraft. 

Second, the "landing speed" of any type of aircraft is generally 

different from the landing speed of another aircraft. 

A consequence of the variability of the above parameters 

(minimum horizontal separation and landing speed) is that the 

"minimum permissible time interval" between two successive 

landings is a variable quantity. 

Thus. it may be possible. by rearranging the initial position of 

the aircraft. to take advantage of the above variability and obtain a 

landing sequence that results in a more efficient use of the runway as 

compared with that obtainable by using the FCFS discipline. In fact. 

an optimal sequence does exist; it is thoretically possible to find it by 

examining all sequences and selecting the most favorable one. 

The method suggested above to determine the optimal sequence is 

safe, but extremely inefficient, because the computational effort 

associated with it is a factorial function of the number of aircraft and 

it is not possible to evaluate all combinations in a short time interval 

(as the nature of ASP requires) even on the fastest computer. To give 

an idea of the difficulty, it is sufficient to consider that. with only 10 

aircraft, we would have to make 3.628.000 comparisons and with 15 

aircraft 1,307.674.368.000 comparisons. 

It should be also pointed out that while the main factor that 

suggests the existence of an optimal landing sequence is the 

variability of the minimum permissible time interval between two 

successive landings. it is the same factor that makes the determination 

of this optimal sequence a nontrivial task. 
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Moreover. the real world problem involves many other 

considerations. especially as far as the implementation of sequencing 

strategies is concerned. 

For these reasons. the relevant literature on the subject has 

been. till now. considerable and growing [see for example Odoni. 1969; 

Tobias. 1972; Park and others. 1972.1973; Bianco and others. 1978.1979; 

Trivizas. 1985]. 

Three papers. in particular. seem to offer an adequate solution to 

the operational needs. 

In the first (Dear, 1976), an excellent investigation of the ASP 

was carried out. In particular. the author points out that, in order to 

determine the landing order. we need to consider all aircraft 

currently in the system. As this number can be very large (20 or even 

more simultaneously), he raises serious doubts on the possibility of 

reaching an optimal so 1 ution in real-time even with pseudo­

enumerative techniques. Therefore. he resorts to a simulation model 

where identical arrival streams. under various sequencing strategies. 

are compared. In particular. he proposes a "Constrained Position 

Shifting" (CPS) strategy instead of FCFS strategy. That is, no aircraft 

may be sequenced forward or rearward more than a prespecified 

number of positions (Maximum Position Shifting) from its FCFS 

position. 

The second paper (Psaraftis. 1979. 1980) takes into account Dear's 

proposal about the CPS management concept. but develops an exact 

optimization algorithm based on the dynamic programming approach 

and referring to the "static" case when all aircraft are supposed to 

wait to land at a given time. In reality. every aircraft entering TMA 

has an earliest landing time (which is the PLT) depending on the 

characteristics of TMA, the aircraft speed, pilot preferences and' so on. 

Therefore. the aircraft to be sequenced wait to land at different times. 

Fig. 8 shows an example of a real world situation. In this case. 

Psarafits approach cannot be easily utilized. 

In a third paper (Bianco and others, 1987). a new combinatorial 

optimization approach. more consistent with the real environment. is 

proposed. 
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In the following, the basic ideas of this last work and an outline 

of the optimization model and of the solution algorithm are reported 

and discussed. 

DISTANCE 
FROM 
RUNWAY 

50 n.m. 

~---4~----~----------~~~~------------~TIME 

Fig. 8. Example of aircraft conflicting on the runway 

11. A job-scheduling formulation of the ASP 

Suppose that the air traffic controller is confronted with the 

following problem: A number n of aircraft are waiting to land at 

different PL T i at a single-runway airport. His task, then, is to find a 

landing sequence for these aircraft, so that a certain measure of 

performance is optimized, while all problem constraints are satisfied. 

We now make the problem statement more specific: 

I) It is assumed that the pilots of all aircraft are capable and willing 

to execute the instructions of the controller given enough prior 

notice. 

2) The measure of performance selected is the "Last Landing Time" 

(LL T). The corresponding objecti ve is then to find a landing 
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sequence such that the aircraft that lands last does this as quickly 

as possible. 

3) Concerning the problem constraints, only the satisfaction of the 

"minimum inter-arrive time" constraints is required. This means 

that the time interval between the landing of an aircraft i, 

followed by the landing of an aircraft j, must not be less than a 

known time interval tij. 

4) The composition of the set of aircraft waiting to land is, of course, 

assumed to be known. For each ordered pair (i,j) of aircraft, the 

minimum time interval tij is also known. 

5) At any stage of the sequencing procedure, 'the air traffic 

controller is free to assign the next landing slot to any of the 

remaining aircraft. This means that we ignore the initial positions 

which the aircraft had when they arrived at TMA. 

At this point it is not difficult to see that the problem described 

above can be represented by means of a particular "job-machines 

scheduling" model. In fact, with the aforementioned assumptions, the 

following analogy may be established: 

a) to each landing operation is associated a job; 

b) the runway corresponds to a machine with capacity one; 

c) the PLT i of aircraft i corresponds to the ready time Ti of job i; 

d) the ALT i of aircraft i corresponds to the start time ti of job i; 

e) the LLT corresponds to the maximum completion time Cmax of the 

schedule; 

f) the minimum time interval tij between the landing of aircraft i, 

followed by the landing of aircraft j, corresponds to the processing 

time P ij of job i when it depends on job j following in the sequence. 

Therefore, the ASP, as defined here, can be mathematically 

reformulated as the nlliTilseq-deplC max scheduling problem. For this 

problem the following approach (Bianco and others 1985) can be 

utilized. 
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12. The nlIlrjlseq -deplCmax model 

Let J = (1, 2, ... , n) be a set of n jobs to be processed on a single 

machine, and denote by ri the ready time of the job i. A matrix (P jj), 

with iJ e JO = J u {OJ, is given where Pij (i -:I< 0) is the "processing time" 

of the job i if job j is the successor of i in the sequence (j = 0, if i is the 

last job in the sequence) and Po; is the "setup time" of the machine 

when the sequence starts with job i. 

The n III r ils e q -de piC m a x n problem can be formulated using the 

following integer programming model: 

min (s + L L Pij x ij) 
ieJO jeJO 

subject to 

ti + L p .. x··­
ieJO Ii Ii 

ri - ti ~ O,i e J 0 

L L PkjXkrS~O, ie JO 
keJO je.10 

L Xij = 1, i e J 0 
jeJO 

L Xij = 1, je J 0 
ieJO 

s~ 0, 

to= 0, 

xije{O,I}, ieJO,jeJ,j-:l<O 

tj ~ 0, i e J 0 

where: 

Xij = 1 if job i directly precedes job j 

Xij = 0 otherwise 

ti is the start time of job i 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 
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s is the machine idle time 

Tij are chosen to make constraints (19) redundant whenever Xij = 0 

REMARK 1. This problem is NP-hard and in the case of zero ready 

times it reduces to the asymmetric travelling salesman problem 

(ATPS). Moreover, constraints (19) both prevent sub-tours in the ATSP 

solution and avoid having two jobs simultaneously processed. 

REMARK 2. The above formulation can be considered as an ATSP with 

unlimited time windows (ri ~ ti < + 00). 

13. Outline of the solution algorithm 

The solution of the above problem can be obtained by a pseudo­

enumerative procedure exploiting both some peculiar properties of 

the problem and efficient lower and upper bounds. 

Branching Phase 

Denote by C( 0) the completion time of a subsequence o. The 

following two dominance criteria, (see Bianco and others, 1985), are 

utilized for tree pruning: 

Theorem 1. A subsequence 01t k is dominated if there exists a 

permutation 1t' of 1t such that 

C(od) > C(01t'k) 

Theorem 2. A subsequence ojo i is dominated if 

a) ri> max {ri, C(o)} + Pij 

b) Pki + Pih ~ Phk, VI!, k E J /{i}. 

Then, the following branching strategy can be stated. 
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With each node of the enumeration tree is associated a partial 

sequence cr in which the first k jobs have been fixed. As a first step, 

Theorem 2 is used to define, among the unscheduled jobs, a set of 

candidates for the (k + l)th position in the optimal sequence. 

Subsequently, for each candidate i, the procedure checks whether or 

not it is dominated according to Theorem 1. If it is dominated, a new 

candidate is examined; otherwise, the lower bound is computed and, if 

it is less than an upper bound of the optimal solution, a new node, 

representing the subsequence cr i, is generated. 

At this point, the ready times of the unscheduled jobs which are 

smaller than C (a i) are set to C (a i). 

Backtracking takes place whenever a complete sequence has 

been produced or all the candidates at a given level have been 

examined. 

Bounding Phase 

At each node of the enumerative tree we have a new problem 

with job-set J / { cr }, new ready times and new set-up times. To this 

problem two lower bounds and an upper bound are applied. 

I) Lagrangean Lower Bound (LLB) 

It is obtained as the so 1 ution of the lagrangean problem obtained 

by dualizing constraints (17) and (18), and dropping constraints 

(19) in the original model. 

2) Alternative Lower Bound (ALB) 

As the LLB tends to be weak in case of small variations in the 

matrix {p ij}. the following heuristic rule can be utilized: 

(i) with each job i E J associate the processing time Pi = minj{p ij} ; 

(ii) schedule the jobs using the FCFS rule and take the completion 

time as the ALB of the original problem. 

REMARK. Observe that ALB is the optimal solution of our problem 

when processing times do not depend on the sequence, and hence, in 

the general case, ALB is a lower bound on the optimal solution. 
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3) Upper Bound (UB) 

As observed in the previous remark. the EST (Earliest Start Time) 

rule is optimal if the processing times are sequence-independent. 

Consequently. a reasonably good feasible solution can be obtained by 

associating with each job an average processing time Ph = (L je JO 

P ij)ln and sequencing the jobs according to the EST rule. The upper 

bound UB is then obtained by computing the completion time of the 

EST sequence using the original processing times. Next. we improve 

the UB value by applying two procedures based on Theorem 1. 

The first one performs exchanges among pairs of adjacent jobs 

till a 2-exchange local optimum is reached. 

To the resulting sequence. a second procedure is applied. It 

works as follows: Given a parameter m. for i = 0 •...• n-m. the current 

sequence is replaced by the best among the sequences obtained by 

permuting the jobs in the position from i+ 1 to i+ m. Notice that the 

resulting sequence is not in general an m -exchange local optimum. 

14. Computational results 

To test the efficiency of the algorithm when applied to real­

world problems. we must consider that aircraft. waiting to land. can 

be classified into a relatively small number m of distinct "categories" 

according to speed. capacity. weight and other technical 

characteristics. 

As a consequence. the minimum interarrival times between two 

successive aircraft is a function only of the categories they belong to. 

We have exploited this clustering of aircraft into categories to 

drastically reduce the size of the enumeration tree. In fact. it can be 

easily seen that. at the k-th iteration. only the earliest aircraft of each 

category. is eligibile to be scheduled at position (k + I)-th. 

The following Table 4 represents the minimum interarrival 

times relative to the main categories of commercial aircraft. while 

rabies 5 and 6 illustrate the results of two realistic large scale 
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problems with 30 and 44 aircraft, respectively. 

The CPU times required to find the optimal solution with the 

algorithm coded in Pascal and tests carried out on a Vax-l 1/780, have 

been respectively 373 sec. and 1,956 sec. Even though these times 

might seem not compatible with real-time requirements, we want to 

point out that our code is experimental and very little time has been 

spent to improve its efficiency. 

Nevertheless, we believe that the algorithm could be implemen­

ted to fit into a real-time environment by using a faster machine, 

more sophisticated data structures and implementation techniques. 

On the other hand, we want to stress that, as shown in Tables 5 

and 6, the optimal solution allows saving up to about 20% on runway 

utilization. 

Table 4. t;.j (sec); m = 4 I = B 743; 2 = B 727; 3 = 707; 4 = DC 9 

~ 1 2 3 4 

1 96 181 200 228 

2 72 70 100 130 

3 72 70 80 110 

4 72 70 80 90 
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Table 5. (n = 30) 

Aimaft Nomlaal FeFS Optimal Optimal 

Number Category LandiDI LandlDI SequeDce LaDdina 
Time (sec.) TIme (sec.) Time (sec.) 

1 1 0 0 1 0 
2 1 79 96 2 96 
3 1 144 192 3 192 

4 2 204 392 5 288 
S 1 264 464 6 384 
6 1 320 560 4 584 

7 2 528 760 8 656 
8 1 635 832 11 752 
9 2 730 1032 7 952 

10 2 766 1112 9 1032 
11 1 790 1184 12 1104 
12 1 920 1280 14 1332 
13 3 1046 1461 10 1412 
14 4 1106 1591 15 1492 
15 2 1136 1671 16 1572 

16 2 1166 1751 13 1642 
17 2 1233 1831 18 1714 
18 1 1642 1903 19 1810 

19 I 1715 1999 20 1991 
20 3 1770 2180 17 2091 
21 1 2074 2252 23 2201 

22 1 2168 2348 21 2273 
23 4 2259 2576 22 2369 
24 2 2427 2656 25 2465 

25 I 2481 2728 24 2665 
26 2 2679 2928 26 2745 
27 3 2883 2998 27 2815 

28 2 2982 3098 28 2915 
29 1 3046 3170 29 2987 
30 I 3091 3266 30 3083 

15. Trends in A TC development 

From a technological point of view, future A TC systems will be 

characterized by innovation in communication, navigation, 

surveillance and automation. The introduction of a new secondary 

surveillance radar, known as Mode-S, will provide digital data links in 

air/ground communication, with the ability to selectively address the 

aircraft and to transmit routine information and multiple messages. 

In fact, the performance of microcomputers enables digital 

signal processing with improvement of radar information quality, 

reduction of loading in speech channels and of interpretation errors 

(Ross N., 1986). 
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Table 6. (n = 44) 

Aircraft NomDai FCFS Optimal Optimal 

Number Category LaDdiDI LaadlDI SequeDce LandlDI 
Time (sec.) Time (sec.) Time (sec.) 

1 1 0 0 1 0 
2 1 79 96 2 96 
3 2 144 296 3 296 
4 2 204 376 4 376 

5 2 264 456 6 448 
6 1 320 528 7 544 
7 1 528 624 8 640 
8 1 635 720 5 840 

9 2 730 920 9 920 
10 1 766 992 11 1000 
11 2 790 1192 13 1080 
12 1 920 1264 14 1160 

13 2 1046 1464 16 1240 
14 2 1106 1544 17 1320 
15 1 1136 1616 19 1400 
16 2 1166 1816 10 1472 
17 2 1226 1896 12 1568 
18 1 1233 1968 15 1664 
19 2 1286 2168 18 1760 
20 2 1418 2248 21 1856 

21 1 1642 2320 22 1952 
22 1 1715 2416 24 2048 
23 2 1749 2616 29 2144 
24 1 1770 2688 30 2240 

25 2 1809 2888 32 2236 
26 2 1869 2968 34 2432 
27 2 1929 3048 35 2528 
28 2 1989 3128 20 2728 
29 1 2074 3200 23 2808 
30 1 2168 3296 25 2888 
31 2 2229 3496 26 2968 
32 1 2259 3568 27 3048 
33 2 2326 3768 28 3128 
34 1 2427 3840 31 3208 
35 1 2481 3936 33 3288 
36 2 2488 4136 36 3368 
37 2 2565 4216 37 3448 
38 2 2657 4296 38 3528 
39 1 2679 4368 44 3608 
40 1 2883 4464 39 3680 
41 1 2982 4560 40 3776 
42 1 3046 4656 41 3872 
43 1 3091 4752 42 3968 
44 2 3153 4952 43 4064 
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In the framework of automated systems, several programs have 

been proposed and investigated by FAA (AERA system) and 

Eurocontrol (ARC 2000), and an increase of automation in some 

functions is expected, especially for deconflicted 4D flight plans 

processing and for strategic management of traffic flows. 

In the area of air flow control, following the network 

optimization approach, new models to deal with airport congestion 

prevention and flow management in control sectors have been 

developed recently and so 1 ved by nonlinear programming algorithms 

and supercomputing (Zenios S.A., 1991). A different approach was 

proposed by Andreatta G. and Romanin-lacur (1987), based on a 

probabilistic model and dynamic programming algorithms in order to 

find optimal take-off delay policies. 

Conversely, with regards to tactical control, the concept of 

intelligent assistance to controllers, based on advanced graphic 

display capabilities, is the most suitable and viable. In fact, automation 

does not have to take over the role of the human decision-maker, but 

it has to significantly reduce the controller workload, by improving 

monitoring functions and information presentation, issuing alerts for 

required actions, generating advice and providing the capability to 

execute routine functions automatically. On this particular topic, 

potential applications of Artificial Intelligence techniques have been 

identified and discussed (Gosling G.D., 1987). For example, expert 

systems can enhance safety by operating in parallel with the human 

controller in suggesting alternative actions with evaluation and 

explanation functions. In fact, the combinatorial explosion of the 

possible number of situations to be considered, clamors for heuristics 

and rule-based systems in order to find fast and feasible solutions to 

such problems as collision avoidance, failure management and 

exception handling. 
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16. Conclusions 

The field of air traffic control is currrently characterized by 

increasing technology innovation toward automation and effective 

decision support to controllers. A new approach to the strategic 

planning and tactical operations of the A TC system is therefore 

necessary. 

In particular, the multilevel model proposed in this paper shows 

that the ATC is well depicted by a control function with a hierarchical 

structure. Thus, a better balance between planning strategies and 

operational actions can be established. Moreover, in this framework, 

for each on-line function, the corresponding optimization models and 

computation algori thms seem to be helpful tools for better 

understanding traffic control phenomena, for increasing ATC system 

automation and, therefore, for improving air traffic management. 
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SIMULA TION AND OPTIMIZATION IN FLOW PLANNING AND 
MANAGEMENT 

David E. Winer 
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This chapter deals with some of the computer tools that the FAA 
uses to design airspace, determine policy options, test new 
technologies, and improve overall management of the United States 
airspace system. The role of modeling in planning and supporting 
traffic management and training functions is examined. Additional 
topics are dynamic techniques, databases, and other technology for 
determining (and revising) optimum flow plans as the airspace 
system changes. 
To achieve system effiCiency. traffic flow planning must weigh the 
impact of constantly changing winds, storm patterns, scheduled and 
unscheduled demand, and interruptions from such causes as airport 
closures. Applications and functions under development for the 
FAA Air Traffic Control System Command Center are e,xamined. 

1. Introduction 

Most of the aviation technical community is familiar with, "What 

if ... ", the typical question associated with simulation modeling. A 

simulation normally evaluates a series of proposed action plans, or 

scenarios, in which a computer program mimics reality by stepping 

through all interacting events as they happen. What happens 

depends of course on suggested strategies being modeled. By 

analyzing the aftermath, by being able to have a vision of what would 

happen should a scheme be implemented, planners can identify 

sensible solutions to problems. Computer simulation, by playing out a 

scenario to its end, can capture nearly all the complex interactions 

that would take place in real life, interactions too numerous to 

anticipate by routine thought processes. Thus figuratively, simulation 

provides a crystal ball view of the future that is beyond ordinary 

human insight. 

There is yet another, more direct way to solve problems, one that 

attempts to answer the question, "What should I do?", without 
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conscious iteration and testing of "What if?" proposals. In the 

operations research field this direct process is labeled optimization. 

The expression suggests that there is literally a best solution, and 

further, that "best" is quantifiable. Optimization routines normally 

fall short of the ideal goal of finding an absolutely best solutio since 

all possible data are not available and since there is a practical limit to 

precision imposed by the speed and size of computers. One can think 

of aviation optimization as a process involving hundreds, thousands, 

or even millions of "What if" tests in a search for the best schedule, 

design, or procedure that affects the way airplanes behave. 

Whether we work with simulation or optimization techniques, 

these two operations research methods are maturing into extremely 

powerful decision support tools for designing air traffic projects and 

for planning and managing operational activities. 

The Federal Aviation Administration (FAA) currently carries out 

its air traffic control mission in numerous ways that benefit from 

computer simulation and optimized planning. A number of initiatives 

that use these techniques are in progress. Successes in this area 

usually lead to further requirements for simulation and optimization 

as the reputation for effectiveness and high benefit/cost ratios 

associated with these techniques spreads through the user 

community. 

2. Aircraft Performance Modeling 

In order to be able to carry out simulation and optimization 

modeling involving flight efficiency, we developed a method to 

compute accurately the fuelburn of aircraft in all regions of the 

performance envelope [2, 3, 9]. Based on the fundamental physical 

principles of energy balance, the resulting equation is now capable 

of dealing with all phases of climb, cruise, and descent, as well as 

allowing for stages of gear and flap extension. This equation offers a 

continuous solution through any degree of resolution of its variables, 

and is thus particularly suitable for optimization using dynamic 
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programming, discussed below. 

The fully developed core performance equation balances 

potential energy, kinetic energy, thrust work, and drag work of an 

aircraft as it moves from one point to another. The variables 

considered are speed, altitude, weight, and path length in time or 

distance. A series of aircraft-specific constants, generated especially 

for the energy balance equation, is required for each type of aircraft. 

It is not necessary to determine cockpit oriented data such as thrust or 

throttle settings, an important consideration for algorithms used in 

ATC planning models. 

Serious regard for optimum aircraft performance is crucially 

important for air traffic flow planning. Through fuelburn 

computation, developers may create real time models that realistically 

consider capabilities and needs of individual aircraft or fleets of 

aircraft: Can an aircraft actually meet climb schedules desired by ATC 

or realistically attain projected altitudes and speeds? What does an 

aircraft demand in terms of a truly fuel efficient clearance? Whether 

founded in simulation or optimization, models that consider 

performance are especially able to integrate aircraft operational 

efficiency in their calculations. 

3. Wind and Temperature Modeling 

The efficiency goal in flight planning is not to minimize the 

number of surface molecules flown over, but to minimize the number 

of air molecules flown through. This concept establishes a critical 

need for accurate and timely wind and temperature data to compute 

fuel consumption on each segment of flight considered in the 

optimization process [8]. The more detailed and accurate the 

atmospheric data available to optimization models are, the greater the 

possible resolution in determining the minimum fuelburn route and 

profile. Unfortunately, available geographical and temporal 

information about the changing upper atmosphere still lacks 

adequate precision despite years of research. 
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Still, some emerging technologies are promising, particularly 

the wind pro fil ers developed by the National Oceanic and Atmospheric 

Administration [7]. These doppler radar instruments are being 

installed in the central U.S. under a scheme that is amenable for use 

in flight efficiency planning. Interestingly, this 

similar to an FAA proposal ten years ago to use 

flight planning capabilities [10]. Compared 

system is strikingly 

profilers for improved 

with balloon based 

observations, profilers' wind and temperature data can be determined 

within minutes instead of hours. Expansion of the system over wider 

geographic regions, combined with a data transmission system to 

promulgate wind profiles to the public, would unquestionably 

improve the ability of the FAA to plan for efficient flow of traffic. 

The FAA is developing methods that will allow us to incorporate 

pro filer data, or atmospheric data from any new source, with 

traditional forecasts for use in our traffic flow planning programs. 

The FAA has already developed techniques to use data not previously 

considered available for flight planning. These incorporate pilot 

reports directly in forecast products [4]. Each windltemperature 

report received from an airplane is inserted automatically into a 

database used for efficient flow planning. The pilot report's effect is 

diminished gradually to zero in 200 nautical miles by a selected 

mathematical algorithm. These "kernels of truth", whether from 

profilers or from pilots, or from automatically gathered and 

transmitted airplane data, represent the best immediate technology 

for improving flight planning data in real time. 

4. Visual Information Display 

At some point people believed that new A TC computer display 

systems should emulate radar screens: these would serve controllers' 

needs through the presence of familiar working tools. An important 

developmental program in the FAA that subscribed to this concept, 

the Oceanic Display and Planning System (ODAPS) originally specified 

monochrome display screens with an appearance of ARTS radar 
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screens, even though the aircraft position information came from 

non-radar sources. By contrast, in another, functionally different, 

oceanic program the FAA Dynamic Ocean Track System (DOTS) used as 

much color and resolution as was feasible at each stage of its 

development. The DOTS viewing screen also provided access to other 

verbal and numeric information not historically available for display. 

The DOTS visual presentation seems to have played a large part in the 

rapid acceptance of this system, even though its technology was 

founded only in commercially available computer hardware, and even 

though the display functions represented only a small part of the new 

system's planning capability. 

Today's computers have changed the stanQards by which 

decision makers judge information. Not surprisingly, we now can 

demand that computer models reveal complex relationships 

graphically. Traffic flow optimization techniques seem unable to get 

beyond the laboratory unless they are presented in high resolution 

color, animated if possible. Three dimensional perspective views are 

even better. Fortunately, the technology to achieve such graphics is 

readily at hand. Unfortunately, short term budgets, lack of insight, 

and reluctance to change too often slow the pace of adoption of the 

latest graphics technologies. 

Dramatic advancements in workstation class computers occur 

routinely as manufacturers seize upon each new electronic 

breakthrough. It is difficult to keep informed of the available display 

technology under these circumstances, much less to adopt the latest 

equipment. Yet costs for these advances are oftentimes moderate, and 

make them acceptable. Considering costs, one must keep in mind that 

effective display technology that promotes widespread adoption of 

more efficient aviation systems will likely produce benefits that far 

exceed the costs of the systems. 
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5. Optimization: Dynamic Programming 

A common operations research challenge in aviation is to find 

the most advantageous way to fly airplanes, usually with the least 

expenditure of fuel or time. When confronted with this challenge, we 

have found that the logical first step is to reduce the infinite number 

of possible flight trajectories to a finite set. The existence of fixed 

navigational waypoints, routes, altitudes, and ATC requirements 

obviously curtails the number of possible alternatives that need be 

considered. Next, elimination of obviously inappropriate waypoints 

further cuts the computational load. Finally, dynamic programming 

methods described three decades ago [1] offer computer efficient 

means of evaluating a myriad of speeds, altitudes, and directions. The 

desired result is a plan for minimum expenditure of resources. To use 

dynamic programming in this manner, however, one must be able to 

compute fuelburn precisely throughout the aircraft performance 

envelopes. further, it is essential to determine the wind and 

temperature at all points in the matrix of navigational possibilities. 

The dynamic programming process finds the path for minimum 

fuel or time, or a weighted combination of these, as discrete links 

through a series of nodes. We solve the energy balance equation 

described above repeatedly to identify the single path that yields the 

minimum total. For this application, three dimensional geographic 

intersections are the nodes for evaluating fuelburn for all the 

variables. Computing fuelburn and time for each link between nodes 

is a required step before sorting out the most efficient solution. It 

should be noted that this use of dynamic programming requires the 

use of a continuous function equation. That is, any incremental 

change in a variable such as weight or airspeed, however small, will 

be included in the computation. Traditional table-lookup and 

interpolation methods for determining aircraft fuel burn are not 

compatible with this dynamic programming application. 

Our currently active dynamic programming techniques evolved 

from early FAA optimization investigations [6]. Along with computer 

hardware advancements, this state of optimum planning art results in 



107 

convenient operational software that can accommodate sudden 

changes in the air traffic control situation. For example, if airports 

close or flight regions bar entry due to storms, we can devise highly 

efficient alternatives in time to consider the needs of traffic aloft. 

6. Optimization: Dynamic Ocean Track System 

DOTS evol ved from optimization concepts, based on aircraft 

performance modeling, into operational prototypes to help manage 

oceanic air traffic (Figure I). The current version, operating on 

Apollo workstations in Traffic Management Units at Oceanic Centers, 

began as a prototype on an Apple lIe computer, and grew quickly to 

exhaust the capabilities of networked IBM PCs. DOTS uses most of the 

technologies described above, but its principal purpose depends on 

dynamic programming. 

This system has three major functions: 

1. Track Generation uses forecast aviation weather, aircraft 

performance data, and site specific ATC flow requirements to 

produce a structured optimal route system. These tracks allow the 

most efficient use of oceanic airspace in a specific future period of 

hours. 

2. Traffic Display accepts data from various flight data sources, then 

monitors and projects aircraft progress through oceanic airspace. 

The system includes logic to verify aircraft position data and to 

report discrepancies with other estimates. Pilot reports of position, 

wind, and temperature improve the DOTS weather forecasts. These 

reports are also used to compute and plot future aircraft positions 

by simple dead reckoning from reported positions. 

3. Track Advisory identifies airspace availability from known and 

projected aircraft position data. This function provides traffic 

specialists with options that best accommodate users needs. These 

options go electronically to carrier dispatch offices for evaluation 

and flight plan revision. 



108 

• II • ~ • 
t> • J, • 

• 0 • 6 I, • 
~ 0 • e 6 • 

• 

G • 
• 

• • 
G • 

G • 
• 0 

o • 0 

• .. C) 
Q. 

o • G • G 
• G ~ 

• C) 
• 

e 
• 0 • ~ • ~ • 0 • 

e • G • ~ • I, • o • 

e 
• 0 • ~ • /) • e • 

o • 0 • " . " • Q 
• Q 

Figure 1. A selected view from the DOTS display showing fuel efficient 

tracks across the Pacific. Included are gridded wind vectors from the 

DOTS wind and temperature database used to optimize for scheduled 

traffic demand. 
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7. Optimization: High Altitude Route System 

HARS is being developed as a dynamic traffic planning model 

that responds to user demands for improved continental U.S. (CONUS) 

airspace use (Figure 2). This highly automated optimizing system 

should soon augment, and eventually replace the "National Route 

Program" manual system currently used. Its goal is to provide 

improved fuel efficiency, decreased flight times, increased capacity, 

and reduced delay for long range flights. Similar in concept to the 

DOTS program, HARS will consider constantly changing weather and 

traffic demand in designing clusters of optimum routes. Functional 

parts of the HARS system, such as FLOW AL TS described below, are 

made available for use by the FAA Air Traffic Control System 

Command Center (A TCSCC) during the time that other functions are 

being developed. All development is carried out in a rapid prototyping 

environment in which the ATCSCC personnel join. with suggestions 

for improvement. The prototype design allows for convenient 

integration with DOTS and the agency's other long range traffic 

management programs, including especially the ATCSCC's Enhanced 

Traffic Management System and the rapidly developing FAA/NASA 

Center Tracon Automation System (CT AS). 

It is premature to describe end-state functions in the HARS rapid 

prototyping environment. We can anticipate certain technological 

achievements, but cannot be sure that either the air traffic system 

operators or the aircraft operators will want to adopt all of these 

untried capabilities. Generally, the process is: install an incremental 

advancement for a limited trial, learn from the experience, modify 

the system, and move to the next increment based on new knowledge 

from the field. 

At present, HARS combines the technology developed in the 

Dynamic Ocean Track System with improved weather reporting and 

display capabilities. The FLOW AL TS technique allows planners in 

Central Flow to develop optimal reroutes around severe weather. As 

envisioned, these reroutes can then be "published" in real-time by 

Central Flow to the airlines to move traffic around severe weather. 
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Figure 2. A screen from thc HARS display. A fuel efficient re-route 

created by dynamic programming algorithms is to the north of the 

standard Jet Route 134. The HARS plan avoids the storm areas shown in 

black in this figure. 
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Current values of winds aloft data, storm data, special use 

airspace restrictions, traffic schedules, actual traffic load in the 

airway system, and the ATC separation rules are evaluated. HARS then 

determines (computes) and electronically publishes fuel efficient 

routes. HARS planning also considers flight time and capacity, and 

meets the scheduled demand between city pairs. Thesesystems of long 

range routes can be computed and distributed as many times during 

the day as desired. 

Another important HARS capability is to review in real time the 

planned entry of individual airplanes into the system of routes 

between city pairs. HARS has information that the carriers don't have 

when they plan their flights: real time knowledge of where in the 

route system the competing traffic actually is. Thus, prior to 

commitment to a selected route, HARS can compare the projected 

flight plan with all other possible alternatives to determine which 

route is most efficient. The optimization algorithms take into account 

the individual airplane's need to climb enroute, then compare the 

proposed path and vertical profile solution with traffic separation 

requirements on all alternative routes. Although operational details 

have yet to be developed, each user's dispatch office will be given an 

opportunity to reroute most efficiently. The effect of this capability is 

to provide each airplane with its best altitude on a currently fuel 

efficient and currently conflict-free route. 

HARS includes new information display functions as well as 

graphic information from the Enhanced Traffic Management System. 

At the present stage of development, most of our new information 

display deals with weather. We have concentrated on high resolution 

color coded maps that locate storms from weather radar and lightning 

strike data. The mapped storm positions can be forecast and further 

mapped for route planning. 
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8. Optimization: FLOWALTS 

A sub-function within HARS, FLOW ALTS (for flow alternatives) is 

a very rapidly built prototype to aid flow planners by employing 

previously developed technology. Highly graphical in nature, the 

system generates and displays alternate routes that are affected by 

weather, flow restrictions, or other constraints It then provides 

quantitative rankings of the economic impacts (fuel and time) 

associated with use of each route. The ranking algorithms consider 

specific airplane types, altitudes, user operating practices, and 

current weather information to determine fuelburn and flight time 

factors. Flow planners will use FLOW AL TS graphically to delineate 

areas that should be avoided due to weather and other route 

restrictions. Levels of storm severity are displayed in intensity coded 

colors at a resolution of two kilometers. The technique results in a 

well defined picture of hazardous weather that is best to avoid in 

planning traffic flow. 

The optimization function is invoked from a pull-down menu. 

Typically, the flow planner chooses regions not to fly through, either 

by drawing polygons around storms, or by selecting boundaries 

around named sectors or. even entire ATC centers. Routines are being 

included to project the movement of enclosed storm boundaries, 

initially by manual entry of the speed and direction advised by ATCSCC 

meteorologists. Later, algorithms developed in conjunction with 

meteorologists will serve to automate storm projections. Once a flow 

specialist specifies origins and destinations of displayed jet routes that 

pass through undesirable regions, the computer employs dynamic 

programming to find fuel efficient substitutions for the jet routes. 

The alternate routes incorporate the effects of winds and 

temperatures everywhere and of course avoid entirely all airspace 

deemed unsuitable by ATCSCC planners. 
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9. Optimization: SMARTFLO 

There is a corporate body of knowledge in the FAA System 

Command Center that is passed on to each generation of planning 

staff. This collective wisdom, dealing with weather and other traffic 

flow problems. increases with time. Our exploitation of this unwritten 

library depends on the vagaries of human memory and personality. 

SMARTFLO, an expert system computer program in the prototype 

stage, stores much of this "What I do routinely is what I should do" 

information in a database (Figure 3). It attempts to reproduce the 

behavior of experts who have dealt with similar problems in the past. 

The system will thus compare incoming information about weather, 

traffic demand. and other pertinent factors, with flow control 

strategies that have worked well before. 

One can see that this is not a classic mathematical optimization 

scheme which evaluates all the possibilities. Rather, this method 

jumps right to a solution that has succeeded before in similar 

circumstances. It does not. and indeed cannot, consider all the 

possibilities. The purpose of SMARTFLO then is to provide very fast 

and consistent recommendations to planners. Such advice is likely to 

serve well in planning efficient traffic flow. 

Heeding the principles of expert systems, we are developing the 

SMARTFLO software tools in close participation with flow management 

specialists. In this case particularly, the FAA's ATCSCC staff comprises 

an unusually able cadre of experienced operators from whom to draw 

the body of knowledge we wish to emulate. 
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10. Simulation: FLOWSIM 

The Daily Flow Simulation Model (FLOWS 1M) project is developing 

a rapid simulation capability for traffic flow between all major US 

airports up to 24 hours in advance (Figure 4). The model will enable 

traffic flow managers to foresee traffic demands on the national air 

traffic system as well as allow them to evaluate the delay implications 

of their flow strategies. An initial version, currently restricted to a 

laboratory setting, is proving concepts and computation times for a 

rapid prototype version scheduled for installation in the ATCSCC. 

FLOWSIM will provide the ATCSCC with the ability to simulate, in fast­

time, the day's scheduled air traffic flow, and to test various planning 

options. This should afford time to resolve many delay problems 

before they occur. FLOWSIM allows flow managers to explore the 

effects of alternative mixes of Estimated Departure Clearance Time 

(EDCT) programs and Miles in Trail (MIT) flow restrictions on traffic 

throughout the country. For this work, the model uses current data 

concerning airport configurations, airport traffic capacities, 

reported and forecast weather conditions, airport-specific operating 

procedures, and most importantly, flow management options. 

The results of each scenario are graphically displayed to assist 

choices among alternatives. 

To support real-time daily decision making, FLOWSIM was slated 

to run a scenario to completion in less than 15 minutes. This 

requirement for fast turnaround was to allow ATCSCC traffic managers 

to rerun and review the FLOWSIM simulation throughout the day 

using the latest inputs of traffic demand, weather, airport 

configurations, etc. In practice, the run time achieved has surpassed 

our goal considerably: typical scenarios finish in less than ten 

seconds using the fast workstation computer anticipated for use in 

ATCSCC. 
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11. Simulation: SIMMOD 

Another FAA product that exemplifies the concept of simulation 

is SIMMOD, a model for detailed analysis of airport and airspace design 

and procedures (Figure 5). This large-scale model considers all the 

control options available for all airplanes as it moves the airplanes 

along their routes: as each plane competes for air- or ground-space 

ahead in its journey, the conflicts are resolved in the computer by the 

applicable air traffic separation rules. Just as in real life, some 

airplanes receive delay to maintain safe separation. SIMMOD keeps 

track of each element of delay for each airplane being modeled and 

stores this information in a large outcome file. or database. This file in 

turn, in a postprocessing stage. produces reports summarizing delay 

and other factors associated with the scenarios being analyzed. 

Governmental and corporate users can evaluate runway designs. 

airspace routes. fleet schedules. air and ground procedures. fleet 

operating policies. and sector design; in fact. virtually any proposal 

that affects the movement of aircraft from parking gates through 

enroute airspace. The answers to "what if" questions describe the 

impacts of delay. travel time. capacity. fuel consumption. and noise. In 

effect, SIMMOD summarizes all factors that affect the economics of a 

proposed scenario. 

The recent SIMMOD Version 2.0 is adapted to the powerful 

workstation class computers and makes use of advanced techniques to 

preprocess scenarios for efficient preparation of input files. and to 

postprocess the results of simulations to show high resolution 

animated graphics of the aircraft and aviation systems being modeled. 

Rule based, event-step models such as SIMMOD are ordinarily intended 

for studies of futures on the order of years or months away. However, 

recent advances in parallel and distributed processing technology 

have opened up the possibilities for such rapid simulation that large 

complicated SIMMOD scenarios can be run in time to assess daily 

traffic flow situations brought on by changes in weather or other 

flow management situations. We are participating in experiments that 

show abilities to consider such large networks as 50 major airports 
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Figure 5. The airspace extending around Allanta from a SIMMOD study. 

Here. the model was used to evaluate the site of a possible new airport; 

this concept requires re-design of airspace in the entire Atlanta 

Center and beyond in order to accomodate the flow of traffic. 
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interconnected in a simulation [5]. Such computer performance could 

lead to an early prototype system, using or based on SIMMOn, for use 

by national flow managers on a daily basis. 

12. Optimization with Simulation: OPTIFLOW and NASSIM 

Our blueprint for operational traffic flow planning includes 

even more sophisticated models. SMARTFLO and FLOWSIM, previously 

described, are expected to perform as fast-response models that can be 

developed quickly. They are not intended to provide highly detailed 

planning information. Their speed in reaction to flow management 

problems will likely continue to prove valuable even in the future 

when more ambitious and sophisticated programs become available to 

address traffic flow problems. 

Our planned OPTIFLOW function may use dynamic programming 

but is likely to require some other effective optimization technologies, 

perhaps in combination. It will consider the requirements of aircraft 

performance modeling in planning for national traffic flows. In fact, 

this model is envisioned as the most sophisticated optimization system 

yet developed by the FAA: It will integrate and extend all technologies 

previously developed by the Operations Research Service. Its use is 

expected to decrease flight time and fuel consumption throughout the 

national airspace. Optimization analysis will include these variable~ 

for their interacting effects: traffic demand, flight plans, actual 

aircraft positions, hazardous weather patterns, aircraft performance 

by type, prevailing ATe facility limitations, and special use airspace 

availability. 

OPTIFLOW will acquire much of its incoming data automatically 

by links to on-line databases containing information about weather, 

flight plans, airline schedules, and special use airspace restrictions. 

However, the system will also include person-to-machine interactive 

capabilities to help flow planners define special optimization 

problems posed by sudden closures of airfields, unusually heavy 

traffic loads, and other "pop- up" circumstances. 
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Proposed optimal solutions are expected to be evaluated further 

by playing out their recommendations in simulation. To carry out this 

function OPTIFLOW will formulate its best plan automatically as an 

input scenario to the National Airspace System Model, NASSIM. This is 

a detailed model for forecasting impacts of schedules and planning 

strategies throughout the United States. NASSIM, planned form 

development in 1993 and 1994, is intended to provide ATC with a 

complete picture of traffic delays, controller wor~load, and other 

impacts for hours ahead throughout the United States. 

13. Simulation: NASSIM 

This model is planned to be the next generation predictive tool 

for operational traffic flow planning. Its detailed traffic simulation 

will capture the interactions of individual aircraft throughout the 

continental U.S. NASSIM will be a "capstone" flow planning tool, 

incorporating, integrating, and extending many technologies, 

algorithms, data files and tools developed and proven in preceding 

projects such as FLOWSIM, HARS, and SMARTFLO. The model will be 

developed for continuous, real-time operation, and will be 

automatically refreshed with the latest available NAS data to achieve 

maximum possible realism and accuracy. 

This amount of data, and the intended degree of simulation 

resolution, are challenging requirements. We are exploring the 

technology in computer hardware and languages to provide the 

highest level of performance possible for the model's users. The 

current expectation is thai the model will require modern parallel 

processing techniques to predict the effects of the rapidly changing 

national airspace system. 

NASSIM will dynamically forecast flow capacities for en route 

sectors, terminal areas, and airports. Principal driving forces will be 

projected system changes due to weather conditions, runway closures, 

airport configuration changes, and existing and proposed ATC traffic 

management programs. Insofar as controller workload constrains the 
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system, the model will dynamically induce the required delay at 

airports and en route sectors according to accepted procedures. This 

means that NASSIM will not only determine ATC workload as an output 

parameter, but that delay "programs" or strategies for coping with 

excess workload must be fed back to the current scenario in order to 

maintain realistic simulation. Each aircraft's transit times will be 

recorded in detail. Delay statistics for all flights can then be 

accumulated and sorted by their impacts on various segments of the 

aviation community. 

Finally, NASSIM will be required to provide replay and analysis 

of historical system data, and to operate on the basis of forecast or 

hypothetical system data. Thus, the model will serve as a policy, 

technology assessment, or procedures analysis tool. 

14. Tying It All Together: A Common Platform and the 

CONDAT Database 

Those familiar with the operational environment in "Central 

Flow" (ATCSCC) or any working ATC facility, will recognize that the 

specialists on the floor are not apt to embrace tools, however well 

intentioned, unless the tools are easy to use. In this regard, each of 

the programs described above could pose a separate problem in 

training and in coordination unless all are packaged as a single 

system. We originally believed that it would suffice to maintain a 

similar look and feel among the programs, but have come to realize 

that, for the system of tools to be acceptable, there really can be only 

a single look and feel. 

Our strategy calls for a development team lead organization to 

coordinate user interface design among the various traffic flow 

planning tool developers. Under this concept, all of the programs are 

housed in the same computer system and can be accessed from 

standardized pull-down menus. The menu style is already familiar to 

anyone who uses any of the popular windowing operating 

environments, a factor that we trust will make new users comfortable 
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from the start. 

The various programs share much data in common. 

Interestingly, the output from some is needed as input data to others. 

All of these data are kept in one place, on an advanced technical 

database management system, we have named CONDA T (for 

Continental U.S. Data.) Data available through electronic 

communications networks, such as current weather reports and 

aircraft positions, load into CONDAT automatically. Other non­

instantaneous data such as the Official Airline Guide are updated 

periodically. Users of a functional subsystem, for example FLOWSIM or 

SMARTFLO, may edit manually databases, such as the file for current 

airport configurations, from the keyboard or by mouse. Selected 

traffic flow plans from the optimization programs are stored as 

scenarios for simulation programs. 

Even though our Operational Traffic Flow Planning models are 

developed to meet today's needs, we expect the technology, and 

perhaps even the modeled functions, will serve well in longer range 

FAA development programs. We particularly strive to establish and 

maintain compatibility with the FAA's Advanced Traffic Management 

System (ATMS) and the Terminal A TC Automation program (T A TCA) 

[11]. Consequently, we arrange close liaison with those systems' 

developers with respect to software and hardware designs. We 

anticipate that the long range traffic management programs will, as 

we have chosen, evolve in the direction of Open Systems, in which the 

workstation computer architecture and operating systems are 

standardized. Should this occur, the programs described in this review 

can be treated readily as modules for incorporation in the upcoming 

systems of the future. 

In some cases our traffic planning methodology will likely be 

integrated with other FA A research and development programs 

because the technology has been thoroughly tested and found 

advantageous. Interestingly. many of the capabilities will have 

evolved to meet needs that have also evolved since the time when the 

requirements for long range systems were written. In other cases, it 

seems likely that air traffic planners will embrace these models for 
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the unique functionality derived from their operations research 

heritage: highly relevant mathematics and science applied to 

operational- problems. 
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Airport congestion is one of the main causes of costly aircraft 
delays. Sometimes costs may be reduced by imposing on some 
aircraft a delay at take-off time in order to avoid a more expensive 
airborne delay later. The GHP (Ground Holding Problem) is 
concerned with finding optimal ground-holding strategies so that 
the total expected cost of delay is minimized. This paper presents a 
survey of models and algorithms for the GHP. These models have in 
common the simplifying assumption that congestion may arise at a 
single airport. A summary of an extensive set of computational 
experiments performed with these models is also presented. The 
results indicate that the models could provide the foundation for the 
development of real-time decision support systems for ATe flow 
management. 

1. Introduction 

Traffic congestion has become pervasive in the most developed 

air transportation systems in the world, i.e., those of North America, 

Western Europe and East Asia. While the available statistics on the 

magnitude of air traffic delays are not very precise, there is no doubt 

that the total direct and indirect costs of these delays are very large. If 

one combines the various numbers reported, worldwide direct airline 

costs may add up to $5 billion or more per year. By comparison the 

world's scheduled airlines suffered in 1990, one of the worst years in 

aviation history in economic terms, a total net loss of $4.3 billion. An 

equally telling statistic is that ground-holding delays (please see 

below for a definition) to airline aircraft in the United States 
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averaged 2000 hours per day in 1986, approximately equivalent to 

grounding the entire fleet (250 aircraft at that time) of Delta Airlines, 

the third largest carrier in the United States. With significant 

increases in demand expected to continue, congestion is now cited by 

many experts and organizations as one of the principal impediments 

to the future growth of the airline industry. 

Congestion occurs whenever the capacity of airport runway 

systems or of A TC sectors is exceeded over a period of time. Thus, it is 

mostly associated with peak traffic hours of the day, peak travel times 

in the year and, especially, periods of poor weather conditions when 

airport service rates can be significantly reduced. In the absence of 

the long-term capacity improvements that can be obtained through 

the construction of additional runways or through advances in ATC, 

flow management is the best available way to reduce the cost of 

delays. On a day-to-day basis, ATC flow management attempts to 

"match", dynamically, air traffic demand with the capacity of. airports 

and airspace sectors of the A TC system. G r 0 u n d - hoi din g is the 

principal device used for this purpose, whenever delays are 

anticipated to be severe. 

Ground-holding (or "gate-holding" or "ground-stopping") is 

typically imposed on aircraft flying to congested airports or 

scheduled to traverse congested airspace. Ground-holding is the 

action of delaying take-off beyond a flight's scheduled departure 

time. The motivation for doing so is that, as long as a del~y is 

unavoidable, it is safer and less costly for the flight to absorb this 

delay on the ground before take-off, rather than in the air. 

Prior to 1981, ground-holding was used sparingly in A TC, i.e., 

except for unusual circumstances, flights were allowed to take-off as 

soon as ready to do so. If delays were encountered, they were "taken" 

while the aircraft was airborne, typically by circling in the air 

("stacking") near the airport of destination. However, during the 1981 

air traffic controllers' strike in the United States, widespread use of 

ground-holding began, primarily because this was seen as a way to 

reduce controller workload by limiting the number of aircraft which 

were airborne at any given time. When it was perceived that ground-
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holding was also a fuel-saving practice, its use became permanent, 

while also being extensively adopted in Europe. 

Unfortunately, deciding how much ground-holding delay to 

assign to a flight is far from simple, because it is difficult to predict 

how much delay a flight will actually suffer. The reason is that sector 

capacities and, especially, airport capacities are often highly variable 

and can change dramatically over time, as weather changes or other 

events occur. For example, it is not unusual in the United States to 

encounter a 2: 1 or even 3: 1 ratio between the highest and lowest 

capacities of a given airport. Moreover, small changes in visibility or 

in the height of the cloud-cover may translate into large differences 

in airport capacity. It is nearly impossible for meteorologists today to 

predict these changes to such a high level of accuracy, even over a 

very short time-horizon of an hour or less. Thus, ground-holding 

decisions must be made under uncertainty and must consider the 

trade-off between "conservative" strategies that may at times assign 

excessive ground-holds and more "liberal" ones that may result in 

more expensive airborne delays. Many airline representatives have 

complained recently that today's ATC systems may be erring too much 

on the conservative side, Le., that there may be too many instances in 

which airport landing capacity (at destination airports) is being 

wasted, while aircraft stand waiting on the ground (at the airports of 

origin). 

In this paper we shall present a sequence of models that we and 

our colleagues have developed for the Ground-Holding Problem (GHP), 

defined as the problem of assigning ground-holding delays to each of 

a set of aircraft in order to minimize the total (ground plus airborne) 

delay cost (Odoni [6]). The problem will be approached in the context 

of developing a real-time Decision Support System (DSS) for use by a 

central facility that oversees A TC flow management in a large 

geographical region. This context will be described in Section 2. 

Sections 3 discusses the common features and assumptions of the 

various models. The models themselves are presented in Sections 4 

through 9, in a roughly chronological order. For each model, we 

outline the underlying assumptions, applicability, solution 
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approaches and computational characteristics. Section 10 contains a 

quite detailed description of an extensive set of computational 

experiments performed with the last three models in the paper. These 

experiments underscore the potential effectiveness of the models as 

decision support tools. Conclusions and topics for further research are 

summarized in Section 11. 

2. Real-Time Decision Support for Solving the GHP 

In the United States, the ATC System Command Center (ATCSCC) in 

Washington initiates, develops, co-ordinates and monitors the 

execution of flow management strategies (including ground-holding 

decisions) for the entire country and is supported by regional "traffic 

management units" at a local, more tactical level. ATCSCC is equipped 

with outstanding capabilities for acquiring traffic-related 

information, including the Aircraft Situation Display (ASD), a real­

time data processing and display system that shows the status and 

location of every airborne aircraft with a filed flight plan in the 

United States, along with real-time weather maps, anticipated traffic 

loads at A TC sectors and airports, etc. The ATCSCC currently relies 

almost exclusi vely on the expertise of its controllers for decisions 

concerning flow management, including ground-holding. 

In Western Europe, where the problem of air traffic delays has 

reached the proportions of a crisis, there is no existing counterpart to 

a central cQ-ordinating facility such as the ATCSCC. A decision has 

now been made to establish such a facility in Brussels by 1994, with 

Eurocontrol acting as the organization leading this effort. 

In view of the current state of affairs, the ATCSCC and the 

planned European facility in Brussels will certainly require the 

development in the future of a large variety of computer-based 

decision support tools. In particular, there is general agreement on 

the need for better real-time DSS and for fast algorithms that would 

assist ATC flow management specialists in devising strategies for 

ground holding. The objective of the research described here and of 
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parallel efforts elsewhere is to make a contribution in this direction. 

Given the practical importance of the GHP. remarkably little has been 

accomplished along these lines to date. 

Desirable Model Characteristics 

Based on the preceding discussion, it is clear that, in order to 

properly address the GHP in its fullest generality, a modellDSS should 

have the following characteristics: 

(i) Multi-period: Airport and ATC sector capacity changes over time 

and so does demand for landings and for take-offs so the 

dimension of time is essential; in keeping with planning 

practices in flow management, the time horizon (typically one 

day from early morning to late night) in the models of interest is 

subdivided into smaller periods of time (typically 5 to 15 minutes 

long) each of which can be viewed as relatively homogeneous 

with respect to demand and capacity characteristics; 

(ii) Dynamic: Information is constantly being updated in the ATC 

system; for example (and of special relevance to flow 

management) weather forecasts and therefore airport capacity 

predictions improve as we approach any given period of time. To 

take full advantage, one should adopt dynamic decision 

strategies. which may be continually revised as new information 

becomes available; 

(iii) Stochastic: As noted earlier, the capacity of many important ATC 

elements is inherently stochastic, due to its dependence on often 

unpredictable or partly predictable variables such as detailed 

weather characteristics. A TC demand is also partly stochastic on 

time horizons of more than one hour. However, because the level 

of uncertainty for demand is lower than that for capacity, at 

least in the short run, demand will be assumed to be 

deterministically known throughout this paper. 

(iv) Multi-airport: A ground-hold imposed on a given flight at a 

given airport may also have consequences for other flights: not 
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only are flights which were to use the same aircraft later on 

affected, but other connecting flights, as well. The latter is a 

particularly serious concern in the case of airlines that 

emphasize tightly interconnected hub-and-spoke networks. 

In this paper, we shall review only models dealing with the 

single airport GHP. The reason is that, on one hand, work on the 

multi-airport GHP is beginning only now (Wang [13] and, especially, 

Vranas [12]) and, on the other, the single-airport GHP can be 

considered as an essential building block for the more complex multi­

airport version of the problem. 

The most general version of the single-airport GHP (multi­

period, dynamic and stochastic) may not be appropriate for some 

practical situations. Depending on how much information is available 

and on how this information is updated, alternative versions of the 

GHP may have to be solved. Therefore, several versions of the problem 

will be addressed. For example, deterministic (rather than stochastic) 

versions will be preferable for locations where either the weather or 

the airport capacities are stable enough to be approximated as 

perfectly predictable quantities. Moreover, it should be noted that 

existing ATe systems never deal explicitly with "probabilities" and 

thus deterministic models may approximate today's practice better 

than stochastic ones. Similarly, ~ (rather than dynamic) versions 

may be more appropriate for environments where (i) there are 

significant lags in updating information concerning weather or 

capacities at a set of geographically dispersed locations or (ii) a 

"strategic" ground-holding plan is prepared at a single point in time 

(typically at the beginning of the day) and that plan is revised only 

in a marginal way ("tactical" changes) from that point on. Finally, 

even a single-period model may be useful in illustrating certain 

conceptual themes fundamental to ground-holding strategies under 

stochastic conditions. In fact the first model to be described below 

(Section 4) is a single-period one. 
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3. The Simplified GHP Model 

The air traffic network model considered for the single-airport 

GHP can be described in reference to the single-destination network 

shown in Figure 1. The model is macroscopic in nature, yet it captures 

the essential elements needed to solve the GHP: 

(i) N aircraft (flights F 1 ... , F N) are scheduled to arrive at the 

"arrivals" airport Z from the "departures" airports. 

(ii) Airport Z is the only capacitated element of the network and thus 

the only source of delays. All other elements in the network 

(departure runways, airways, etc.) have unlimited capacity. 

(iii) The departure and travel times of each aircraft are deterministic 

and known in advance. 

(i v) The time interval of interest is [0, B], with the earliest departure 

for Z scheduled at 0 and the latest arrival scheduled at B. The time 

interval [0, B] is discretized into T equal time periods numbered 

1,2, ... T. 

(v) Ground and air delay cost functions for each flight are known. 

• 
IIIII~ Runway 

System 

Figure I: "Star" Configuration Network 
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Items (ii) and (iii) amount to an assumption of perfectly 

predictable travel times between the airport of departure of each 

flight and airport Z (for additional details see Odoni [6]). Thus, this 

ignores the effect of such tactical actions as speed control, "metering" 

and path-stretching that may sometimes take place during the "en 

route" portion of a flight in response to local ATC conditions. It is 

assumed that the impact of such actions on operating costs is entirely 

secondary to that of the delays due to congestion at the airport of 

destination Z - and, thus, to the ground-hold versus air delay trade-off. 

This is fully justified for the United States ATC system: although no 

specific statistics are collected on the matter, an overwhelming 

proportion of delays (possibly in the order of 95%) are undoubtedly 

due to airport, not en route, capacity limitations. This is not the case, 

however, in Western Europe, where the en route airspace imposes just 

as severe capacity constraints as the airports - primarily as a result of 

institutional and political factors. We shall return to this particular 

point in the final section. 

4. Single-Period Probabilistic GHP 

Andreatta and Romanin-Jacur [1, 2, 3, 4] seem to have been the 

first to attempt to solve a probabilistic version of the GHP. They 

considered a greatly simplified model which highlights some 

important conceptual aspects of all probabilistic versions of the GHP. 

This model assumes that congestion may arise only during a (single) 

given period of time at the specified "arrival" airport Z. The model 

therefore is neither multi-period nor dynamic, but takes explicitly 

into account the stochastic nature of airport capacity. 

The GHP addressed can be mathematically stated as follows: 
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X. + ! P q f c~ (1- X.) f (i.q IX1 .... XN)} 
1 0 . 1 1 1 q= 1= 

is the number of flights scheduled to land; 

is the "cost" suffered by aircraft i when held on the 

ground (necessarily for exactly 1 period); 

is the "cost" suffered by aircraft i when delayed in the 

air (necessarily for exactly 1 period); 

is the maximum value of the airport capacity; 

is the probability that the capacity assumes value q; 

is the decision variable concerning aircraft i: X i=1 if a 

ground-hold is imposed on aircraft i· whereas X i=O if no 

ground-hold is imposed on it; 

f(i,ql X 1,,,,,XN) is a function that indicates if aircraft i will suffer an 

airborne del ay (f(i, q IX 1 , ... ,X N )= 1) or not 

(f(i,qIX 1 , ... ,X N )=0) given that the capacity is q and the 

decision variables take values XI , ... ,X N. 

Two different algorithms were proposed for this GHP, both using 

a Dynamic Programming (DP) approach that finds an exact optimal 

policy in O(N2) computational time. This is a generalizable result: DP-

based approaches can be used, at least in theory, to find exact 

solutions for multi-period versions of the stochastic GHP, both for 

static (Terrab [10)) and for dynamic models ( Richetta [9]). 

The costs Cf and 
a C i may be arbitrary and the optimal solution 

depends upon any given priority rule that determines the order of 

landings when two or more aircraft are airborne in the terminal area 
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simultaneously. If such a priority rule is not given a priori, but may 

be arbitrarily selected, then it is shown in [3] that landing priority 

should be given to the aircraft with the highest airborne delay costs. 

If no priority rule is being used and landings occur in a random order 

(as is the case in practice when landings are authorized in a first­
come, first-served manner) then !(i,q IX 1 •. ..• X N) represents the 

probability that aircraft i will suffer an airborne delay given that the 

capacity is q and the decision variables take values Xl,···,X N. 

Define H=N-Xt- ... -XN. We then have: 

f(i,qIXI, ... ,XN) =f(qIXI"",XN) = Hjl for H>q, and !Ci,qIXI, ... ,XN)=O 

otherwise. Once again, analogous patterns to the one suggested by this 

last statement can also be found in optimal solutions to multi-period 

static problems (Terrab [10]). Such patterns can also be used to 

increase the efficiency of heuristic algorithms for the GHP [2, 10]. 

S. Multi-Period Deterministic Model 

The simplest multi-period model [10, 11] assumes that the 

capacity of airport Z is a deterministic function of time. known in 

advance for the entire period of interest. The time horizon consists of 

T periods in which capacity may be limited (and take on a different 

value K j in period j) and an extra period, T + 1, in' which capacity is 

large enough so that all the aircraft that are still in the air can land 

during T + 1. This assumption about period T + 1 is, of course, true in 

practice: late at night there is always enough capacity to accommodate 

all the remaining requests for landings. The model can be formulated 

mathematically as follows: 

Model B 

N T+I 
MIN L L 

i=I J=t (i) 
G,. X .. 

I} IJ 



subject to: 

T+1 
I. Xi; = I Vie {l, ... ,N} 

J= I(i) ~ 

N 
I. X .. sK. VjE {l, ... ,n 
i=1 lJ J 

XijE {O,l} 

where: 

N is the number of flights scheduled to land; 

T is the number of periods when capacity may be limited; 
Kj is the capacity in period j; 
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Xij are the decision variables: X ij=l means that aircraft i will be 

assigned to land in period j and X ij = 0 otherwise; 

Gij is the cost incurred by aircraft i when assigned to land in period 

j; 

t(i) is the period of time during which aircraft 

scheduled to land. 

was originally 

The following two important observations can be made: 

(i) If the capacity K j is known with certainty for all j= I, ... , T (as is the 

case in this deterministic model), then, under any optimal ground 

holding policy, aircraft may suffer ground holds but never 

airborne delays. As long as the cost of ground delay is less than 

the cost of airborne delay per unit of time for any given aircraft, 

it will always be better to hold an airplane op the ground rather 

than in the air. For this reason the relevant costs G ij in Model B 

are the ground-holding costs for flight i; for the deterministic 

GHP, detailed information on airborne delay costs is not 

necessary. 

(ii) The above formulation proves that this version of the GHP is of 

polynomial computational complexity: in fact, Model B is a 

particular case of the so-called "Transportation Problem" and can 
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be transformed into an "Assignment Problem". Many numerical 

instances of Model B have been solved using standard Minimum 

Cost Flow algorithms [10]. 

The experimental results reported in [10] show that, even with a 

deterministic knowledge of airport capacity, large savings in total 

delay costs can be achieved through solutions that assign available 

capacity optimally. However, the implementability of such optimal 

strategies is made questionable by the systematic biases they exhibit: 

typically, they assign most ground-holds to aircraft with low delay 

costs per unit of time (e.g., general aviation aircraft and regional 

airlines) while giving priority to aircraft with high delay costs (e.g., 

wide-body aircraft). It may therefore be necessary to impose 

additional constraints that force a more equitable distribution of 

ground-holds. This can be done quite effectively and still yield 

strategies with significant savings in the cost of delay (Terrab [10)). 

It is also important to anticipate at this point one of the major 

results in this paper by noting that large savings can also be 

achieved, without discriminating at all among various types of 

aircraft, through models that are dynamic and take into consideration 

the uncertainties (stochasticity) that may be present. This will be 

demonstrated in Section 10 through many examples in which all 

aircraft have identical ground-holding unit costs and identical 

airborne delay unit costs ("single class of aircraft"). 

6. A "Fine-Grain" Stochastic (Static) Model 

At the next level of complexity is a multi-period, stochastic and 

static version of the OHP (Terrab [10] and Terrab and Odoni [II)). The 

capacity of the airport Z is assumed to be a random variable with a 

probability distribution known before the beginning of period 1. 

Without loss of generality, it is also assumed that there is some given a 

priori priority rule for the order in which aircraft will be assigned to 

the T landing periods in airport Z. (An additional period T + 1 is still 
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assumed to have unlimited capacity. as in Model B.) Then the objective 

function becomes the following: 

Model C 

MIN {I. E. (X . • HI. H 2 •... .K.)1 
i=l I I I I I J 

where: 

Xi is the decision variable and represents the number of ground­

hold periods of delay imposed on flight i; 

~ represents the number of flights with a priori priority higher 

than flight i already assigned to arrive in period j: obviously 

Ii depends only on those X k such that flight k has priority 
I 

over i; 

ECi(.) is the expected cost to be incurred by aircraft i if decision Xi is 

taken. given that in period 1,2 •...• T there are respectively 

H: . H; , ... , H~ aircraft with priority over i assigned to land. 

The details of Model C can be found in [9]. There are two points. 

however. that need to be stressed here: First. Model C optimizes in the 

expected value sense. taking into consideration the entire joint 

probability distribution of the capacities Kj for j =1.2 •... T. This means 

that. even in an optimal solution. some aircraft may have to suffer 

airborne delays. in addition to the assigned ground-holds. Xi. 

computed by solving Model C. (Of course. the higher the cost of 

airborne delay per unit time is by comparison to the cost of ground 

delay per unit time. the more "conservative" the optimal values of the 

X i will be. in order to reduce the chance of costly airborne delays.) 

Thus Model C requires both ground-delay and airborne-delay cost 
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functions for each flight as "inputs". 

Second, this version of the GHP, may be solved through a 

Dynamic Programming approach, but requires a computational time 

of the order 0 [N (M + 1) T], where M denotes the maximum possible value 

of the airport capacity in any single period. For instance, in a 

realistic case with N=500 flights scheduled to arrive over T=50 periods 

of time and assuming that the maximum capacity is M =N IT= 10, the 

exponential factor (M+l)T is equal to (11)50. The conclusion is that the 

DP approach is impractical for real problems, without further 

refinements. Note that the exponential factor (M + 1) T is equal to the 

total number of possible different capacity profiles, if we assume that 

in any period of time all capacity values from 0 to M are possible. 

However, it is quite unlikely that a capacity profile with, for instance, 

capacity equal to 0 in the odd-numbered periods and capacity equal to 

M in the even-numbered periods will ever materialize. This suggests 

that by reducing the number of capacity profiles to be considered to 

only a few representatives ones, it might be possible to obtain a more 

manageable model, without losing much relevant stochastic 

information about the airport's capacity. This line will be pursued 

further in the model presented in Section 8. In the next section we 

will present various heuristic algorithms designed to find in 

reasonable time hopefully good solutions for Model C. 

7. Heuristics 

In [10] and [II] several families of heuristics are presented for 

solving Model C, along with extensive experimental results with these 

heuristics. We first outline below four types of heuristics: 

7.1. LLA: Limited Look Ahead Heuristics 

Limited Look Ahead consists of (i) subdividing the time horizon 

of T time periods into smaller subsets (of 3 time periods each, for 

example) and (ii) running the DP algorithm on each subset of time 
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periods consecutively, taking into account the flights. "left over" from 

the previous sub-problem (Le., those landing in the "infinite 

capacity" final period relative to the previous sub-problem). The 

motivation for doing this is a reduction in time complexity as well as 

storage space requirements. As is the case for the general DP 

formulation, LLA Heuristics can be used with arbitrary cost functions 

and assume that a landing priority rule fixed a priori is in effect. 

7.2. MMR: Maximum Marginal Return Heuristic 

The MMR Heuristic also works with general cost functions and 

assumes a fixed landing priority rule. The basic idea for this Heuristic 

comes from the observation that the expected cost for flight i, 
1 2 T 

ECj (Xi' Hi ' Hi' .... Hi)' depends only on Xi and the status of flights 

of higher priority represented by the 
1 2 T 

vector (Hi' Hi , ... , Hi)' 

Suppose that flights have been indexed, so that flight i+l has priority 

over flight i, for all i. By definition, the flight with highest priority 

(flight N) is such that: 
1 2 T 

(HN • HN ..... HN) = (0,0, ... , 0). Therefore the expected (ground plus 

air delay) cost for flight N, ECN (XN, 0, 0, ... ,0) does not depend on the 

status of any other flight; it depends only on the ground hold X N that 

we impose on flight N. Thus, we can find the "optimal" ground hold, 

X; , that leads to the lowest expected delay cost for flight N. Once we 

have determined the ground hold for flight N, we can proceed, in an 

analogous way, to assign ground holds to flights N -1, then N -2, etc. 

down to flight 1. The MMR Heuristic therefore computes ground holds 

by minimizing the expected cost for each flight individually, starting 

with the flight with highest priority. The MMR Heuristic may be 

viewed as a "myopic" strategy consisting of going after the lowest 

possible marginal cost increase at each step (thereby the appellation 

Maximum Marginal Return). 
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7.3 ECH: Equivalent Capacity Heuristics 

The strategy for this family of heuristics is to reduce the 

stochastic problem to a deterministic one by reducing the 

probabilistic forecast (joint probability distribution) of the capacities: 

P(K 10 K 2, ... ,K T) to a single set of "equivalent" deterministic capacities 

(EKl, EK2, ... ,EKT) and then solve the resulting deterministic version of 

GHPP by using one of the approaches outlined in Section 5. If we adopt 

as "equivalent" deterministic capacity E K t, the expected value of the 

capacity in period ( (which seems to be the most natural choice) then 

it is not difficult to realize that the resulting strategy will not depend 

on the cost of airborne delay singe, as pointed out in Section 5, in a 

deterministic GHP there are no airborne delays. Thus this heuristic 

may be overly "optimistic" in the sense that it does not impose enough 

ground holds to minimize total expected costs. Another Heuristic in 

this family that is intended to compensate for this bias is the Weighted 

Capacity Heuristic (WCH) where the "equivalent" deterministic 

capacity E K t is a weighted expected value of the capacity in period (, 

where the weights may be selected so as to hedge against unfavorable 

capacity cases by giving more weight (compared to the actual 

probability) to these cases. 

7.4 EPH: Equivalent Policy Heuristics 

The strategy for this family of heuristics is to compute ground 

holding policies for each of a number of capacity scenarios separately 

(using any deterministic algorithm) and to aggregate these policies 

into a single one. Again the most obvious such heuristic would be to 

impose on each flight i a ground hold equal to the expected value of 

the ground holds imposed under each separate case. The same 

observation as for the Equivalent Capacity Heuristics about the 

"optimistic" character of this policy can be made. One can, however, 

use a similar modification (a Weighted Policy Heuristic) to try to 

compensate for this, namely use "adjusted" weights instead of actual 

probabilities in the computation of the final ground holds. 
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7.5. Experimental Results 

A large number of experiments have been performed comparing 

the heuristics described in this Section. Here we present the main 

conclusions emerging from these experiments (additional details and 

the actual numerical results can be found in [10]): 

(i) The MMR Heuristic seems to perform better than all the other 

heuristics proposed. 

(ii) The LLA Heuristic provides results that are comparable to those 

obtained with the MMR Heuristic in terms of total delay costs, but 

it is significantly slower. This is because the exact DP approach is 

very demanding computationally even for small instances of the 

GHP. 

(iii) The exact DP approach can outperform all the proposed 

heuristics by a considerable margin when a general cost 

function is considered. This was demonstrated on several small 

examples. The exact DP approach typically gave solutions with 

total expected delay costs that were 20% lower than the costs of 

solutions obtained using the heuristics. 

(i v) All the heuristic solutions have a systematic bias tending to 

assign more delays to smaller aircraft because of their lower cost 

of delay per unit of time. This raises the same questions of 

equitability discussed in Section 5. 

8. A More Aggregate Optimal Stochastic an'd Static Model 

The model to be discussed in this section (Rich etta [9], Odoni and 

Richetta [7]) has been the first one to solve, optimally and with very 

reasonable computational effort, realistic instances of the multi­

period, stochastic GHP under only mildly restrictive assumptions. The 

main feature of this model is that it simplifies the structure of the 

control mechanism by making ground hold decisions on groups of 

aircraft (Le., on aircraft classified according to cost class, and 



142 

schedule) rather than individual flights and by considering few 

rather than many airpo!t capacity profiles. AIihough it will be 

described here for a static environment, the model can be extended to 

the dynamic case, as will be explained in the next section. 

This model is motivated by our earlier observation that, in 

practice, the number of alternative capacity profiles (henceforth 

called scenarios) for airport Z, that can be forecast and d.ealt with on 

any given day is small. The model assumes explicitly that there are Q 

such scenarios (where Q is a small number), each having a given 

probability of materializing. Other important assumptions which 

permit further reductions in the computational complexity of the 

model are: 

(i) Aircraft can be classified into a small number of different classes 

(typically 3 or 4) with aircraft in each class having essentially 

identical ground-holding delay costs. Let ~(i) be the function 

representing the cost of ground holding an aircraft of class k for 

i consecutive time periods 

(i i) The cost of delaying one aircraft in the air for one time period is 

a constant ca' independent of the type of aircraft. Thus, ca may be 

considered as an overall average cost of waiting in the air. This 

assumption might seem unnatural at first, but is actually based on 

the following "operational" characteristics of the ATC system: 

(1) Aircraft which are already airborne are sequenced by ATC in 

an approximately first-come, first-served (FCFS) way; 

therefore, there is no need to draw distinctions among 

different classes of aircraft while airborne. 

(2) Within reasonable airborne delay levels (Le., for up to the 

largest airborne delays observed in practice, which are in 

the order of one hour) delay cost functions are 

approximately linear, since "non-linearities", due to factors 

such as safety, do not yet set in. 
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Furthermore, computational results (see Section 10) have shown 

that the relative magnitude of average ground and air delay costs 

affects the ground hold strategy selected much more significantly 

than modeling air delay costs in greater detail. This observation 

provides further support for the "constant ca" assumption. 

We shall use the following notation next: 

N ki is the number of aircraft of class k scheduled to arrive at the 

destination airport during period i (k=I, ... ,K; i=I, ... ,T); 

M qi denotes the airport capacity in period i under scenario q 

(q=I, ... ,Q; i=I, ... ,1') 

Xqkij represents the number of aircraft of class k originally 

scheduled to arrive at the destination airport during period i, 

and rescheduled to arrive during period j under capacity 

scenario q, due to a ground delay of j - i time periods (q = 1 , ... , Q ; 

k=I, ... ,K; i=I, ... ,T; is;jS;T+l); 

W qi are auxiliary variables representing the number of aircraft 

unable to land at the destination airport during period i under 

capacity scenario q, Le., the number of aircraft incurring 

airborne delay during period i (q=I, ... ,Q; i=I, ... ,T); 

It should be noted that the decision variables X qkij defined above 

are more "aggregate" than the decision variables of the previously 

discussed Models A-C. In the latter models, we were concerned with 

ground-hold delays at the individual flight level (Le., A-C are "fine­

grain" models) whereas we have now defined somewhat more 

"aggregate" decision variables: how many flights scheduled to arrive 

in period will instead be rescheduled for period j. 

8.1. Deterministic Model. 

A first step toward developing a stochastic model is to write a 

formulation for the deterministic case. Assume that it is known with 

certainty that, on a given day, a particular capacity scenario q will 
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materialize, i.e., there is only one scenario to be considered. We then 

have: 

Model D 

Minimize 

subject to: 

T+l 

K T T+l 
Cost(q) = L L L 

k=1 i=1 j=i+l 

.L Xqkij = Nk; k=l, ... ,K; i=l, ... ,T 
}=1 

K i 

T 
C k (j .) X ~ W g -I qkij + ca £.. qi 

i=1 

W.~ L L X kh'+ W ·l-M. i=1,2, ... , T+l 
ql k=l h=1 q I ql- ql 

Xqkij , W qi ~ 0 and integer. 

The objective function in Model D minimizes total (ground plus 

air) delay costs. The first set of constraints states that all flights 

scheduled' to land during period i must be rescheduled to arrive at i or 

later. The second set represents the flow balance at airport Z at the 

end of each time period i. 

One can easily check that the coefficient matrix of Model D is 

totally unimodular. So one can relax the integrality constraints, since 

they will be satisfied by any basic feasible solution of the 

corresponding Linear Programming problem. In fact, it is convenient 

[7, 9] to model this as a Minimum Cost Flow problem on a network and 

to solve it through specialized algorithms. 

8.2. Stochastic Static model. 

Suppose now that, in the situation described above, each capacity 

scenario q has probability Prob(q) of materializing. Clearly, the 

objective function must be "weighted" over all possible capacity 

scenarios. Furthermore, since one still has to make ground-hold 

decisions at t=O, before knowing which airport capacity scenario will 
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materialize, the decision variables corresponding' to each capacity 

profile must be "coupled" with those corresponding to all the other 

capacity profiles (see coupling constraints in Model E below). The 

following stochastic model of the GHP is obtained (see [7] for 

additional details): 

Model E: 

Minimize 

subject to: 

! Cost(q) Prob(q) 
q=l 

Iset of constraints for q= 11 

Iset of constraints for q=N I 

I Coupling constraints: X lki; = ... = X Qki; 'rj k;i;j 

where, for each value of q from 1 to Q, there is a set of constraints 

identical to those of the deterministic Model D. 

Model E can be viewed as a Stochastic Programming problem 

with one stage. It is suitable for application of decomposition 

techniques and lends itself well to parallel computation. Richetta and 

Odoni [7] make the conjecture that the coefficient matrix is 

unimodular, since, in all the numerical experiments where 

integrality constraints were relaxed (Section 10 below), they obtained 

integer solutions. The proof of this conjecture, however, is still an 

open question. 

As an alternative to decomposition, one can directly substitute 

the coupling constraints into the rest of model, hence reducing both 

the number of variables and the number of constraints. A summary of 
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the extensive computational results available for Model E is given in 

Section 10. 

9. Optimal Stochastic and Dynamic Model 

Before describing the extension of Model E to the dynamic GHP, 

an observation about a fundamental difference between dynamic and 

static models must be made. In the dynamic problem, ground-holding 

strategies are revised over time as capacity forecasts are updated. 

Strategy revisions take into consideration the "current state" of the 

ATe system. including any earlier decisions regarding ground-holds. 

Thus, the expected cost of ground plus air delays is minimized by 

deciding, at the beginning of each time period, whether eligible 

flights will be allowed to depart or will be held on the ground. By 

contrast, t.he static solution imposes "once and for all" ground-holds at 

time zero (Le., at the beginning of the first time period of the day). In 

terms of modeling, this means that, in addition to scheduled arrival 

times, scheduled depart.ure tj mes must also be considered explicitly in 

developing dynamic strategies. 

The dynamic version of Model E (Odoni and Richetta [8]) can now 

be described with reference to Figure 2. The dynamic evolution of the 

capacity forecasts and the implicit updating of the associated 

probabilities is modeled through a probability tree. Taking a forecast 

consisting of three capacity scenarios for airport Z as an example, 

Figure 2 shows that the forecast is updated three times during the 

interval [0, B]. These three instants (denoted 11, t2 and t3 in Figure 2) 

define three stages comprising the time intervals [tl' t2)' [t2' t3)' and 

[t3' B] (a capacity forecast consisting of Q capacity scenarios would 

consist of at most Q stages). Within each stage, the probability of each 

of the scenarios for future airport landing capacity does not change. 

Therefore, an optimal dynamic solution to the GHPP assigns and/or 

revises ground-holds at the beginning of each stage. The time at 

which stage s starts will be referred to as ts below. 

As in the static Model E. an implicit assumption here is that the 
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number of alternative scenarios at the beginning of each day, Q, is 

quite small - probably 4 or less. This assumption is important for 

obtaining quick numerical solutions. A small value of Q is, once again 

consistent with current weather forecasting technology which has 

advanced to the point where the type of weather conditions in a 

specific geographic area can be predicted with reasonable accuracy, 

but the exact timing of weather fronts and their local severity are 

uncertain. A typical example of the type of situation that can be 

addressed through this approach is shown in Figure 7 of Section 10 

where, at the beginning of a day, there is an expectation of some 

deterioration in weather conditions in early afternoon which may 

result in severe loss of landing capacity (profile 1) limited loss 

scenario 1 

scenario 2 

Stage 1 

Stage 2 1 
.1 

Stage 3 scenario 3 
I I 

(time) .. 
b h B 

Figure 2: Number of Stages Defined by the PMF of Airport Capacities 

(profile 2) or no loss at all (profile 3). For that example, of course, Q=3, 

t1=6:00, t2=14:00, t3=15:00 and B=24:00 hours. 
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In the static solution to the GHP, the time interval [0, B] 

comprises a single stage, resulting in a "here-and-now" solution 

which assigns ground-holds at I}. In the dynamic case there are up to 

Q stages at which we make ground hold decisions. In general we can 

have Q or fewer stages (fewer than Q stages when three or more 

capacity scenarios become distinct at the same point in time). 

Model F 

Due to the role of scheduled departure times, the dynamic Model F 

requires a modification in some of the notation defined in Section 8. 

Specifically: 

N ks i is the number of aircraft of class k scheduled to depart during 

stage s and arrive at airport Z during period i (k=I .... K; s = 1, ... ,Q; i = 

Is+ 1, Is+2 ..... n 

X qksij is the number of aircraft of class k scheduled to depart 

during stage s and arrive at airport Z during time period which 

are rescheduled to arrive during period j. under capacity scenario 

q (k=I .... ,K; q. s = 1 ..... Q; i = ts+l. ts+2 ..... T; i ~ j ~ T+l). 

After substitution of the decision variables X qksij and of the 

demands N ksi into the objective function and corresponding network 

model (see Model D above). Model F is entirely analogous to Model E. 

except that the coupling constraints are as shown in Figure 3. Note 

that there is one set of coupling constraints for each stage s of the 

problem. This reflects the fact that, at the beginning of each stage, we 

must assign ground-holds without knowing which of the possible 

capacity forecasts will actually materialize. This' reasoning is again 

similar to that for Model E. The reader is referred to Richetta [9] and to 

Odoni and Richetta [8] for a detailed description of Model F. 



Coupling Constraints: 

Xsksij= Xs+l ksij = ... = XQksij 

s = 1 ..... Q - 1; k = 1 .... , K; i = I~ + 1 ..... T; i Sj S T + 1 

Network Component 
forq = 1 

• 

• 
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.~----------------~ 

Network Component 
forq=Q. 

Figure 3: Constraint Matrix Structure for the Multistage Problem 

The resulting optimization problem may be solved by using 

standard techniques of multistage Stochastic Programming, with the 

stages corresponding to the time instants. Is, when new or updated 

information may become available. 

Finally. we note that additional constraints', such as placing 

limits on the maximum acceptable ground-holds and/or airborne 

delays. can be introduced into Models E and F easily. 

A Simple Example 

The difference between dynamic and static strategies is 

illustrated by the following idealized example, which involves only 

two flights. Figure 4 shows a diagram of the flight "schedule". Flight 

F 1 is scheduled to depart at time I, F 2 is scheduled to depart at time 2. 

and both flights are scheduled to arrive at an airport Z at period 3. 
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Figure 4: Flight Schedule 

Landing capacity, M, at Z during the arrival period, time 3, is 

limited to one or two flights according to the probability tree shown 

in Figure 5. We assume that capacity during the next time period, 4, is 

unrestricted. The probability tree of Figure 5 shows the possible 

evolution of capacity at Z over time, as perceived at time 1. As happens 

in practice, airport capacity during time period 3 is partially 

Time Period: 

1 2 3 

M=2 

M= 

M= 1 

/M=2 
M=l~ 

• M=l 

Probability 

.36 

.24 

.08 

.32 

Figure 5: PMF of Airport Landing Capacities 
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correlated to capacity available during time 2. If time 2 capacity is 2, 

then there is a greater chance of having a high capacity during time 

3; while if time 2 capacity is 1, there is a greater probability of having 

limited capacity during time 3. 

Next we specify the ground and air delay costs for F I and F 2. 

Since F I and F2 are both scheduled to arrive during time 3, and time 4 

capacity is unrestricted, we only need to consider the cost of one 

period of delay: 

Ground Delay Cost 

cgl = $1000 

cg2 = $1100 

Air Delay Cost 

cal = $2000 

ca2 = $2200 

In line with what we would expect in a real ~ituation, the cost of 

air delay is higher than that of ground delay reflecting the higher 

operational cost of airborne aircraft. The two aircraft have different 

costs reflecting factors such as aircraft type, passenger load, fuel 

efficiency, connection schedules. etc. 

The static solution assigns ground-holds to both flights, F I and 

F2, at the beginning of time 1 based only on the information available 

then. Since the probability of having capacity limited to one landing 

during time 3 is .56, the optimal static strategy is to let the more costly 

flight, F2, depart according to schedule and delay F lone time period 

for an optimal static cost of $1000 (if flight F 1 were also allowed to 

depart on time, th, expected cost would be (.56)(2000) + (.44) (0) = $ 

1,120). 

In the dynamic problem we make ground-hold decisions on a 

period by period basis, using the history of airport capacities to 

produce an updated capacity forecast regarding future airport 

landing capacities. Consider the following dynamic strategy: 

Let F 1 depart at time 1 (Le., according to schedule). At time 2, if 

time 2 capacity is 1, delay the departure of F 2 one time period; 

otherwise, let F 2 depart according to schedule. By conditioning on the 

value of airport capacity at time 2 we see that the expected delay cost 

of this strategy is (.4)(1.100) + (.6)(.4)(2,000) = $920, representing a 
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significant cost improvement vs. the optimal static strategy. The 

reader can verify that this is indeed the optimal dynamic strategy. 

Note that if both aircraft are allowed to depart on time under this 

strategy (the probability of this event is .6), and the capacity at time 3 

turns out to be equal to 1, then the less expensive flight, Flo is the one 

which is held in the air for one time period. 

The example also points to what is indeed a systematic bias in 

dynamic decision-making for the GHP: optimal strategies favor long­

range flights over short-range ones, in the sense that long-range 

flights are more likely to be allowed to take-off on time (Le., with no 

or little ground-holding). Intuitively, good dynamic strategies would 

tend to be more "active" with short-range flights (Le., impose more 

ground-holds on them) in order to take advantage of the improved 

state of knowledge at the time when short-range flights are scheduled 

to depart. Current practice partly reflects this tendency: for example, 

flights to the United States from Europe or non-stop coast-to-coast 

flights in the United States are typically exempt from ground-holding. 

10. Computational Experiments 

A large number of computational experiments have been carried 

out with Models E and F using data from Boston's Logan International 

Airport, which in 1990 was the 15th busiest airport in the world in 

terms of number of passengers served. In this section, we describe 

these experiments and their results. (Detailed data regarding all 

aspects of the computational experiments can be found in Richetta 

[9].) 

10.1 Instances of the GHP for LOian Airport 

We used a schedule of aircraft arrivals for a typical weekday of 

operations at Logan Airport during the Fall of 1988 based on 

information taken from the November 1988 issue of the 0 IIi cia 1 

Airline Guide. It is worth noting that, there are also approximately 50 
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unscheduled daily flights into Logan (less than 10 percent of the 

total) which are not subject to ATCSCC ground-holding. Aircraft were 

classified into the three classes defined by their maximum take-off 

weights (MTOW). with aircraft classes 1. 2. and 3 corresponding to 

small. medium/large. and heavy aircraft respectively. There are a 

total of 551 scheduled arrivals between 6 a.m. and midnight. This time 

period was subdivided into 72 fifteen minute intervals and a 73rd 

representing the "dummy" final period T+ 1. 

Figure 6 shows hourly landings by aircraft type for scheduled 

flights. Small and medium/large aircraft. each with approximately 

45% of scheduled flights. account for about 90% of Logan traffic. 

During the busiest periods (8 to 11 and 16 to 19 hours) landing demand 

for scheduled flights averages 36 and 43.5 landings per hour 

respectively. representing 60% and 74% of the "good weather" 

maximum landing capacity of 60 aircraft per hour. Thus, in good 

weather this schedule yields little congestion. However, bad weather 

.. C type 3 
::::I 
0 I'ZI type 2 .: .... 
1/1 • type 1 
DI 
C 

'tI 
c 
III 

6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

time of day (24 hour format) 

Figure 6: Hourly Landings By Aircraft Type for Scheduled Flights 
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can reduce landing capacity significantly - and it is precisely during 

bad weather days that uncertainty about landing capacity is the 

greatest. This is the motivation for pursuing probabilistic approaches 

to the GHP. 

A total of 10 different capacity cases, consisting of three capacity 

profiles each, were studied. Four different probability scenarios were 

explored for capacity cases 1-3, and a single probability scenario for 

capacity cases 4-10, for a total of 19 different capacity forecasts. The 

capacity forecasts cover a wide variety of conditions with regard to 

the levels. timing and duration of periods of restricted capacity, and 

reflect operating conditions typically prevailing at Logan during 

bad-weather days. Figure 7 shows the three capacity profiles for 

capacity case and Table the corresponding four probability 

scenarios. For example. for capacity case I. under probability scenario 

I. profiles 1, 2, and 3 have probabilities of .5, .3, and .2 respectively. 

Profile 1 
8&-----------------------------------------~ 

69 - - - - ;- ;- ;- - ---

49 --- -;-

2E 

67891011121314151617181920212223 
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Profile 2 
8~------------------------------------~ 

2E 

6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

Profile 3 
8&---------------------------------------~ 

66---~~~---~-~~---~~ 

46 

2E 

67891011121314151617181920212223 

(Vertical axis: landings/hour. Horizontal axis: time of day - 24 hour 

format) 

Figure 7: Capacity Profiles for Landing Capacity Case 1 
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Probability Scenario 

Profile tL l. l. .3.. ~ 

1 .5 .3 .3 .34 

2 .3 .5 .2 .33 

3 .2 .2 .5 .33 

Table 1: Probability Scenarios for Capacity Case 1 

The capacity levels used in preparing the forecasts were 60, 40, 

and 28 landings per hour, corresponding to VFRl, VFR2/IFRl, and 

IFR2/IFR3 conditions respectively. VFR stands for visual flying rules 

and IFR for instrument flying rules. Airport landing capacity under 

IFR conditions decreases versus VFR conditions as aircraft minimum 

separation rules are enforced strictly, increasing the time between 

landings. As well, some landing runways available for VFR operations 

may not be equipped with an instrument landing system (ILS), 

further reducing capacity during IFR conditions. Logan historical 

data indicate that VFR 1 weather conditions prevail about 80% of the 

time, VFR2/IFR1, 12% of the time, and IFR2 and worse during the 

remaining 8%. We have not included extreme cases such as shut down 

of operations, that are likely to require flight cancellations due to 

unacceptable delay levels. 

In order to assure FCFS within each aircraft class, the ground 

delay cost functions used are slightly increasing. For the case of a 

single aircraft class the ground-hold costs per aircraft are 

$250/period (Le., $1000/hour) for the first period of ground-holding 

and then increase by $10/period. In the case of three aircraft classes, 

the ground-hold cost function used yields the same average ground­

hold cost of $1,OOO/hour for a single class of aircraft, based on a 45%-

45%-10% aircraft class split. The marginal rate of ground-hold cost 

increase is $lO/period. The cost for the first period of ground delay by 

aircraft class is shown in Table 2 and is typical of the true direct costs 

to operators of these types of aircraft. 



Aircraft Split 

Ground delay Cost 

(First Period) 

Aircraft Type 

klw....l 

(45%) 

$430/hour 

class 2 

(45%) 

$1,300/hour 
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class 3 

(10%) 

$2,225/hour 

Table 2: First Period Ground-Hold Delay Cost 

As noted already at several points, we can adjust the bias of our 

models towards conservative (liberal) ground-holding strategies by 

increasing (decreasing) the cost of air delay, ca. For single aircraft 

class algorithms we explore marginal air delay costs of $1,200, $1,600, 

$2,000, and $3,000 per hour, representing cost premiums of 

approximately 20%, 60%, 100% and 200% vs. the average cost of 

ground delays. We solved the GHP for everyone of the problems 

defined in Table 3 using the algorithms described below (except for 

algorithms with three aircraft classes for which we only solved cases 

with marginal air delay cost of $3000/hour so that the cost of air 

delays is always higher than the cost of ground delays for all aircraft 

classes). 

Capacity Number of Probability Number of Air Delay Number of 
~ Scenarjos Forecasts {&m Problems* 

1-3 4 12 1200, 1600 48 
2000, 3000 

4-9 6 1600 6 

10 1. 3000 1. 
19 55 

* A problem is defined as a capacity forecast - air delay cost combination. 

Table 3: Problems Generated by the Different Capacity Forecast- Air 
Cost Combinations 
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10.2 The Models 

We evaluated the performance of 6 models, including the passive 

strategy of no ground-holds, by solving the GHP's defined above. 

1. Deterministic: This model provides a static deterministic solution to 

the GHP by treating the most likely capacity profile in the 

probabilistic forecast as the ~ capacity profile, i.e., as the 

deterministic capacity forecast, and disregarding completely all 

other profiles. Available capacity is then assigned on a FCFS basis 

with all delays assigned as ground-holds. This model is denoted 

DETERM in the Figures and Tables that follow. 

2. Pas s i v e : This model allows aircraft to depart according to the 

original schedule, Le., does not impose any ground-holds, and 

calculates expected air delays using the probabilistic landing 

capacity forecast. The model is denoted PASSIVE. 

3. Static: This model provides the optimal probabilistic static solution 

for the GHP with a single aircraft class. It is solved by using 

Stochastic Linear Programming with one stage (Le., Model E). This 

is the "once and for all" optimal solution to the GHP at time tl. The 

model is denoted STATIC. 

4. Static with Three Aircraft Classes: The same as 3 above, but with 

three aircraft classes . This model is denoted ST ATIC3C. 

5. Dynamic: This model provides the optimal dynamic solution to the 

GHP with one aircraft class via Stochastic Linear Programming 

with Q stages (Le., Model F). It The model is denoted DYNAMIC. 

6. Dynamic with Three Aircraft Classes: The same as 5 above, but with 

three aircraft classes. This algorithm is denoted DYNAMIC3C. 

PASSIVE was implemented using a C programming language code 

that utilizes the input schedule to calculate expected air delays using 

the probabilistic landing capacity forecast. DYNAMIC, STATIC, 

DYNAMIC3C, and STATIC3C are Stochastic Linear Programming models. 

Stochastic Linear Programs of the size we have described can be 

solved on a personal computer. DETERM was implemented as the 
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deterministic linear program presented in Section 3.l. 

To solve the linear programs resulting from DETERM, DYNAMIC, 

STATIC, DYNAMIC3C, and STATIC3C we used LINGO on a 386 machine 

with a 80387 co-processor and 4mb of RAM memory. LINGO combines 

an exterior point linear programming algorithm (LINDO) and a 

modeling language for problem input. Our version of LINGO is able to 

solve problems with a constraint matrix size of up to 5000 x 15,000, for 

moderately dense matrices. 

Running times ranged from under 10 minutes for the optimal 

ST A TIC solutions with a single class of aircraft to more than 3 hours 

for the optimal DYNAMIC sol·utions with three classes of aircraft. With 

a fast workstation and a somewhat customized solution software, it is 

safe to expect that these running times can be reduced by at least a 

factor of 10. 

10.3 Performance Evaluation 

The performance of the models was evaluated with respect to the 

following statistics for each solution: total expected cost; expected cost 

of ground and air delays; expected ground delay and expected air delay 

measured in aircraft-periods. Recall that DYNAMIC3C and STA TIC3C 

apply only to problem instances with marginal air delay cost of 

$3000/hour. For that reason, these two models are not included in the 

overall performance assessment immediately following. 

(a) Overall Performance: 

Figures 8 and 9 show the average performance of the single 

aircraft class models tested (Le., DETERM, PASSIVE, DYNAMIC and 

ST A TIC). Figure 8 is on a percentage basis (Le., equal weight for each 

of the 55 problems shown in table 4) while Figure 9 shows the average 

expected total delay cost of the solutions. 

Figure 8 indicates that STATIC provides a 6.6% average savings 

vs. DETERM, while DYNAMIC provides average savings of 29.3%, 

showing a significant advantage for the dynamic solution to the GHP. 
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It can also be seen that all the models that include ground-holding 

perform significantly better than the PASSIVE strategy of no ground­

holds. 

The importance of dynamic strategies was further demonstrated 

in [9] through a series of experiments with a heuristic, DNM-HEUR 

that computes ground-holds dynamically (i.e., at the beginning of 

each stage defined by the probabilistic forecast) using DETERM. (Note 

that some of the information conveyed by the probabilistic forecast is 

taken into consideration by the heuristic which' utilizes the most 

likely capacity forecast at each stage for DETERM.) The performance 

of DNM-HEUR was remarkably close to that of DYNAMIC, showing 25% 

savings relative to DETERM. 

1 

DETERM. PASSIVE 

Figure 8: Average Cost Performance (% basis) 

Figure 9 shows that the average cost savings provided by the 

DYNAMIC model are traceable mainly to significant reductions in the 

expected cost of air delays. On the other hand the STATIC model shows 

an increase in expected air delay costs which offsets most of the 

savings in ground-holding cost. The reason for the significant 

improvement in the expected cost of air delays for the DYNAMIC model 
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is that, by updating the capacity forecast at each stage, this model 

generates ground-holding policies that reduce expensive air delays 

significantly. In the case of PASSIVE, we see that the higher cost of 

air delays results in significantly higher expected delay cost, despite 

the fact that PASSIVE minimizes the total expected delay, by allowing 

all aircraft to take off on time (and thus never "wasting" any 

available airport capacity). 

200000 -r--------------------. 
180000 ~ ......... -.................. -., ..... -.-- 0 Expected Air Delay Cost m Expected Ground Delay Cost 

~ 160000 +------------------1 
~ 140000+-----r--1--------I 

] 1200001' .. ;===:·· .. · .. 1 
u 

~ 100000 
~ 

80000 

60000 

40000 

20000 

o 
DETERM. PASSIVE STATIC DYNAMIC 

Figure 9: Average Cost Performance ($ basis) 

Figure 10 illustrates this last point by showing the expected 

number of aircraft-periods of air and ground delay averaged for all 

the problems solved. We see that total expected delays for PASSIVE are 

indeed the lowest of all the algorithms tested . Unfortunately, these 

delays are all in the form of expensive air delays. Remarkably, 

DYNAMIC has the advantage of producing very low air delays while 

maintaining the total number of delay periods within 10% of the 

minimum achieved by PASSIVE. In the case of STATIC, total expected 

delays are significantly lower than those for DETERM, but only within 

15% of the minimum given by PASSIVE, demonstrating again the 

advantage of the dynamic solution vs. the static solution. 
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Figure 10: Average Expected Ground and Air Delay 

(b) Effect of Marginal Air Delay Costs: 

Figure 11 shows the average relative performance of the models 

for each marginal air <ielay cost value tested for capacity cases 1-3 

(Le., the capacity cases for which we tested every marginal air delay 

cost as shown in Table 3). With no exception, the performance of 

DYNAMIC improves as the air cost increases, showing a 22.2% savings 

versus DETERM for marginal air delay cost of $1200/hour while for 

marginal air delay cost of $3,OOO/hour the savings are 38.2%. 

On the other hand, STATIC only provides savings versus DETERM 

in the 3% to 12% range. with the best relative performance achieved 

when the air delay cost is $1,200/hour. The advantage of STATIC over 

DETERM seems to deteriorate as the cost of air delays increases. This is 

because, as the marginal air delay cost increases - particularly for 

cases in which the most pessimistic capacity scenario is the most 

likely scenario - the solution for DETERM improves (i.e., for high 

enough marginal air delay cost the optimal static solution is the 

strategy of assigning available capacity for the most pessimistic 

capacity profile on a FCFS basis with all delays taken in the form of 

ground-holds). 
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The very significant savings achieved for an air delay cost of 

$3,OOO/hour (Figure 11 b, bottom) by DYNAMIC3C and ST ATIC3C. versus 

DYNAMIC and STATIC respecli vely. are due to the assignment of 

ground-holds to the lowest cost aircraft eligible for delay. We also see 

that the performance of PASSIVE deteriorates with increasing air 

delay cost as we would expect. 
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Figure 11 a: Average Cost Performance by Air Delay Cost: Capacity 

Cases 1-3 
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Cases 1-3 

(c) Effect of Ground-Hold Cost Function For Three Ajrcraft Classes ' 

Figure 12 shows the average expected ground delay for each 

aircraft class for ST A TIC3C and DYNAMIC3C. Unlike models with a 

single aircraft class, ST A TIC3C and DYNAMIC3C result in ground-holds 
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that assign to the lower cost aircraft classes ground-holds which are 

substantially higher than the 45%-45%-10% split for aircraft classes 

1,2, and 3 respectively . In Figure 12 small aircraft absorb over 90% of 

the ground delays for ST A TIC3C, and over 80% of the ground delays for 

DYNAMIC3C. This is the reason why any ground-holding model that 

may eventually be implemented, at least in the United States, will 

probably be for a single class of aircraft, due to the FAA's policy of 

"equal access" to airports for all users who meet the relevant 

equipment and training requirements . 
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Figure 12: Average Expected Ground Delay By Aircraft Class 

11. Conclusions 

We have reviewed a sequence of models for the single-airport 

ground-holding problem (GHP). The models discussed were 

increasingly generalized, ranging from a single-period, stochastic 

and static model. to a multi-period, deterministic model, to a multi­

period, stochastic and dynamic one. The most appropriate model for 
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each practical case will depend on the decision-making environment 

and on how much information is available to an ATC flow 

management unit. 

Many computational experiments have indicated that these 

models may be able to suggest ground-holding strategies that could 

result in significant reductions of delay costs. These same experiments 

were also encouraging with regard to the feasibility of employing the 

models as real-time decision support tools for ATC flow managers. 

Clearly, a natural next step would be to conduct a more realistic set of 

experiments that may include professional air traffic controllers in a 

simulated environment such as the one provided by the FAA's 

National Simulation Capability (Zellweger [14 D. Such an effort would 

undoubtedly spur further research on (i) the desirable type of 

"interfacing" between con trollers and the decision support tools and 

(ii) variations on the models described here that might provide 

additional flexibility and options to controllers. 

A second direction for future work is to extend GHP models along 

two lines. The first is a multi-airport environment that captures the 

possibility that delays at one airport will also spread to other airports 

(Vranas [12D because of "interactions" among flights, as described in 

Section 2. Second, it is also desirable to have models in which not only 

airports, but en route sectors, as well, could act as major bottlenecks. 

(Of course, en route sector delays are taken in the air and therefore 

their costs are different than those taken on the ground at airports.) 

Several teams of researchers, including the authors of this paper, are 

currently working on this "capacitated network" problem (see also 

Mulvey and Zenios [5]) that contains many complicating 

cons iderations. 
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Expert Systems may be used for non-critical planning processes of 
ATe such as generating planned A-D trajectories for aircraft 
arriving at an airport, and for creating a schedule plan for the 
runway configuration to be used throughout the day at the airport. 
Two such applications have been implemented and tested at MITIFTL. 
The first one was implemented in a language called Id which is 
designed for parallel processors. It used a set of Arrival Patterns to 
the runway to create a consistent set of conflict-free trajectories. By 
using a parallel processor with 128 parallel units, it was shown that 
a new trajectory could be calculated in 0.1 seconds if the processor 
speed was 40 MIPS. The second implementation required the Expert 
System to do planning in a time domain. It was implemented in LISP, 
and required an extension of Expert System technology which could 
generated time-based inferences. 

1. Introduction 

Operations in the terminal area airspace around major airports 

are usually the bottleneck in attempting to increase A TC capacities. To 

improve the safety and efficiency of future high density terminal 

area ATC operations, it is desirable to introduce automated interactive 

planning tools to assist the ATC managers and controllers. In major 

terminal areas, there may be more than one airport and probably 

several runways simultaneously in operation. Their geometric layouts 

are always different, and even in one terminal area the operational 

procedures and traffic paths will change over time. It would be 

expensive to develop a special set of planning tools for every terminal 

area, and to adapt them quickly to various changes in operational 

procedures from one year to the next. Because operational situations 

are changing dynamically as aircraft arrive for both landings and 

takeoffs, it is clear that these planning tools must be capable of quick 

response in safely re-planning all operations. This suggests that the 

software technology called "Expert Systems" and the 
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hardware/software technologies of Parallel Processing might play a 

role in the development of these advanced A TC planning tools. 

2. The Terminal Area Air Traffic Problem and Processes 

The core activity in a terminal area airspace is the landing and 

takeoff operations on several runways. Aircraft arrive from all 

directions, descending through the surrounding airsp~ce to enter the 

terminal area, and begin the merging processes which end up in an 

efficient spacing between all landing traffic destined for the same 

runway. On the airport surface, departing flights are assigned to 

their runways, and then taxi to reach each runway's threshold where 

they will be inserted between the landing operations. As they become 

airborne, their climbing departure paths must be planned to avoid 

conflicts with each other and with all the arrival paths. Thus, there 

must be a Runway Scheduling Process that sets a timing to within a 

few seconds for takeoff and landing operations which is dynamically 

changing as new traffic arrives; and a Flight Path Generation 

Process, that generates a set of descending arrival and climbing 

departure flight paths in four dimensions to support the dynamic 

schedule. These flight paths must be conflict-free (Le., they must 

meet specified safe separation constraints in time and space). These 

two processes can be called Terminal Area operations planning 

processes and would be utilized on a minute to minute basis. 

There is also a longer term strategic Terminal Area planning 

process which is concerned with planning the configuration of the 

runways to be used at each airport in the terminal area over the next 

several hours. A Runway Configuration consists of the set of runways 

at an airport and their usage for takeoffs or landings by type of 

aircraft. Given knowledge about the future traffic, equipment status, 

weather (in the form of wind, visibility, ceiling, precipitation), and 

requirements for runway and equipment maintenance, noise 

abatement, snow removal, etc.) a Runway Configuration Planning 

Process produces a plan, (or schedule for runway changes to the 
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nearest 15 minutes) for feasible runway configurations at each 

airport in the terminal area. This process is needed to forecast the 

airport's operational capacity for the Traffic Flow Management 

Process which regulates the traffic flows into the airports and 

terminal area. 

There are also much more critical and dynamic Separation 

Assurance Processes. Given that an efficient and safe operational 

plan can be generated, ATC monitors the 4-D conformance of every 

aircraft to its planned path to ensure safety (Le. there is a 

Conformance Management process); and also imposes backup 

processes called Hazard Detection and Resolution Processes to ensure 

that no errors or unexpected events can cause a collision. These 

processes are real time Separation Assurance processes with a 

requirement for very short response times (to a few seconds) and any 

automated versions must be fully validated to be operational. They are 

unlikely candidates for the application of Expert Systems Technology. 

But the Terminal Area planning processes have longer response 

times and are not safety critical so that the requirement for full 

validation is not severe. Their outputs can be scanned by the human 

controller and modified, and the Separation Assurance process, 

whether automated or manual, will still ensure the safety of 

operations. These planning processes are candidates for the 

application of Expert Systems software. 

3. Software Technology for Expert Systems - 1 

Computational algorithms have two disjoint components: 

a) a set of rules expressing relationships between the variables of a 

problem; 

b) a solution strategy which orders the operation of the rules. 

For ordinary algorithms, the solution strategy is predetermined 

by the creator of the algorithm who is interested in effiCiency and 



172 

the proof of convergence, and perhaps optimality. A "flow chart" can 

be created to describe the computational path(s) which will be 

followed. 

But for an "Expert System" the user will only input knowledge in 

the form of rules. statements. constraints. relationships. etc. The 

"Expert System" will pursue its own solution strategy using a "core" 

process created by its inventor. The computer code for an Expert 

System does not have a fixed Flow Chart defining the sequence or 

paths for executing its rules or statements. and its methods of finding 

a solution may surprise even its inventors from one problem to the 

next. The behaviour of the Expert System is dependent upon the exact 

combination of knowledge and data that it possesses, at any point in 

time, and it is impossible to validate reliable behavior in all 

circumstances. As indicated above. this makes it an unlikely candidate 

to handle Separation Assurance Processes in A TC since complete 

safety of the automation process cannot be assured. 

The advantages of an Expert System are its transportability 

amongst different hardware environments. its adaptability to 

different operational problems in a generic area, and the 

maintainability of the software over time. These are very desirable 

qualities for automation of the Terminal Area planning processes. We 

shall now present the results of two research projects which 

investigate the application of Expert Systems and Parallel Processing 

technologies to automated planning processes in the terminal area. 

4. An Expert System for Terminal Area Flight Path 

Generation 

Reference 1 describes an Expert System for the Flight Path 

Generation Process developed at the Flight Transportation Laboratory, 

MIT by M.L. Sadoune. It uses the Dataflow Architecture for parallel 

computation developed at the MIT Laboratory for Computer Science. It 

was programmed in a declarative language called "Id" which allows 

implicit parallel processing; i.e.. the programmer need not worry 
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about pre-specification of computational parallelism, or the number 

of parallel processors which might be available, While it was 

developed on the Multiprocessor Emulation Facility of the Laboratory 

for Computer Science, there now exist prototypical versions of 

computer hardware which can run this Expert System. 

The Flight Path Generation process which was implemented by 

this Expert System can be described as follows: 

Given the following information: 

1. The spatial organization of the terminal area in terms of runways, 

navaids, geography, airways, etc. 

2. A current forecast for winds (over altitude and area). 

3. Current positions, groundspeeds and directions for all aircraft and 

any performance limitations. 

4. A proposed SCHEDULE for both landing and takeoff operations on 

all runways/airports in the Terminal Area specified to the nearest 

second. 

Then, the Expert System computes: 

A set of planned 4-D flight paths for all aircraft from their 

current position to the runway which are operationally feasible and 

efficient, and conflict-free. (Reference 1 did not achieve the 

integration of departure paths.) 

The planned flight paths have the following characteristics: 

1. Runway operations occur at scheduled times; 

2. They are familiar to both pilots and controllers; 

3. They are adaptive to tactical corrections by controllers to maintain 

the SCHEDULE in the face of errors from piloting and winds; 

4. They can be changed radically if operational deviations occur (e.g., 

blocked runway, missed approach, change of runway direction). 
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s. The Computational Approach 

A basic concept for path generation is called a "Pattern." A 

Pattern is a family of paths created between all the runways and all 

the entry/departure points at the boundary of the terminal airspace. 

In computational terms, each path is a sequence of 15-20 "operators" 

which execute the path. In operational terms, each operator is a 

"vector" which causes a turn, or speed change, or specifies a new 

heading or altitude, etc. Each segment of a path has its operator which 

is invoked at a certain planned time and place in order to define the 

path. 

It is possible to place constraints on a number of segments of 

any path before generation. A computational strategy called 

"Constraint Propagation" allows the paths to be built 

forward/backward from any constrained segment, and parallel 

computation allows simultaneous generation of multiple paths which 

meet all constraints. 

To reduce combinatorial complexity and avoid issuing frequently 

revised flight plans to aircraft, a strategy of "Sequential Generation" 

was followed. This would keep the prior paths fixed while a new flight 

path was generated which was conflict-free from all prior paths. This 

was always possible in our research; but in the event that it were not 

possible, it was also arranged to identify any conflicting path as a 

candidate to be re-generated after the new path was generated in the 

absence of that conflicting path. 

There is a basic set of Patterns which are used at all major 

airports today. These are shown in Figures 1 through 4. They are 

familiar to pilots and controllers, and can be tailored to suit most 

Terminal Area airspace procedures. Note that they consist of a dozen 

or more adjustable controls in directions, speeds, and altitudes. 

Normally, there are an infinite number of feasible paths which 

can be selected from each Pattern, so that a variety of "Preference 

Rules" can be created for each Pattern. These could be re-ranked by 

individual controllers to suit their style of traffic handling. 

A "Generate and Test" approach meant that multiple paths were 
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generated and then tested to see if they were conflict-free. If not, the 

conflict identification was used to place a constraint on the 

conflicting segment and the path generation was then repeated. As 

stated earlier, the conflicting segment of the prior path was also 

identified . If multiple conflict-free candidates existed, a preference 

ranking scheme was used to select the "most preferred" path. 
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6. Constructing an Operator in Id 

Each segment of a path is a transition from an initial state to an 

end state. State variables are position, time, altitude, speed, direction, 

and altitude rate. Each path consists of a sequence of Operators which 

can effect each segment or transition by specifying constraints on 

the kinematics of the transition. 

Each constraint is a declarative statement expressing the 

kinematic and geometric relationship between the path state 

variables. Each Operator is a small network of basic Id operations such 

as add, subtract, divide, less than, etc. Each pattern is a larger network 

of Operators. 

Consider an example Operator which provides a "Constant Speed, 

Straight and Level" transition from state 1 to state 2 with a minimum 

duration D. The transition relationships are: 

t2 = tl + dt where dt is the segment duration 

X2 = Xl + dx where dx is the segment x shift 

Y2 = Yl + dy where dy is the segment y shift 

Z2 = Zl (constant altitude) 

V2=VI (constant speed) 

'1'2 = '1'1 (constant direction) 

The constraints are: 

dt~D (duration of segment) 

dl = VI • dt (distance flown) 

dx = dl • cos '1'1 

dy = dl • sin 'I' 1 

Given initial speed, direction, and altitude, this Operator will 

move the path from its initial position to its final position and ensure 

that the segment has a minimum length or duration. The network 

representation of this Operator is shown in Figure 5 where each box 

represents one of the relationships or constraints expressed above. A 

box represents a computational device which expresses a relationship 
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( FIGURES - CONSTRAINf PROPAGATION) 
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between its variables. There is no direction to the computational flow 

and no input or output variables. Local Inference is performed at 

each device such that. as soon as sufficient variables are specified, 

the device infers the remaining variable(s), and propagates their 

values to the rest of the network. Thus, the computational sequence 

depends on the order in which variables are inferred, and 
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consequently on the control or assignment of parallel operations in 

the Id operating system. It is possible to have redundant but 

consistent relationships which can determine any variable in 

different ways. 

7. Computational Implementation 

There are many operators which are used in all the Patterns; 

e.g., Turn, Deceleration, Acceleration, Descend, Climb, Intercept Glide 

Path, Hold, etc. These have to be coded just once. Each Pattern is 

constructed as a sequence of States connected by Operators, and thus 

becomes a larger "Dataflow Graph." For a Dataflow Architecture 

computer, a dataflow graph constitutes a "machine language" and is 

directly compiled using Id. There are 600 procedures and 5000 lines of 

code in this Expert System which implements the generation of a 

Flight Path for landings. 

In the programming environment called "Id World" at MIT/LCS, 

it is possible to measure the "parallelism profile" (Le., the number of 

simultaneous processors in parallel computation at any point in time), 

the instructions performed, memory requirements, etc., for an 

emulated dataflow architecture parallel computer with any number of 

parallel processors. Given a processing time for an instruction, it is 

then possible to estimate the computation time. One set of parallelism 

profiles is shown in Figure 6 where typically all available processors 

are initially busy. The number of parallel processors then gradually 

decreases until the computation is completed. There is a computational 

critical path length for any computational problem. In this case it is 

around 4000 instruction periods which can be seen in Figure 6 when 

the 256 and 128 parallel processor computers both complete the task 

after roughly 4000 instruction units. There is no point in using a 

processor with more than 128 parallel units. At a processor speed of 40 

MIPS this corresponds to 100 microseconds to compute a new flight 

path. Several alternative paths can be generated in less than one 

millisecond, and the preferred path selected. Obviously, Flight Path 



182 

generation can also be implemented with a much smaller number of 

parallel processors as shown in Figure 6 for the 64 and 32 processor 

profiles . 

FIGURE 6 - I'ARALLELISM I'ROFILES FOR GENERATING A FLIGHT PATH 
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8. Summary-Flight Path Generation 

1. By creating a set of Arrival/Departure Patterns for a particular 

terminal area, it is possible to design a generic Expert System 

which can quickly provide feasible, conflict-free Flight Paths for 

any schedule of runway operations. 

2. The use of Patterns ensures that any path is familiar and 

acceptable to both pilots and controllers. 
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3. If a modification of Terminal Area procedures is required in the 

field, it is easy for the local ATC managers to create new Patterns 

without any re-coding. 

4. By adopting the use of dataflow architecture computers and the Id 

language, it is possible to use implicit parallel pr.ocessing for path 

generation. This ensures that paths can be computed in any 

required minimum time for operational acceptability by simply 

using hardware which has more parallel processors. 

9. An Expert System for Runway Configuration Planning 

Reference 2 describes an Expert System for the Runway 

Configuration Planning Problem developed at the Flight 

Transportation Laboratory, MIT, by L. R. Hazelton. It was written in 

Common Lisp and can run on a variety of desktop computers and 

workstations. Its novelty lies in the fact that it extends the usual 

domain of Expert Systems by working in a time-dependent logic 

typical of scheduling systems. 

The statement of the Runway Configuration Planning Problem is 

given below 

Given the following input information: 

1. A forecast of takeoffs and landings over the next several hours. 

2. A forecast of winds and visibilities. 

3. A forecast of snow removal requirements. 

4. Desirable rules for noise abatement around the airport. 

5. Requirements for equipment repair and maintenence. 

Then the Runway Configuration Planner delivers; 

"a dynamically adaptive schedule plan for airport runway 

configurations to be operated over the next several hours" (which 

provides a forecast of runway capacities for landing and takeoff 

operations). 

This schedule plan has the following characteri,stics: 
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1. Sufficient runway capacity is provided to minimize delays 

2. Number, duration, and timing of runway changes is controlled 

3. Noise relief i~ provided at off-peak traffic times 

4. Snow removal and maintenence is pre-planned dynamically 

10. SoftwareTechnology for Expert Systems ·2 

Most Expert Systems operate in a very restricted domain. There is 

a controlled, deterministic, irreversible and static environment 

where a single operator follows a sequence of steps to find a single 

solution. However, if the Expert System is used to solve a scheduling 

problem, it is possible that the usual static logical relationships are 

replaced by a set of temporal logical relationships which are 

substantially different. 

For the runway scheduling problem there are multiple 

operators, and a continuous planning process as new information 

arrives. The controllable actions of the runway schedule plan require 

time to execute, and consume resources that are not replenished. 

There are uncertain forecasts of uncontrolled occurrences, and 

usually some unexpected events or facts. Finally, the consequences of 

actions may persist for various periods of time until affected by 

subsequent actions, events or occurrences. This created a need to 

construct anew, extended form of an Expert System which handled 

the introduction of time into symbolic logic. These' time effects on 

logic meant that: 

1) All knowledge (or facts) must have a time interval of truth. 

2) All actions must have an interval in which the occur and they may 

be irreversible after some "committment time". 

3) All inferences have an interval of validity, and may be reversed 

by a later observation of new facts. 

The differences between static and temporal logic can be 

illustrated by the following: 
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a) for usual static logical inference, one can make the following 

statement; 

If A and B are true, or if D is true - then C is true. 

b) for temporal logic, the inference may be stated as; 

If A is true in the interval (tl ,t2), and if B is true in 

(t3 ,t4), or, if D is true in the time interval (ts, t6) -

then C is true in some interval (t7 ,t8) • 

This can be illustrated in Figure 7 for a typical situation where 

the logic says that if C becomes true it may persist to be true 

thereafter. For example, if A states that the temperature is below 

freezing, and B states that it is raining, then C infers that ice is 

forming on the runway. C persists until the knowledge that the 

temperature is above freezing appears. Notice that the inference is 

directional; no logical rule is present to state that if D is not true, then 

C is not true, nor is it assumed that if C is true, then D must be true. 

The details of an Expert System called Tower Chief designed for 

handling temporal logic of the type needed for runway configuration 

planning are described in detail in Reference 2. A simple diagram of 

the modular elements of Tower Chief are shown in Figure 8. Note that 

there are separate modules for Truth Maintenence (Time Map 

Manager), for Runway Scheduling (Scheduler) and for Inference 

Generation (Temporal System Analyser). 

In summary, the requirements for constructing an Expert 

System to handle the Runway Configuration Planning problem has 

caused an innovation in software technology. An Expert System has 

been achieved which can handle "Domain Independent Temporal 

Planning" where there are simultaneous parallel actions, time 

bounded actions, a persistence of consequences, and which maintains 

an historical "Truth Maintenance" over the planning period (Le., it 

explains the existence of inferred facts in any time period) 
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FIGURE 7· AN EXAMPLE 01' TEMPORAL LOGIC 
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FAA'S NATIONAL SIMULATION CAPABILITY 
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Significant progress has been made in testing new air traffic control 
(ATC) concepts through the use of rapid prototypes. These given us a 
better idea about how a particular new feature or system ought to be 
built and how the human operator (pilot, air traffic controller, air 
traffic flow manager, etc.) should interact with the feature. These 
prototypes of individual components of the ATC system of the 21st 
century do not give us an understanding, before a production 
investment decision is made, of how the new feature interacts with 
and affects the operation of the total aviation system. As automation 
complexity on the ground and in the air increases to achieve FAA's 
vision of the 21st century, this need for better early understanding 
interaction is becoming more and more critical. 
The FAA has established a National Simulation Capability (NSC) to 
study the horizontal integration of future system components during 
concept development and research stages. Horizontal integration 
brings together diverse ATC components (airport, terminal, en route, 
and oceanic automation; central flow control; flight management 
systems; cockpit presentations; etc.) in a flexible, real-time 
simulation environment. The feasibility of NSC has been 
demonstrated and initial experimental capabilities have been 
established at FAA laboratories at the Mitre Corporation and the 
FAA Technical Center. Experiments are being conducted to evaluate 
new operational concepts (safety enhancements, capacity 
improvements, productivity tools, changing pilot and controller 
roles, etc.), human computer interaction and failure modes in a 
realistic interactive ATC environment of the future. 

1. Introduction 

The United States Federal Aviation Administration (FAA) is 

beginning a major thrust to define and develop the 21st century 

aviation system for the United States. During the 1980's the FAA began 

a major upgrade of the communication, navigation/landing. 

surveillance. and air traffic control (ATe) automation systems that 

make up the aviation system's infrastructure. The National Weather 

Service has invested billions of dollars in upgrading its 
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infrastructure and will, in partnership with the FAA, be able to 

provide much more timely and accurate weather data and forecasts to 

the aviation community in the years ahead. Satellite navigation and 

communication systems are coming into place and their use in 

aviation is predicted to increase dramatically by the turn of the 

century. Increasingly sophisticated avionics in the cockpit will lead 

to dramatic changes in the way aircraft interact with the rest of the 

aviation system. Finally, the ever increasing power of the computer 

will let us give the air traffic controller and flow manager of 

tomorrow more sophisticated tools to manage traffic ·more efficiently 

and to control the traffic with greater safety. 

These advances in the aviation system infrastructure provide 

the basis for meeting tomorrow's aviation needs. Demand continues to 

grow at a rapid pace, and today's aviation system elements are already 

showing signs of saturation. Aircraft operators, facing increasing 

aircraft operating cost, especially cost of fuel, are demanding that the 

A TC system accommodate more efficient flights (preferred profiles, 

better flow management, improved flight in instrument conditions, 

etc.). The complexity of today's ATC system is already such that small 

perturbations to one part of the system impact the entire system. For 

example, curtailment of operations at Chicago O'Hare due to bad 

weather can be felt on both coasts. The challenge of the designers of 

the 21st century aviation system is to harness the available 

technology and create a system of people and machines that meet 

these many demands safely and efficiently. 

The FAA has, over the past two years, initiated an effort to define 

the U.S. air traffic management system of the 21st century. This 

system will be compatible with the International Civil Aviation 

Organization defined future air navigation system. The system is 

characterized by such things as: user preferred profiles; higher 

levels of automation in the ATC computer system; integrated traffic 

flow management across airport, terminal, en route, oceanic, and 

central components of the A TC system; the integration of flight 

management system with ATC automation system; greater pilot 

involvement in ATC decisions, quite possibly using information from 
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the Traffic Alert and Collision Avoidance System (TCAS) display; 

extensive use of satellite navigation and communication services; the 

use of improved landing systems; and airport surface automation for 

both safety and efficiency. A description of this system was published 

in a 1991 FAA report entitled Concepts and Description of the Future 

Air Traffic Management System for the United States (ref. 1). 

2. Mission of the National Simulation Capability (NSC) 

In early ATC system improvement programs, the diverse 

elements of the aviation system could be designed, built, tested, and 

fielded in a straightforward manner with little regard for 

interoperability among components. This is no longer the case 

because the technologies that provide the foundation of the future 

A TC system and the human interaction with the technologies 

introduce much higher levels of complexity and interaction among 

system elements. The delays in getting new capabilities to the field 

and the cost growth of more recent upgrades clearly demonstrate that 

the system development methods of the past are no longer adequate in 

today's more complex environment. 

The FAA needs an approach to building systems that will ensure 

the timely development of A TC system elements that interact well to 

deliver safer. more efficient ATC system services. Such an approach 

should enable developers of future system components to make use of 

analyses, simulations, and prototyping throughout the development 

process. The approach should also allow these components to be 

studied in the context of the entire system as it will exist when the 

component is implemented. The context must be the "then current" 

National Airspace System (NAS) plus all of the planned and proposed 

improvements that will become operational before the idea being 

evaluated is fielded. This requires a flexible. dynamic, and robust 

capability with which candidate systems can be modelled quickly and 

then evaluated on the basis of their interaction with those other 

existing and planned NAS components, and their ability to perform 
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their intended function as part of the integrated, future A TC system. 

Prototyping at the system level accomplishes this. Prototyping at the 

system level will also support the definition of future system 

requirements, reduce system interoperability risk, s1;lpport end-user 

evaluations of emerging functionality, and expedite the delivery of 

needed systems to the field. 

The National Simulation Capability (NSC) will provide the FAA 

with this system prototyping capability (see Figure 1). The NSC will be 

a distributed simulation capability, relying heavily on existing 

simulations, that will link together people, processes and tools, as 

required, to perform: 

Concept validation at the system level, ensuring that Research and 

Development (R&D) projects are identified early and focused on 

user needs; 

Future systems engineering. planning and development. studying 

how system elements, including those functional elements allocated 

to humans, will work together. and how they will deal with 

unplanned events; and 

Human factors assessments in a highly integrated future 

automation environment. 

Thus, the NSC will enable the FAA to prototype the future NAS 

itself as a means to understanding and guiding its development. 

3. Use of the NSC 

One of the things that has become quite apparent over the past decade 

is that prototyping is a critical step in the development of new ATC 

system elements. Prototyping, or real-time human in the loop 

simulation, has been used successfully for many different aspects of 

system development: design of the computer human interface (CHI); 

design of algorithms and system functionality; laboratory and field 

evaluation of more mature new system elements; training and 
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facilitating user acceptance of new features; procedure development; 

and even for demonstrations to gain pOlitical and financial support 

for programs. Figure 2 lists just some of the many recent successful 

uses of prototyping in aviation system development. 

The NSe will go a step beyond these traditional simulations. The 

one underlying characteristic of previous simulations was that each 

individual simulation was oriented to a single system element, such as 

the design of a controller display for presenting flight data or the 

integration of conflict alert into the en route ATe system. Such 

"vertical" simulations will not be adequate to develop the next gene­

ration aviation system because of the complexity and far reaching 

impact of the interactions of the different system elements. A change 

of a function in one part of the system impacts functions in many 

other parts of the system. For example, management of traffic flow 

will require the correct interaction of computers and people in the 

cockpit, in the terminal and en route ATe facilities, and in a centra­

lized flow control facility. The NSe will provide the capability to simu­

late the interactions of many system components. Thus the NSe is a la­

boratory to study the "horizontal" integration of people and machines 

that will comprise the 21st century aviation system (Figure 3). 

The NSe will provide the means to study and solve problems in 

three different areas to complement the traditional "vertical" or 

project-oriented R&D. First. it will help determine the proper 

allocation of functions to the interacting system elements and the 

proper definition of the interfaces between the elements. Second, it 

will allow the exploration of how well the system elements (people 

and machines) interact to form a coherent total system. The 

interactions of the human operators (pilots, controllers, etc.) with 

each other and with their automation aids represents an important 

aspect of this second area of R&D. Third, the NSe will be a vehicle to 

study how the system behaves under failure conditions. A variety of 

failures in human and machine behavior and interaction can be 

simulated in the NSe to ensure that aviation safety will not be 

compromised when new features are added to different parts of the 

aviation system. 
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The NSC will be used throughout the R&D phase of a project. 

Early in the conceptual stage. the NSC provides the opportunity to 

explore a concept in the context of the future ATC system in which it 

might be used. Thus the value of a concept can be determined and 

decisions made about the potential of further R&D investment. As 

concepts are refined and R&D progresses. FAA will conduct system 

engineering to understand the operation of the R&D products in the 

total system. The NSC will complement this analytic work by 

addressing the interoperability, CHI, and failure mode analyses 

described above. Thus NSC will ensure that problems will be found and 

resolved early in the life cycle rather than during the system 

procurement or operational test phases when correction of mistakes 

is much more costly in time and money. 

An example of the use of the NSC during the early (requirements 

definition) phase can be drawn from the FAA weather program. 

Better actual and forecast weather information will be useful to all 

parts of the ATC system. Better wind data will permit better route 

allocation and more precise metering of aircraft. Knowledge of when 

and where severe weather cells need to be avoided will allow better 

planning of traffic flows. More precise airport forecasts will permit 

traffic flow planners to develop more efficient solutions to potential 

bottlenecks. FAA system engineers must decide the parameters that 

define the weather data (type of data, accuracy, cell size, frequency of 

forecasts, update rates, etc.) for each of these interacting ATC system 

elements to balance optimal system performance with cost of the 

weather products. The NSC by simulating the delicate interaction of 

the people and machines involved in the use of weather data can 

support the system engineers in determining the proper weather data 

requirements. The NSC will also permit system designers to explore 

how weather information should be presented to and transferred 

among the controllers. flow managers. pilots, and flight dispatchers 

and how these people will subsequently deal with that information. 

A second. quite different. example of the unique capability of the 

NSC to support the design of the 21st century aviation system relates 

to the introduction of new types of aircraft. Tiltrotor and tiltwing 
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aircraft represent a unique challenge for the future. With their 

ability to take-off and land vertically coupled with their ability to 

cruise at the same altitudes and airspeeds as present day turbo-prop 

aircraft, they do not fit entirely into the patterns of operations of 

either rotary wing or fixed wing aircraft. The challenge will be to 

design airspace, procedures, and facilities which take maximum 

advantage of their capabilities in developing the inter-urban 

transportation networks of the future. NSC will be able to address 

these issues and explore the many options available for integrating 

these aircraft into the future NAS. 

4. Initial NSC Activities 

In early 1990, FAA started an ambitious 2-year activity to 

demonstrate the feasibility of the NSC concept. A prototype of an NSC 

laboratory was developed for FAA by the Center for Advanced 

Aviation System Development (CAASD), an FAA sponsored Federally 

Funded Research and Development Center. The objective of this 

laboratory, called the I-Lab, was to demonstrate the feasibility of the 

concept of "horizontal" integration simulation and to gain some early 

technical experience with the building of such a laboratory and to 

illustrate and clarify the NSC experimentation process. Emphasis was 

placed on documenting lessons learned that illustrate how to build an 

ATC Simulation Lab and to provide guidance for the development of 

the ultimate geographically distributed NSC. This included 

investigation of hardware and software architectures, 

communications mechanisms, database structures, incorporation of 

legacy software (Le. software previously developed for other 

purposes), experimentation requirements, and establishment of 

guidelines for functional capability and fidelity. The latter was 

important in gaining an understanding of the tradeoff between the 

degree of fidelity required for a particular experiment and the cost 

and time necessary to incorporate the necessary features for a 

particular experiment into the lab. 
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In August of 1990 CAASD demonstrated the successful integration 

of six different human-in-the-Ioop real time simulations, developed 

independently, on different platforms, in different languages, and 

for different purposes. A single aircraft generator which "flew" an 

aircraft scenario and was also interfaced to a simulated pilot station 

drove the entire simulation. Aircraft flew through the entire system 

and one could clearly see how changing of control parameters in- one 

of the simulation elements affected other elements. This milestone 

established the technical feasibility of the NSC concept. 

The most difficult aspect of this initial NSC effort was the 

development of the dynamic interfaces among the components. New 

software had to be developed to provide central simulation control, 

synchronization, and time reference and for the distributed inter­

process communications. 

The second phase of the two year feasibility demonstration was 

the extension of the I-Lab to the point where it could be used to 

perform a substantive set of ATC integration experiments. The 

hardware suite was extended (Figure 4) and a number of new legacy 

components were added (Figure 5). Figure 6 presents a graphic 

depiction of these I-Lab components. In addition to the legacy 

components a cockpit/graphic services module, based on commercial, 

off the shelf (COTS) software was added to I-Lab (Figure 7). An 

interesting aspect of this is that the 3D graphics viewer could be used 

both to give an out the cockpit view and a view of the ATC tower 

(Figure 8). It is fascinating to "look" out of the tower and to see the 

realistic representation of aircraft arriving, departing, taxiing, and 

at the gate, as simulated by the SIMMOD component. 

Some of the legacy components required significant changes, others 

were used as developed by other FAA R&D efforts. The en route 

component, for example, took a single sector Automated En Route ATC 

(AERA) prototype (Figure 9) and extended it to a multi sector 

simulation (Figure 10). This was necessary because some of the early 

metering experiments planned for I-Lab required 50 en route AERA 

sectors to provide the appropriate geographic extent and volume of 

traffic. The lab is able to run 2 or 3 manned AERA sectors and the rest 
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use n "simulated controller" (controller actions are simulated by 

simply having the computer select the preferred resolution 

generated by the AERA algorithms). 

The Center-Tracon Automation System (CTAS) presented a 

different problem. Here we had a case where an active R&D effort was 

periodically issuing new software releases. It was important for the 

proposed NSC experiments to keep the current version of the CT AS 

software, so CT AS was incorporated into the I-Lab with minimal 

changes. This presented an interesting challenge, both from a 

software viewpoint and from the perspective of close coordination 

and cooperation between I-Lab and a "vertical" R&D effort. 

The I-lab experience to date has taught us a number of valuable 

lessons: 

Incorporation of legacy code requires design tradeoffs and a 

thorough understanding of parts of the code and the interfaces. The 

CT AS experience drove home the point that standards and guide­

lines for prototypes that are being developed in FAA R&D labs are 

needed to make incorporation of legacy code in the NSC easier; 

- Experimental objectives need to be well understood early in the 

process so that the laboratory infrastructure can be built with 

fidelity sufficient for the problem at hand; 

- Staffing levels and skills are non-trivial. ATC knowledge and legacy 

code experience are required in addition to expertise in real time, 

human in the loop simulation and validation; 

Focus must be placed on the process of developing and using the 

lab. Because many R&D and customer organizations are involved, 

internal and external coordination, while often difficult and time 

consuming, is critical. When experimentation is required to resolve 

and understand an issue, one must provide enough lead time to 

ensure that the infrastructure needed can be in place and that the 

experiment is planned properly and well ahead of time. 
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5. NSC Infrastructure 

A fairly clear picture of an NSC architecture and infrastructure 

has emerged from the work in I-Lab, from numerous discussions with 

others involved in related simulation and prototyping activities, and 

from a projection of the funds that FAA will be able to dedicate to the 

NSC. The concept has evolved from the National Simulation 

Laboratory (NSL) proposal by J. Lynn Helms and the FAA R&D 

Advisory Committee (ref. 2) for a central laboratory (with links to 

remote labs for distributed experiments), staffed by 150 to 200 people 

with an annual budget of $20-30 million. 

The NSC concept is for a much more distributed system than 

envisioned by the Helms Committee, and builds more heavily on 

existing facilities at CAASD (especially the I-Lab) and at the FAA 

Technical Center in Atlantic City. The capabilities of the I-Lab have 

already been described. The FAA Technical Center (FAATC) has a 

number of existing facilities, some of which are already 

interconnected, that can be used for addressing NSC issues. These 

include: the NAS System Support Facility, which contains en route, 

terminal, and Flight Service Station components; an Oceanic 

Development Facility (currently under development) that will 

support end to end test and evaluation of the future Oceanic A TC 

System, including pilot and controller; a reconfigurable cockpit 

simulator; a data link testbed; a human factors laboratory; and 

interfaces to operational ATC systems as well as to high fidelity 

cockpit simulators at NASA Ames and other locations. Interconnection 

of FAATC capabilities as well as additional infrastructure development 

at both primary NSC nodes and in other locations will be driven by 

the critical issues that must be addressed by FAA as it plans and builds 

its future A TC system. 

The NSC will grow incrementally over the next several years. In 

addition to experimental needs, three factors will shape this growth. 

First, to allow the NSC to adapt to the needs of different experiments, 

the design must allow simulation at different levels of abstraction 

(Figure 11). The NSC must be capable of representing simultaneously 
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selected portions (Le. selected areas, functions, objects,etc.) of the 

future NAS with high fidelity and others with lower fidelity. The 

architecture must provide a framework for varying and substituting 

components representing different concepts, design fidelities, and 

levels of abstraction, dependin~ on the specific problem being 

addressed. Second, to make the NSe a usable capability, a significant 

investment in supporting infrastructure is needed in addition to the 

simulation elements to support experiment pre,paration, data 

collection, and the analysis of experimental results. Figure 12 

provides a good summary of the functional subsystems required for 

the NSe. Third, to facilitate connection of remote simulations and to 

incorporate legacy software, common interface protocols and 

development standards will be developed for the NSe enhancements 

and for use by developers of software and hardware in "vertical" ATe 

R&D labs. The standards will include guidelines for' use of the 

"layered" software model employed for message handling, data 

management, and graphical display in the I-Lab. Clearly, these 

architectural considerations are, to a large extent, driven by the 

desire to modify and expand the NSC quickly and at a relatively low 

cost as new requirements are identified. Figure 13 summarizes the 

preparation time expected for different types of NSC changes. 

6. First Experiment 

The first NSC experiment was completed in the summer of 1992. It 

examined the interaction between AERA 2 and the Traffic 

Management Advisor (TMA) portion of CTAS. Specifically, the 

question explored was how far in advance of an aircraft's expected 

entry into the terminal airspace TMA should inform AERA 2 that an 

aircraft must be delayed. 

Both controller workload and the risk of unnecessary delay are 

minimized if the arrival schedule does not have to be revised after 

meter fix times have been issued. To maintain schedule stability, the 

developers of TMA proposed freezing an aircraft's scheduled time and 
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making it available to en route controllers 30 minutes before the 

aircraft would cross the meter fix. Controllers have more choices and 

may be able to use less disruptive maneuvers if they know the meter 

fix time well in advance. Thus the designers of AERA proposed that 

the meter fix time be given to en route controllers 90 minutes before 

meter fix crossing. 

The I-Lab, with its AERA 2, TMA, and terminal ATC simulation, 

was selected for the experiment. The TMA prototype scheduled 

aircraft when the aircraft were 30, 60, and 90 minutes from their 

meter fixes. The effects of those three conditions on a simulated 

arrival rush into Dallas-Fort Worth International Airport (DFW) were 

examined. A variety of measures representing system performance, 

burden on en route and terminal controllers, and burden on pilots 

were collected. 

The data from the experiment suggests that TMA should schedule 

aircraft fairly close to the terminal area. The 30 minute scenario 

fared best in terms of average delay and equitable assignment of 

delay to aircraft, but there were no differences in the other measures. 

Further work is needed to determine the impact on the large number 

of short haul flights and the procedure for handling of pop-up in the 

initial experiment. The experiment also pointed out that proper 

functioning of TMA with AERA will require careful design and 

additional experimentation of the interaction of the people operating 

TMA and AERA. 

7. Future NSC Activities 

Planned NSC activities fall into two categories - general program 

activities and experimentation. Program activities (Figure 14) include 

program planning and documentation, review by a customer 

oversight group called the Planning and Review Board, laboratory 

development, and experiment planning. Experimental activities are 

summarized in Figure 15. Already completed is an experiment that 

explored the interaction of the CT AS Traffic Management Advisor 
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with AERA 2. In 1993 the NSC will explore metering in the future ATC 

en route environment, integrated ATC concepts for the CT AS Final 

Approach Sequencing Tool, and future concepts for Oceanic ATC 

separation reduction. In 1994 the NSC will begin to look at the system 

issues involved in future weather product integration, voice data link 

interactions, AERA CT AS integration and flow management 

interaction, and surface traffic automation (AST A) interaction with 

future approach and departure concepts, Oceanic automation 

interaction with future en route and flow management concepts, and 

finally, ATC interaction with flight management systems. 

8. Conclusion 

The FAA's National Simulation Capability will add substantially to 

the FAA's efforts in designing and implementing the 21st century 

aviation system. The NSC will point the way to the most promising 

concepts and will reduce the development risks by giving 

researchers an early look at the "horizontal" interactions of many 

system elements being developed in vertical" R&D laboratories. 

Finally, the NSC will provide an international resource where people 

can try out ideas and work together to learn from one another. As the 

FAA R,E&D Advisory Committee said in its report: 

"The NSL is necessary. It is of major importance to support the 

design and development of a safe and efficient ATC system for the 

twenty-first century by: 

- facilitating quicker acceptance of new A TC technologies; 

demonstrating, testing, and validating promising concepts in an 

integrated National Airspace System (NAS) environment; 

- achieving more rapid development and deployment; 

- providing improved identification of future research needs; and 

- providing an enhanced mechanism for gaining early domestic and 

international acceptance of new procedures and equipment." 
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ATC SIMULATION FACILITY FOR A TOTAL AIR NAVIGATION 
SYSTEM* 

A. Benoit, S. Swierstra, C. Garcia 

Engineering Directorate 
European Organisation for the Safety of Air N.avigation 

EUROCONTROL 
72, Rue de la Loi, B-I040 Brussels 

The Zone of Convergence or ZOC concept is a second-generation on­
line tool, which provides adequate management of traffic through 
convergence points en-route and/or in a Terminal Manoeuvring Area. 
It is a large-scale control loop which reacts efficiently to 
perturbations (man-machine interfaces - ATe system/controller and 
pilot/aircraft - and meteorogical conditions) as they appear. 
The Simulation facility for a Total Air Navigation System, STANS, 
has been designed specifically to meet the requirements associated 
with the total development cycle of the zoe on-line A TM tool from 
the evaluation of the initial concept definition to the implementation 
in a real ATe system. Its use is described for several applications, 
furthermore special attention is given to the development and use of 
the multi-aircraft flight simulator. ACCESS, which constitutes the 
main element of the "air component". 

1. Introduction 

There is an increasing demand in European air traffic control 

agencies for an overall Air Traffic Management (ATM) function to 

enable optimum use to be made of available capacity. At the flight 

planning stage this will be performed on a European scale by the 

EUROCONTROL Central Flow Management Unit (CFMU) in Brussels, 

Belgium. Once (he aircraft are airborne the management of traffic 

and control of each individual aircraft should be handed over to an 

ON-LINE AIR TRAFFIC MANAGEMENT FUNCTION. Figure 1 illustrates a 

possible solution in the form of a network of interconnected local 

ATM modules which support the executive air traffic controllers in 

order to achieve an optimum flow of traffic through all centres and 

* This paper was originally prepared for discussion at the EUROCONTROL ATC 
SIMULATION SEMINAR. held at the Institute for Air Navigation Services. 
Luxembourg. June 11-13 1991. 
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Figure 1: Air Traffic Management Modules 

The Zone of Convergence (ZOC) (Refs. 1 and 2) concept developed by 

EUROCONTROL is a second-generation on-line ATM tool, which 

provides efficient management of traffic through convergence 

points en-route and/or in a Terminal Manoeuvring Area (TMA). Such 

a system may be considered as a large-scale control loop of which the 

regulatory quality depends chiefly on the efficiency with which the 

control functions react to perturbations as they appear. Three major 

sources of perturbation can be identified: two man-machine 

interfaces ATC system/controller and pilot/aircraft and the 

meteorological condi tions. 

Clearly, the test and development platform for an on-line ATM 

function must allow the independent control of each major 

perturbation in order not only to optimise the control algorithms but 
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also the ergonomic aspects of the man/machine interface both in the 

air and on the ground. 

The STANS simulation facility (Simulation facility for a Total Air 

Navigation System) has been designed specifically to meet the 

requirements associated with the total development cycle of the ZOC 

on-line ATM tool from the evaluation of the initial concept definition 

to the implementation in a real A TC system. 

In this paper we describe how the ST ANS system is used during 

the various test scenarios of the ZOC concept and related applications. 

Special attention is given to the design and use of the ACCESS multi­

aircraft flight simulator (Refs. 3 and 4), which constitutes the main 

element of the "air component". 

2. Evolution of the Requirements 

2.1 The ATC control loop 

A schematic structure of the ATC control loop is shown in Figure 

2. The diagram shows the breakdown of the overall A TC control loop 

into individual modules which interface at well defined levels. 

The radar subsystem feeds the ATC data-processing system with 

positional data of a certain accuracy, possibly amended by some 

aircraft-derived data in the case of those aircraft equipped for 

example, with a mode-S data link facility. In the subsequent 

processing, radar data may be correlated with current flight plan 

information and the overall traffic situation is presented to the ATC 

controller on his radar scope. The controller will communicate 

clearances to the individual aircraft through the standard R/T 

communication channel or use a ground/air data link where 

available. Subsequently, these directives are applied by the pilots, 

poss- ibly after negotiation with the controller. 

The on-line ATM system receives from the ATC data processing system 

the flight plan information of all relevant flights and their position 

tracks as observed by the radar system. Based on this data and 
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• 

handover conditions negotiated with adjacent A TC centres, the on-line 

ATM system advises the controller how to optimise the traffic stream. 

The ST ANS simulation environment has been developed to support the 

specific needs required during the development cycle of such A TM 

systems which are discussed below. 
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2.2 Orsanization of simulations 

In principle, two categories of simulation runs can be identified. 

The first one relates to the technical evaluation of the A TM system. 

Work in this category requires precise knowledge and control of the 

applied perturbations to assess the system performance and allow 

tuning. Apart from the standard functions at the controller work 

position, additional features are required to allow the monitoring of 

the A TM system operation such as predicted flight paths and system 

parameters. 

During the initial development phases. the air component may 

consist solely of simulated traffic. but as the project matures a mix of 

simulated traffic and actual aircraft flight simulators manned by line 

crews is absolutely essential to study the impact of airborne-related 

perturbations in a controlled environment. Integration of flights 

with real aircraft is less useful at this stage of the project because of 

the uncertainty of the actual meteorological conditions, their 

evolution and their synchronisation with the meteorological 

conditions that affect the simulated traffic. 

The second category of simulations pertains mainly to the 

operational evolution of the ATM system concept itself. During the 

early stages work will concentrate on the design of the man-machine 

interface aspects of the controller work position, but later the 

operation of the ATM system in a wider context will have to be 

assessed. For that purpose the impact of its operation in the A TC centre 

as a whole with several sectors will have to be simulated, perhaps with 

the realistic emulation of adjacent ATC centres with or without 

identical ATM systems. After this stage. the introduction of actual air 

traffic in the simulation scenarios may be considered, gradually 

leading to the implementation at an actual ATC centre. 
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2.3 Structure of the simulation system 

The scenario for the development of the A TM system as described 

above clearly calls for a well structured design of the simulation 

facility. In the STANS system, the ZOC ATM system is a completely 

stand-alone module which interfaces with the A TC data-processing 

system through simple protocol controlled by the ATC system in a 

master/slave relationship. In a first stage this allowed us to test and 

demonstrate the basic characteristics of the ZOC ATM system on the 

ST ANS simulator in a restricted and controlled environment and, in a 

subsequent phase, to connect the same ATM module to the GENESIS 

large-scale ATC simulatioll facility at the EUROCONTROL Experimental 

Centre (EEC) in Bretigny-sur-Orge. France. 

The same interface philosophy is applied to the other 

interconnections, in particular at the radar data input level. This 

flexibility allows the air component to be made up of any mix of 

simulated traffic, actual airline flight simulators manned by line 

crews and real air traffic as observed by A TC radars. 

Nevertheless as the ST ANS system is in principle a simulation 

tool, the main part of the air component consists of the multi-aircraft 

flight simulator module ACCESS (Aircraft Control Console for 

Experiments, Simulations and Studies) (Ref 3). 

3. Multi-Aircraft Flight Simulator ACCESS 

In an ATC simulation facility the air component comprises all 

active pilot-aircraft combinations of which most will be simulated. In 

the ST ANS facility the simulated traffic is generated by the ACCESS 

multi-aircraft flight simulator. which is developed as a completely 

independent package. 

In order to meet the vast range of requirements summarised 

above, the ACCESS flight simulator consists of various more or less 

independent modules which can be combined in several ways to 

obtain the required flexibility and consistency. The resuIting 
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3.1 Structure of the air component 
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flight data 
recordings 

The multi-aircraft flight simulator module generates data for 

three customer applications. The first one is the radar system of the 

ST ANS ground component, which receives data on the exact computed 

aircraft positions, with the possihle addition of certain airborne data 
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in the case of aircraft equipped with an air-ground data link facility. 

Later, in the radar module of t.he ground component, the positional 

data may be modulated with appropriate error functions to emulate a 

realistic radar performance. 

Secondly, the general flight data can be recorded for cost 

analysis, estimation of cockpit workload, etc. Thirdly, through a 

"monitor cockpit" module (Ref. 3), it is possible to display in real time 

the status of the major aircraft instruments and autopilot, flight 

director and auto-throttle flight mode annunciators (FMA's). The 

monitor cockpit module provides the means to obtain a realistic 

picture about what is actually happening in the cockpit of each 

simulated aircraft. 

The interface between the flight simulator and the control 

modules has been defined at the level of auto-pilot, flight director and 

auto-throttle commands. In this way the same functionality as that in 

the real aircraft for normal flight operation is in principle available. 

In practice it allows the specificat.ion of flight scenarios compatible 

with the actual operation of the aircraft under normal operating 

conditions, e.g. the use of non-clean aircraft configurations, landing 

gear, speed brakes, reverse thrust, anti-icing, etc. As Figure 3 

indicates, there are two flight control modules which address the same 

interface level. The first allows a real pilot to fly one aircraft of the 

traffic sample in an interactive way through the use of a standard 

computer terminal. The cockpit display is identical to one designed for 

the monitor cockpit and input commands are accepted through the 

standard keyboard. The command structure has been defined such 

that the time required to activate a given aircraft control function via 

the keyboard is compatible with the time required in the real aircraft. 

In this mode, t.he pilot can control the aircraft manually and, in this 

way, extremely realistic aircraft behaviour is ensured. 

The obvious drawback is that this level of operation requires one 

pilot and one pilot position for each aircraft simulated. To reduce the 

manpower and machinery required in simulations which involve 

more than a few aircraft, a facility has been provided to use p s e u do 

pilot control positions from which up to 20 aircraft can be controlled 
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simultaneously. The typical function of the pseudo pilot operating 

such a position is to reply to the ATC directives received from the ATC 

controller via the R/T channel in a standard phraseology and 

subsequently to enter these directives into the machine using 

specially designed interface equipment. 

Once these directives are entered they are interpreted by the 

AFOS (Automatic Flight Operating System) module of ACCESS, which 

translates them into a series of pilot actions depending on the type of 

directive, the actual aircraft state and phase of flight: the AFOS module 

emulates the strategy followed by an actual pilot in implementing a 

given directive, but always in a prescribed. predictable way. The 

number of aircraft that can be handled by a given pseudo pilot 

depends mainly on the average number of directives which are 

received i.e. where one pseudo pilot could accommodate 20 a/c flying 

en route in cruise conditions. this would be reduced to about 3 to 4 

aircraft if they are operating in a Terminal Manoeuvring Area (TMA) 

on radar vectors. However. there is no limitation on the number of 

pseudo pilot positions which can be operated simultaneously. 

With a realistically-operating AFOS module available, only a 

small step is required to connect an automatic ground/air data link 

channel e.g. one compatible with the mode-S radar system. The 

controller work position can be equipped with a suitable data link 

ground terminal input device giving the ATC controller the 

possibility to directly enter the ATC instructions him/herself. In an 

ATC simulation exercise, this leads to a considerable reduction of 

pseudo pilot positions and the associated manpower required. 

Going one step further. when the ATM system is a sufficiently 

advanced one, such as the ZOC system. which is capable of generating 

reliable ATC advisories for aircraft in all phases of flight, the ATC 

controller may turn these advisories into directives in an automatic or 

semi-automatic way, possibly after editing some of the clearances to 

ensure compatibility with his own strategy. This mode of operation 

has been shown to be extremely useful as it allows very complex 

simulations to be performed in an "automatic" test mode without or at 

least with very little human intervention - even in "fast-time" if so 
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required. Moreover, as the pseudo pilot position and data link modules 

address the same AFOS interface level, it is possible to transmit 

additional ATC directives to selected aircraft via a pseudo pilot position 

in addition to those received automatically via the data link channel. 

In this way the traffic evolution can be disturbed to allow the study of 

the behaviour of the A TM system under test in a perturbed 

environment, all with minimal human resources. 

3.2 Automatjc Flieh! Operatine System (AFOS) 

The main function of the AFOS module is to compare current 

aircraft position and status with the targets described in the flight 

plan and to perform the necessary manipulation of auto-pilot, flight 

director, auto-throttle and navigation systems in an identical way to 

that of an actual pilot when operating the real aircraft. This involves 

close monitoring of the flight's progress and the necessary actions 

must be carried out in due time to ensure on-board flight safety (e.g. 

changes in the configuration of the airframe, the use of speed brakes 

or engine power during descent, etc). In addition, AFOS interprets and 

implements the directives received from the ATC controller via the 

pseudo pilot position or the ground/air data link channel. 

A selection of the parameters for consideration is shown in 

Figure 4. It illustrates the parameters that AFOS considers for the 

aircraft operation on the basis of a given flight plan and ATC 

clearances. In the diagram the emphasis is placed on control of the 

vertical flight profile. The horizontal navigation aspects are 

summarised in the "alc heading" block, which in ACCESS not only 

includes the "heading select" function of the autopilot but also the 

route following capabilities of Flight Management Systems (FMS). 
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3.3 FliCht profile calculations 

The ACCESS flight simulation facility offers a choice of two flight 

profile calculation modules which have identical interfaces with 

respect to both AFOS on the flight control side and the other ST ANS 

modules such as the radar system on the output side. 

For normal ATe simulatioll purposes the prime requirement is 

that the sequence of 4-D positions (t,x,y,z) as provided by the radar 

system is realistic both in terms of vertical and horizontal progress of 

the flight. They should accurately reflect the physical and 

operational limitations of the aircraft concerned. In addition, a 

realistic estimate of the fuel consumed during the ,simulated flight 

must be available for flight cost evaluation and all this should be 

achieved with the lowest computational overhead so as to allow the 

maximum number of aircraft to be simulated on a given hardware 

configuration. 

For the evaluatioll of d~fferent ATM strategies the requirements 

can sometimes be more severe. These may include the detailed study of 

the impact of A TC procedures on aircraft operation and performance 

and cost assessments for the various phases of flight. Typically such 

simulations will only involve a limited number of aircraft in a well­

defined geographical area. 

The flight profile calculation technique used for this type of 

simulation requires a detailed aircraft model as shown in Figure 5. In 

this approach the engines and airframe are modelled accurately 

using large data-tables as published in the "Performance Engineers 

Man u a I" for the aircraft concerned. These data-tables represent the 

only accurate model data validated and consistent for all phases of 

flight except emergency conditions. The application of the model is 

straight forward, as the aircraft status and position have only to be 

delivered to the radar system at sampling rates equivalent to the radar 

antenna revolution (>5 seconds). This allows a considerable 

simplification of the equations of motion leading to a point mass model 

based on two scalar kinetic equations, two scalar dynamic equations 

and one scalar equation given the fuel mass flow in terms of net 
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thrust (Ref. 4). The actual time step used in the internal calculations 

depends typically on the phase of flight and in certai)l cases may be 

considerably smaller than the radar update rate so as to ensure the 

stability of the flight control loops. The subsequent integration of the 

aircraft state results in the desired flight profile. 

lnleriace 

auto pilot model 

engkle model 

atmospheric conditions 

point 
moss 
model 

a/cslate: 
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-Ileoding 
- bank angle 
-mass 

Figure 5: Flight Simulator: Detailed Ale Model 

flight 
profile 

Unfortunately, aircraft performance data for this type of 

modelling are not always available with the required degree of detail 

and accuracy (Ref. 5). This is particularly the case for older aircraft 

but also for the latest ones in cases where manufacturers are 

reluctant to release the data. 

Tools have been developed to provide a partial solution to this 
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problem in the case of aircraft for which at least some reliable data 

are available. The missing elements can be added through 

interpolation or scaling from other aircraft for which a complete set 

of data is available and duly validated for all phases of flight so as to 

assess the final accuracy obtained. 

In normal ATC simulations the degree of detail obtained from the 

level of aircraft performance models above is not required. For these 

applications it is sufficient if the accuracy of the flight profiles 

generated is within the normal spread for the aircraft fleet. However, 

the actual dynamic behaviour of the aircraft must be correctly 

modelled with the associated fuel flow. As reported in previous work 

(Ref. 6 and 7), the vertical profile of aircraft flying defined speed 

regimes can be accurately computed through parametric models. The 

EROCOA method (Equivalent Rate of Change of Altitude) is a technique 

which accurately describes the climb performance of aircraft by 

using a set of 8 coefficients. Identical performance for the en-route 

descent can be obtained from the PAR Z 0 C approach (PARabolic 

performance model for application in a Zone Of Convergence). 

Although initially designed for use in flight profile prediction 

modules to be applied in on-line A TC systems. these approaches proved 

also to be very suitable for use as aircraft models in the ACCESS flight 

simulator. 

As illustrated in Figure 6. the technique is simple. The performance 

term (T-D)/mg which corresponds to the climb gradient, hlv, for a 

non-accelerated flight can be derived in a straightforward manner 

from the set of EROCOA or PARZOC coefficients. Through a simplified 

set of equations of motion it is not only the slope of the flight profile 

that can be readily computed but also the tangential ac- celeration. 

Supplementary coefficients to adapt the performance for non-clean 

airframe configurations. ground movements. etc. complement the 

aircraft model. The advantages are obvious. The aircraft model based 

on EROCOA and PARZOC coefficients can be easilyestablished from 

flight profile data, as observed or published by the manufacturers, 

which are much more readily available than the detailed 

performance data contained in the performance engineers' manuals. 
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The validation and tuning of the model is straightforward and 

the computational overhead in respect of its application is 

considerably lower. Moreover, using several airline flight simulators, 

field tests of a ground-based 4-D flight path prediction and control 

module based on this aircraft performance model have confirmed the 

accuracy level that can be obtained and its applicability to real-life 

situations (Ref. 8). 

In addition during the development phases of the A TM system, it 

is advantageous to use an identical aircraft model in both the air 

component which generates the flight profiles and the ground based 
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ATM trajectory prediction module as this considerably reduces the 

perturbations which result from the inconsistencies between the two 

components in the real world. In a later stage the required realism 

can be introduced by appropriate modulation functions. 

3.4 Airborne eQujpment 

It is clear that the degree of sophistication of the on-board 

equipment has a considerable impact on the navigation of the 

aircraft. Therefore in the flight plans used by ACCESS the level of 

airborne instrumentation can be specified. Accordingly the flight 

path of a small light aircraft in which the pilot navigates on the basis 

of standard radio aids will show a realistic, random navigation around 

the route centre line associated with overshooting and short-cutting 

at turn points. On the other hand, modern aircraft with area-nav 

facility will stick much more closely to the route centre line. 

It can also be specified whether a given aircraft is equipped with 

an air/ground data link facility e.g. mode-So If so, as well as the 

aircraft position and mode-C altitude reports, certain other flight data 

such as heading, air speed, etc. can also be communicated to the 

ground-based A TC system. Aircraft heading data in particular will not 

only improve radar tracker performance but also considerably reduce 

the reaction time of the advisories produced by the on-line ATM 

system, particularly in a TMA environment. 

This possible mix of airborne instrumentation and equipment 

levels will allow the design and testing of A TC strategies to be applied 

in coming years when such a mix will be a reality. Moreover, the 

associated difference in track-keeping accuracy among the various 

aircraft simulated results in a very realistic radar picture. 
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4. Applications 

The ST ANS simulation facility has been developed and used to 

support the work on Air Traffic Management research in the 

Engineering Directorate of EUROCONTROL. The typical layout for this 

work is illustrated in Figure 7. It shows the ST ANS system "on location" 

when integrating actual airline flight simulators into the air 

component. The supplementary traffic is generated by ACCESS 

controlled through one or more pseudo pilot positions and individual 

cockpit emulators depending on the manpower available. 
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A similar set-up was used in the large-scale real-time simulation 

of the ZOC concept at the Eurocontrol Experimental Centre (EEC) at 

Bretigny, France in 1989. In this exercise the ATC system and 

controller work positions of ST ANS were replaced by the EEC standard 

GENESIS facilities, which provide a more common and familiar user 

interface to the controllers than the off-the-shelf computer 

equipment as used in ST ANS. The air component consisted of eight 

pseudo pilot positions controlling up to 80 ACCESS aircraft and the 

Multi Cockpit Simulator facility (MCS) of the EEC flown by an actual 

pilot. 

Another application involves a demonstration of the use of the 

mode-S data link facility involving the BAC 1-11 research aircraft of 

the Royal Aerospace Establish- ment (RAE) in Bedford, U.K. and the 

mode-S radar ground station of the Royal Signals and Radar 

Establishment (RSRE) at Malvern, UK (see Figure 8). The BAC 1-11 

aircraft is flying in a simulated ACC sector over South East Anglia, UK. 

It is equipped with a transponder capable of supporting the mode-S 

data link protocol and special hardware which interfaces to the pilot. 

Among other applications, the demonstration flights have shown the 

possible use of the data link to communicate ATC directives on the up­

link and pilot acknowledgements on the down link. The other traffic 

in the sector is generated by the ACCESS simulator. 

These applications give an indication as to how the modular 

design of the ST ANS simulation facility can be adapted to the 

requirements of specific experiments with only minor modifications. 

5. Implementation 

The ST ANS hard ware components consist of standard, off-the­

shelf computer equipment. The controller work position comprises 

the 19" colour screen and keyboard of a Data General DS 7540 graphics 

workstation and the real time cockpit emulators and pseudo pilot 

control positions are implemented on IBM compatible personal 

computers. 
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The software of the ST ANS system is modular and designed along 

the structure discussed above. The modules are implemented as 

independent processes which communicate via shared memory and 

interprocess communication channels (lPC). Most software is written 

in FORTRAN 77 and based on the AOS/vS operating system of Data 

General. 

In a minimum configuration the total ST ANS system, i.e. ground 

and air components, can be implemented on a s'ingle DS 7540 

workstation (0.9 mips - 4 Mbyte of main memory). In this setup a 

traffic sample of about 20 aircraft can be run in real time. For larger 

samples, the individual system modules may be distributed without 

modification over several mini computers using appropriate network 

software. 

A version of ACCESS has been translated into the "c" 
programming language and drives the SMART radar data plot 

simulator, which is a joint development of the firm ORTHOGON and the 

Dutch Aerospace laboratories, NLR, under contract to the Federal 

Aviation Administration (FAA) and EUROCONTROL. 

6. Conclusions 

The STANS simulation facility was initially developed to support 

the ZOC ATM tool from the conception phase until on-line application 

in an actual A TC system. It provides the means to test any ATM module 

operation in en-route as well as terminal area environments, using 

traffic samples which may consist of any mix of aircraft and 

instrumentation level from piston-propelled, VFR equipped, to the 

most modern jets with sophislicated 4D FMCS systems on board 

supporting an automatic air/ground digital data link facility. This 

freedom of choice in the composition of traffic samples together with 

the configurable characteristics of the air-ground-air 

communication channels make the ST ANS facility an ideal tool for the 

evaluation of future ATC scenarios at an early stage of conception. 

The software is implemented on easily transportable hardware to 
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allow on-site experiments. e.g. the integration of airline flight 

simulators manned by line crews in order to simulate the entire ATC 

control loop with the maximum degree of realism in a controlled 

environment. 

The flexibility which allows the ST ANS simulation facility to be 

adapted to other applications has been demonstrated successfully by 

the integration of the BAC I-II research aircraft of RAE. Bedford in 

an experiment to show the potential of the mode-S data link in an on­

line, real-life environment. 

The ST ANS system is very modest in required computing 

resources and even a minimum configuration constitutes a very cost 

effective yet powerful research tool. Its modular structure allows an 

easy adaptation to the requirements associated with large scale ATC 

simulations as demonstrated during a real-time evaluation of the ZOC 

concept in the EUROCONTROL Experimental Centre in Bretigny. 

France. 
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